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Abstract

Road traffic generates a considerable number of accidents each year. The management of injuries caused by 
these accidents is becoming a real public health problem. Faced with this latter, we propose a new clinical 
decision making approach based on case-based reasoning (CBR) and data mining (DM) techniques to speed 
up and improve the care of an injured child. The main idea is to preprocess the dataset before using K Nearest 
Neighbor (KNN) Classification Model. In this paper, an efficient predictive model is developed to predict the 
admission procedure of a child victim of a traffic accident in pediatric intensive care units. The evaluation of the 
proposed model is conducted on a real dataset elaborated by the authors and validated by statistical analysis. 
This novel model executes a selection of relevant attributes using data mining technique and integrates a CBR 
system to retrieve similar cases from an archive of cases of patients successfully treated with the proposed 
treatment plan. The results revealed that the proposed approach outperformed other models and the results of 
previous studies by achieving an accuracy of 91.66%.
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I. Introduction

Road accidents can have catastrophic physical and psychological 
effect on individuals, their families, and the community. 

According to the World Health Organization, road accidents cause 
1.35 million fatalities and 20 to 50 million illnesses every year. Eighty 
percent of road traffic accident victims are children with traumatic 
brain injury, severe brain damage, and associated chest or abdominal 
disorders https://www.who.int/news-room/fact-sheets/detail/road-
traffic-injuries. Providing prompt and appropriate first aid, medical 
diagnosis and treatment to road traffic accident victims in the critical 
first few hours after the incident significantly increases their chances 
of survival and reduces the severity of injuries. Doctors may face 
critical problems when making quick decisions about diagnosing, 
especially when a child’s life is at stake. This study aims to accelerate 
and improve the management of an injured child by predicting the 
course of actions for admission to the services of Pediatric Traumatic 
Brain Injury (PTBI) following the ABCDE protocol that consists of the 
following: Airway (Voice, Breath sounds); Breathing (Respiratory rate, 
Chest wall movements, Chest percussion...); Circulation (Skin color, 

sweating, Capillary refill time...), Disability (Alert, Voice responsive, 
Pain responsive), and Exposure (Expose skin) [1].

To achieve our objective, we propose a new medical decision-
making approach guided by CBR and data mining techniques. The 
development of the database was entirely carried out by the pilot team 
of the University Training Research Project entitled "Implementation 
of a Medical Decision Support System adapted for the care of child 
victims of accidents". The collection of patients’ records were done at 
three medical institutions in Oran, Algeria: the pediatric surgery clinic 
and the intensive care unit of the University Hospital Center; and the 
intensive care unit of Canastel Pediatric Hospital.

The proposed approach includes a multi-step procedure: Collection, 
preprocessing, selection of relevant attributes by data mining technique, 
and Case-Based Reasoning (CBR). The effectiveness of CBR relies 
heavily on the quality of its case-base content [2]. Before incorporating 
the data collected into Clinical Decision Support Systems’ (CDSS) 
knowledge base [3], it becomes imperative to assess and enhance the 
data’s quality. Consequently, data preprocessing procedures assume 
primary importance as they lay to improve the accuracy of CBR 
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systems [4]. Preprocessing the dataset before prediction is the main 
concept in this work. This step itself consists of four steps called 
cleaning, discretization, statistical analysis and classification.

Case-based reasoning (CBR) stands as an essential component 
of artificial intelligence, involving the resolution of novel problems 
by drawing upon existing solutions from similar cases [5]. This 
methodology aligns seamlessly with the problem-solving approach 
adopted by healthcare professionals when confronted with new cases, 
making its integration into clinical settings a natural fit. The allure 
of CBR in medical domains lies in the existence of a comprehensive 
case base, housing a wealth of patient-specific information, including 
symptoms, diagnoses, treatments, and outcomes. Consequently, 
numerous CBR systems have been developed to aid in medical 
diagnosis and decision support [2].

Designing an effective CBR system hinges on two crucial steps: 
selection of relevant attributes and case retrieval. The choice of 
appropriate features for case representation and the effective retrieval 
method are pivotal in ensuring the quality of CBR [6]. As a result, 
much of the research on CBR primarily revolves around addressing 
these specific issues [7].To improve our CBR system, DM techniques 
are used. The concept "data mining" has become more often employed 
in the literature on medicine during the past several years [8]. Its use 
in the processing of medical data, however, has only lately become 
somewhat more widespread. This is especially true for real-world 
applications in clinical medicine, which may profit from particular 
data mining techniques that can perform predictive models, take 
advantage of the clinical domain’s knowledge, and describe proposed 
decisions after the models have been used to support clinical decisions 
[8]. The decision tree is integrated in the approach as a discriminating 
tool that selects the most relevant attributes, removes less significant 
attributes, and thereby reduces the number of attributes utilized in the 
similarity calculation, hence speeding up the retrieval phase [9].

The paper is organized as follows: Section II summarizes the 
relevant works available in the literature. The proposed approach is 
described in detail in section III. Section IV includes the experimental 
results obtained and a comparison with other selected research works. 
Finally, conclusions are provided in Section V.

II. Background

The volume, complexity and dynamics of clinical information 
are a challenge for doctors. Since the 1960s, researchers have 
envisioned the day when computers could help build a system that 
processes medical data like a doctor, offers insight into the nature of 
medical issue resolution, and permits the building of formal clinical 
reasoning models, and, most importantly, decreases medical error and 
misdiagnosis. Any technology that can improve the ability to correctly 
diagnose human disease is a necessary advancement for the well-
being of humanity. 

Information technologies have been used in the medical field since 
computers were invented, and various types of computer applications 
have been created, including Clinical Decision Making Approaches 
(CDMA) which have been increasingly popular in several medical fields 
[10]. According to these authors [10], the CDMA improves healthcare 
quality by providing more precise diagnoses and treatments that are 
more effective and reliable, while also lowering healthcare costs and 
avoiding errors caused by doctors’ lack knowledge. The reasoning 
is a crucial function performed by the CDMA inference engine, 
which combines medical knowledge with patient-specific data and 
delivers relevant decisions. Several methods for representing medical 
reasoning have been developed in Artificial Intelligence (AI) and are 
employed in the construction of decision support systems. These 

include rule based reasoning [10], [11], Artificial Neural Network [12], 
KNN [13], ontology [14], association rules [15] case-based reasoning 
[16]–[18], decision trees [19], random forest [20], fuzzy logic [21], [22], 
...etc. Table I lists some Clinical Decision Support Systems (CDSS), 
their reasoning techniques, and their application area. CBR has 
demonstrated to be highly promising in using intelligent systems in 
the healthcare business, among the various AI reasoning techniques. 
It is a significant methodology and an area of machine learning [5] 
used in the creation and enhancement of CDSS in a number of projects 
involving diverse medical applications [9].The first CDSS used pure 
CBR, i.e. they used CBR alone as a reasoning methodology, and these 
systems were successful. But their use in practice remains limited due 
to the complexity of the medical field which cannot be treated with 
pure CBR.

Many successful hybridization techniques of CBR with other 
computing methods have been developed in Artificial Intelligence to 
try to solve the limitations of classical CBR and to achieve the mission 
of a CDSS which is the improvement of time and accuracy of medical 
diagnosis [19].

Retrieve-Reuse-Revise-Retain are the four main steps that make 
up the CBR cycle, the first step (Retrieve) is the most important and 
expensive phase in the cycle. In this phase the CBR system searches 
between past cases the most similar case, or more precisely the case 
that has the problem part similar to the target case. This research 
is based on the similarity calculus among cases [9]. To develop an 
efficient CBR-based system, the complexity of the retrieval step must 
be optimized and improved. Several research works have experimented 
the integration of techniques issued from DM to improve the efficiency 
of this step. Guo and Wu [23] developed a Bayesian Network model 
and CBR hybrid system for use in the healthcare industry. The goal 
of this system is to increase case retrieval accuracy in the context of 
big data. Mansoul & Atmani [24] proposed a new approach destined 
for the medical field that combines CBR and multi-criteria analysis 
(MCA). This combination aims to facilitate the choice of a solution 
among several solutions proposed in the retrieval step; which improves 
this phase. Benfriha et al. [25] suggested an approach for the initial 
health care of a child’s PTBI in the traffic accident. The approach’s 
goal is enhance the retrieval phase in the CBR cycle by using multi-
label text categorization which allows reducing the search space and 
keeping only the most relevant cases and therefore speeding up the 
retrieval step. The retrieval is related to the representation of the data 
and to the similarity measures used. Indeed, two aspects of retrieval 
can quickly become time-consuming, particularly when it comes to 
solving real problems: the case’s basic size and the large number of 
features. Many works on CBR has proposed improving the retrieval 
phase through the reorganization of the case base. Mansoul & Atmani 
[26] proposed a CBR system for predicting the best presumptive 
diagnosis of orthopedic illnesses. During the retrieval process, the 
suggested systems include clustering to decrease the base case. 
Malviya et al. [27] created a medical image retrieval system named 
(CBMIR) for finding and recovering lung computed tomography (CT) 
images from a large medical image dataset; this system combines 
CBR with k-means clustering-based segmentation. Saadi et al. [28] 
integrated fuzzy clustering in the retrieval phase of CBR. The goal of 
this work was to minimize the case base and improve the retrieval 
step by optimizing the similarity computation time. Benamina et al. 
[29] combined a fuzzy decision tree and CBR to realize a Fuzzy CBR 
medical system for diabetic patients. The objective of this combination 
is to improve the retrieval phase by reducing the complexity of the 
similarity calculation.

The amount of attributes clearly influences the similarity calculus. 
The more attributes, the higher the processing time is. To reduce 
the number of attributes, several DM techniques were proposed for 



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 9, Nº3

- 106 -

selecting relevant variables for the similarity calculation in order to 
speed up the retrieval step. As a result, the relevant variables are chosen 
with the goal of reducing the number of attributes used to measure 
similarity, allowing decreasing the computation time and accelerating 
and improving the retrieval phase and model performance, such 
as predictive accuracy [30]. Feuillâtre et al. [31] developed a clinical 
decision tree for the selection of attributes in order to optimize the 
retrieval step in CBR. Jarmulak et al. [32] applied the genetic algorithms 
for the selection of relevant features. Ayed et al. [33] eliminated noisy 
and redundant attributes and left only the relevant ones for the 
application of similarity measures by using the Relational Evidential 
C-Means (RECM). Addisu et al. [34] designed a CBR diagnostic 
framework for malaria diagnosis and applied an information gain 
algorithm to select relevant attributes. Henni et al. [35] enhance the 
retrieval step by reducing the number of attributes using the random 
forest algorithm. Saadi et al. [9] proposed an approach guided by CBR 
and decision tree. This work integrates a decision tree to eliminate 
irrelevant attributes used in the similarity calculation.

III. The Proposed Predictive Approach (TBI-CDMA)

In this article, we propose a new Clinical Decision Making Approach 
(CDMA) based on CBR, intended for the management of children 
victims of traffic accidents and who have suffered a traumatic brain 
injury. This approach is adopted for developing an efficient predictive 
model (TBI-CDMA) to predict the admission procedure of pediatric 
traffic accidents victims in pediatric intensive care units. We apply this 
approach to a real dataset that we have collected following the ABCDE 
protocol. ABCDE is a protocol for assessing and treating critically ill 
or wounded people in a systematic way [1]. The Protocol can be used 
in any clinical emergency, in the street without any equipment or, 
in a more sophisticated form, in emergency rooms, general wards of 
hospitals and critical care units. It was developed by the American 
College of Surgeons in the USA to improve the management of 
polytrauma victims by early detecting physiological changes that 
put them in danger of mortality [36]. Since the PTBI dataset collected 
represents only the signs and symptoms existing in ABCD, the experts 
preferred to remove the gestures associated with Exposure (E) and 
followed the ABCD protocol. Fig. 1 summarizes the essential phases 
of the proposed system.

This section presents the steps described in Fig. 1.

A. PTBI Collection
The term “data collection” refers to a systematic approach that 

entails gathering and measuring many types of information in order 
to provide a comprehensive and precise picture of an area of interest. 
The collection of data allows us to answer pertinent questions, 
evaluate results, and better predict future probabilities and trends. 
In the intensive care unit at the study site, most of the clinical and 
administrative information circulating in all the health services is still 
kept on paper. For this study, we used clinical reports from child traffic 
accident victims. Since this is the first study in this area, we have 
selected the records of patients (children) who present a head injury.

B. PTBI Preprocessing
Prior to constructing a model, the data requires preprocessing 

to derive usable variables from raw data. This crucial step involves 
extracting meaningful variables and values from the data, and the 

TABLE I. Medical Systems Integrated Data Mining Techniques in CBR Cycle

Reference System Technique(s) used Application field
[10] - Rule-Based Reasoning CBR Management of Drugs Intoxications in Childhood

[11] - Rule-Based Reasoning Asthma diagnosis

[12] - ANN Classification of causes for non- adherence with medication

[13] - K-Nearest Neighbor (KNN Prediction the diabetes disease

[14] - Ontology Depression

[15] - Bayesian Network 
association rules

Diagnosis Vaccination: Detection of lost ones and abundance causes in 
relation to the mother’s socio-economic characteristics.

[16] Protos CBR Classification and Diagnosis Hearing disorders

[17] Electronic Medical Record system 
(ArdoCare)

CBR Electronic healthcare suspicion of aortic pathology

[18] CBR-Nursing Care Plans System 
(CNCPS)

CBR Formulation of effective nursing care plans

[19] - Decision trees Classification of diabetes, hepatitis and heart diseases

[20] - Random Forests Classifier Diagnosis of Heart Arrhythmia

[21] CKD (Chronic Kidney Disease) 
diagnostic fuzzy expert system

Fuzzy logic Prediction chronic kidney disease

[22] - Fuzzy C-Means (FCM) 
clustering

Prediction of Chronic Kidney Disease Progression

TBI Report

TBI collection

TBI Preprocessing

TBI dataset
User interface

New case

Retrieve

P-TBI
Case base

Global similarity by KNN

Adaptation

Revision

Learning

Local similarity of
relevant a�ributes

Local similarity
of all a�ributes

Decision Tree

Selection of
relevant a�ribute

Fig. 1. Overview of TBI-CDMA.
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expertise of healthcare professionals plays a significant role in this 
process. While removing missing values and outliers generally 
enhances algorithm accuracy, it is essential to recognize that missing 
data can carry valuable information, a discernment only achievable 
by a healthcare professional. For this fact, the main idea in our 
work is preprocessing the dataset before making the prediction. 
The preprocessing stage is divided into four sections: cleaning, 
discretization, statistical analysis and classification. The management 
of noise or missing values will be performed on the collected dataset as 
a first preprocessing step. Then, a step of discretization of continuous 
values into a categorical representation to preserve the learning 
efficiency and the relevance of the model to build [37], knowing that 
this step was done with the help of experts who gave us the cut-off 
points for the attributes. The next step consists in a statistical analysis 
on the variables by applying a descriptive analysis for each variable and 
evaluating the correlation and relation between features (attributes) 
using the Mann-Whitney U test (or Wilcoxon rank-sum test) [38], and 
finally an evaluation of some classifiers on this dataset is mandatory to 
validate PTBI. The confusion matrix in Table II is used to compute the 
performance metrics that are employed in the evaluation.

• Accuracy: is the rate of correct classification, it’s defined by (1):

 (1)

• Precision: the frequency with which the classifier correctly 
classifies all of the predictions, as shown in (2) (1):

 (2)

• Recall: Proportion of actual positive results correctly identified, as 
seen in (3):

 (3)

• F-Measure: is calculated based on precision and recall, as shown 
in (4):

 (4)

• Kappa Statistic: is a measure of inter-rater agreement for 
categorical or nominal data. It quantifies the level of agreement 
between two or more annotators (observers) in the context of 
classification or labeling tasks. Kappa values range between -1 
and 1, where 1 indicates perfect agreement, 0 indicates agreement 
equivalent to random chance, and values less than 0 signify less 
agreement than expected by chance..

• ROC: is the ratio between the recall (True Positive Rate TPR (3)) 
and the FPR (False Positive Rate defined in (5)):

 (5)

• Specificity: is the rate of true negatives defined by (6):

 (6)

TABLE II. Format of Confusion Table

Predicted Class

Actual class True Positives False Positives

(TP) (FP)

True Negatives False Negatives

(TN) (FN)

C. The Selection of Relevant Attributes
The success of CBR (Case-Based Reasoning) relies on the quality 

of data (cases) and the speed of the retrieval process, which can be 
time-consuming, especially when dealing with a large number of 
cases. Consequently, a case may contain a significant number of 
attributes [39]. Some attributes are crucial for case reasoning, while 
others may be unnecessary and result in increased complexity during 
the retrieval phase. To ensure a robust CBR system performance, it 
becomes essential to manage the content of the case base. One of the 
proposed solutions to address these issues is attribute selection. There 
are several methods of selection of relevant attributes like Chi-square, 
Euclidean distance, T-test, information gain, correlation-based feature 
selection, decision tree, ...etc. 

Some classification algorithms have earned a reputation for being 
able to focus on relevant attributes while ignoring others that aren’t. 
The decision tree is a widely used technique for attribute selection 
in machine learning and data mining [40]. This technique involves 
building a simple structure where non-terminal nodes represent tests 
on attributes, and terminal nodes reflect decision outcomes. The 
test attribute at each node is determined using the information gain 
measure, which tends to favor attributes with a larger number of 
values. This algorithm which is an extension of the ID3 algorithm (the 
basic decision tree induction algorithm ) was further improved by C4.5 
[41], calculates the rate of information gain (Gain Ratio) at the place 
of information gain. The C4.5 tree utilizes the gain ratio to determine 
splits and select the most important attributes. Consequently, the C4.5 
decision tree excels at focusing on relevant features while disregarding 
irrelevant ones. Compared to other strategies, C4.5 generates fewer 
rules, resulting in reduced error rates and higher precision in the result 
set. Additionally, C4.5 constructs a trimmed tree, ensuring faster results 
compared to alternative techniques. The Gain Ratio decreases and 
corrects the information gain bias by taking the intrinsic information 
of a split into account. It is therefore weighted by a function that 
penalizes tests that split the elements into too many sub-classes. This 
distribution measure is named SplitInfo. The equations (7, 8) refers to 
the Gain Ratio [42]:

 (7)

or

 (8)

Where before is the dataset before splitting the data. K is the number 
of subsets generated by the splitting, (j, after) subset j after splitting 
the data.

 (9)

S is the current state, pi is the probability of an event i of state S.

The attribute with the highest gain ratio is chosen as the splitting 
attribute [43]. In the decision tree generated, non-leaf nodes are deemed 
relevant attributes. By employing the C4.5 algorithm, the attributes 
resulting from the decision tree become the most significant ones, 
and these will be used in the similarity calculation, instead of using 
all attributes. This approach ensures that only the most informative 
attributes are considered for accurate similarity calculation.

D. Case Based Reasoning
The central notion in a CBR system is the case that represents in 

our dataset a patient. A record in the PTBI dataset is composed of 
descriptors divided into a problem part and a solution part. At this 
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stage, we have a case base ready to use in the CBR system. The cycle 
begins with the retrieval step. In order to succeed in this phase, which 
is based on the similarity calculation, we need to identify the best 
similarity measures that allow us to produce good results. Similarity 
refers to a measure that indicates the strength of a relationship between 
two features or objects. The purpose of conducting a similarity 
analysis is to compare two lists of components and calculate a single 
numerical value representing their evaluation [44]. The similarity 
measurements are instrumental in retrieving similar cases from the 
case-based approach.

Among the various distance measurement methods, Euclidean 
distance is the most commonly used, relying on the spatial location 
of objects. This method computes a distance as the square root of 
the sum of squares of numerical differences between two analogous 
objects. The standard Euclidean distance serves as the fundamental 
approach for describing the relationship between two cases, forming 
the neighboring figures of an arbitrary case [45]. In CBR, The Euclidean 
distance stands as the most prevalent distance metric used to measure 
the similarity of numerical data [46], and the equality distance which 
is a simple function for categorical data that have fixed values [47]. 
Thus, we have exploited these local similarity functions (between 
the attributes of the cases) and implemented them in the jCOLIBRI 
platform. The equations for these functions are:

Euclidean Distance: the formula of the euclidean distance is 
defined by (10):

 (10)

Equal: if two attributes (x,y) are equal it returns 0, otherwise it 
returns 1.

After computing the similarity measures between attributes, the 
global similarity calculates the distance between two cases using the 
K-Nearest Neighbor (KNN) technique, which is widely employed in 
Case-Based Reasoning systems. The algorithm computes the similarity 
between a new case and a stored case by performing a weighted 
summation of the pairwise attribute similarities.

With the normalization of local similarity functions, the resulting 
global similarity value lies within the range of 0 to 1, where 0 indicates 
complete similarity between the cases.

IV. Experimentation and Results

The PTBI dataset collected from the services mentioned before 
will be used for the prediction of the course of action to be taken 
on admission to the services concerned. Most collected clinical 
information was stored in paper format and recorded in chronological 
order in an archived register. PTBI was collected in the period between 
2017 and 2021. This was done using a Java application that captures 
the information of patients who have traumatic brain injury. Four 
parts make up the preprocessing step:

• Cleaning: The data cleaning process was essential to ensure the 
dataset’s quality and reliability. Various issues, such as empty, 
duplicated, unreadable files, and missing values, were identified 
during a thorough examination. Empty files were promptly 
addressed by consulting with doctors and deleting them to avoid 
any misleading results. Duplicated files were carefully managed, 
keeping only one representative instance to maintain efficiency 
and consistency in the analysis.

• Discretization: During the discretization process, several variables 
were transformed into discrete categories or intervals. This was 
done for variables such as systolic pressure, diastolic pressure, 

heart rate, Glasgow score, and more. The decision to discretize 
these variables was based on the recommendations provided 
by doctors who were actively involved in the research project. 
They provided valuable insights and expertise in determining the 
appropriate cut points or thresholds for discretization. In addition 
to the input from doctors, international protocols used in Algeria 
were also consulted to guide the discretization process.

• Statistical analysis: Before deciding if the dataset is ready for use, 
we applied a statistical analysis under SPSS software. A descriptive 
analysis is performed on every attribute and the correlation 
between attributes was calculated. This statistical analysis allowed 
us to validate the PTBI and determine the attributes that we will 
be using in TBI-CDMA. Our dataset must be in the form of a case 
base, the case represents in our dataset a patient. PTBI comports 
174 cases. A case of PTBI consists of 36 descriptors divided into a 
problem and a solution presented according to the ABCD Protocol. 
The problem part is composed of five categories. Fig. 2 shows the 
description of a case.
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Patient information: gender, age and weight

Intracranial lesions: cerebral edema, fracture,
brain hemorrhage and foreign body (FB)

O2 therapy, Ventilation, SSI injection, Hemo-Support, Sedation, 
Intubation, Intracranial Pressure Sensor, Osmotherapy

So
lu

ti
on
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Neurological: Glasgow Score, photo motor reflex (PR), aware, convulsion,
vomiting, spontaneous motor (SM), eye movement (EM), tonusD

Hydrodynamics: Temperature (T), systolic pressure (PAS), diastolic
pressure (PAD), Heart Rate (FC), recoloring time (TRC), marbling,

temperature of extremities (TE), Diuresis

C

Respiratory: Respirator State (FR), SpO2, cyanosis, 
rales, bronchial congestion (BC)A

+B

Fig. 2. Description of Case Base.

The solution part of a case encompasses the course of actions to be 
executed by the doctor, which is presented in the form of plans. To 
organize and structure these plans effectively, the ABCD protocol 
is employed. 

However, certain data mining techniques, such as the decision 
tree, require that the class variable be represented with a single 
column. In collaboration with health experts, a coding system 
was devised to codify the different plans into six distinct classes. 
These classes are described in detail in Table III, with each class 
listed in descending order based on the severity of the patient’s 
condition upon admission to the pediatric intensive care unit. The 
organization of these classes allows for effective utilization of 
DM techniques, such as decision trees, to aid in clinical decision-
making processes.

 - C5: it is the conduct to hold for a seriously affected case, 
it includes oxygenation with a nasal probe, non-invasive 
ventilation, application of an osmotherapy and hemo-support, 
it must be injected with an isotonic saline, intubated and 
sedated, and monitored their intracranial pressure.

 - C4: designates the actions to be done for patients a little 
less serious compared to the previous class, these actions 
are represented by oxygenation with a nasal probe, invasive 
ventilation, isotonic saline injection, intubation and sedation.

 - C3: includes actions to be taken for a patient who does not 
have a serious neurological problem, so it is enough to give 
him oxygenation with a mask, non-invasive ventilation, and 
isotonic saline injection.
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 - C2: designates the course of actions for patients who ot have a 
neurological disability or a hemodynamic problem but solely 
have respiration problems, oxygenation using a mask and 
non-invasive ventilation are the adequate actions.

 - C1: represents the solution for a patient who has a small 
circulation problem, an injection of SSI is enough for him.

 - C0: denotes that the patient is in good health and does not 
require treatment.

The authors utilized a widely used univariate statistical test called 
the Wilcoxon rank-sum test. This test generates a p-value, which 
represents the probability of a feature being associated with 
the target variable. The resulting p-value serves as a score that 
facilitates the creation of a ranking, highlighting the attributes 
(features) based on their level of correlation with the target variable.

A low p-value, close to 0, indicates a strong relationship between 
the examined attribute and the class variable. Consequently, such 
attributes are considered highly relevant in the context of the 
analysis. On the other hand, a high p-value, close to 1, suggests 
that the attribute is not correlated with the class variable, making 
it less relevant for the study (Table IV).

By employing the Wilcoxon rank-sum test and analyzing the 
resulting p-values, the authors were able to identify and rank 
the attributes based on their degree of linkage (correlation) with 
the target variable. This approach helped to identify significant 
attributes that are closely related to the class variable and those 
that have less relevance in the analysis [48]. Upon referring to 
Table IV, it becomes evident that the variables highlighted in grey 
are strongly correlated (p-value=0) with the class variable, which 
represents the action plan implemented by the doctor. The shading 
of the grey color varies, with a darker shade indicating a higher 
correlation coefficient, while a lighter shade suggests a decrease 
in the correlation strength. In contrast, cells without any color 
signify variables that are not correlated with the class variable.

• Classification: The dataset is evaluated using Bagging (REPTree), 
NB, PART, J48, RF, SVM, and KNN classification techniques. Table 
V lists the results of the different evaluation measures.

According to the data presented in Table V, the evaluation measures 
in terms of Accuracy, F-Measure, Precision, Recall, Kappa, and ROC 
Area exceeded 89%. These impressive results provide encouraging 
evidence, validate the reliability of our dataset, and provide strong 
support for the success of our research study.

TABLE V. Evaluation Measure of Dataset

Classifier Accuracy Precision Recall FMeasure Kappa ROC 
Area

Bagging 92.52 0.92 0.92 0.91 0.89 0.99

BN 93.10 0.93 0.93 0.93 0.89 0.99

PART 94.82 0.94 0.94 0.95 0.92 0.99

SVM 98.27 0.98 0.98 0.98 0.97 0.99

J48 94.25 0.93 0.94 0.93 0.91 0.99

KNN (IBK) 100.00 1.00 1.00 1.00 1.00 1.00

RF 100.00 1.00 1.00 1.00 1.00 1.00

PTBI case base was randomly split into train and test sets (70%, 
30%). In order to obtain better results, several decision trees are 
generated under the Weka, Orange, Tanagra, Sipina and R platforms. 
The decision trees obtained are similar. They have four levels, except 
the Weka platform which generated a tree of 5 levels. We opted for the 
decision tree (Fig. 3) implemented by the algorithm C4.5 (J48) under 
the WEKA platform because the attributes it generated are the most 
logical. C4.5 select the attribute having the maximum informational 
gain rate value for splitting the node.

The results obtained from the decision tree analysis (Fig. 3) 
demonstrated the significant benefits of utilizing a DM technique. 
By employing the decision tree, a substantial reduction in attributes 
was achieved. Specifically, the decision tree identified and listed seven 
highly relevant attributes with the highest informational gain rate.

TABLE III. Coding of Classes

A+B C D Class

O2
therapy Ventilation SSI injection Hemo-

Support Sedation Intubation
Intracranial 

Pressure 
Sensor

Osmotherapy

nasal probe invasive ventilation       C5

nasal probe invasive ventilation    C4

Mask non-invasive ventilation  C3

Mask non-invasive ventilation C2

 C1

C0

TABLE IV. Results of the Application of Wilcoxon Rank-sum Correlation Test Between Each Feature and the Target Feature
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As mentioned previously, conducting a statistical study on PTBI 
was crucial to assess the correlation between various attributes and 
the target class. Interestingly, the attributes generated by the decision 
tree were found to be among those exhibiting strong correlations 
with the class variable. These attributes proved to be instrumental 
in predicting the class, thereby confirming the effectiveness of our 
model. The validation of these results was further supported and 
endorsed by our collaborating doctors. Their expertise and insights 
reinforced the credibility and reliability of the model’s outcomes, 
validating the relevance and importance of the selected attributes for 
predicting PTBI. Overall, the implementation of the decision tree and 
the statistical study offered valuable insights into the significance of 
certain attributes in the context of PTBI prediction.

After the generation of the case base and the selection of the most 
relevant attributes, it is now possible to model the TBI-CDMA solution 
in the framework jCOLIBRI.

• The case representation: In the context of CBR systems, there is 
no standardized representation for a case, leading us to adopt a 
vector form representation to effectively capture and organize 
the information collected and available in the files. The case 
is structured into two distinct parts: the problem part, which 
pertains to the PTBI situation. it encompasses crucial details such 
as the clinical signs, symptoms, and intracranial lesions related 
to PTBI, providing essential insights into the patient’s condition 
and medical history. On the other hand, the solution part outlines 
the specific physical gestures applied as a course of action to 
address the identified PTBI situation. Within these parts, a total 
of 29 descriptors are included to comprehensively account for the 
relevant information.

• The retrieval phase is the cornerstone of a CBR system, where 
the system identifies the most relevant cases by calculating their 
similarity to the target case stored in the case base. To compute 
local similarities of the attributes, two similarity measures are 
employed based on the attributes revealed by the decision tree 
(refer to Fig. 3). For numerical attributes, the Euclidean distance 
is used to measure similarity, enabling the system to quantify 
the similarity between the target case and other cases stored in 
the case base. For categorical attributes with fixed values, the 
equal function is applied to assess their similarity. This function 
facilitates the comparison of categorical attributes by determining 
whether their values are the same or not.

The global similarity calculates the distance between two cases in 
the jCOLIBRI platform. This platform follows the principle of the 
K-Nearest Neighbor (KNN) method. In this context, the value of 
k for the k-nearest neighbor is set to 3, meaning that the system 
considers the three most similar cases to the target case. After 
identifying the three nearest cases, a majority vote is applied to 

determine the appropriate gesture that should be taken to save the 
child’s life. This voting process involves considering the actions 
taken in the three nearest cases and selecting the gesture with the 
highest frequency as the recommended course of action for the 
current case.

• Adaptation: After retrieval, the system evaluates the degree of 
similarity of the selected cases with the current case. The degree 
of similarity determines whether an adaptation is necessary or if 
the solution can be used as it is. If the solution requires adaptation, 
the doctors are involved in adapting the therapy for the child 
victim of a road accident. Concerning this phase, it’s common 
in the majority of CBR-based systems to entrust this task to 
domain experts due to the absence of predefined adaptation rules. 
Furthermore, the field of medical diagnosis, which revolves around 
the well-being of patients, is highly sensitive. In such domains, 
manual adaptation is viewed as a positive rather than a negative 
aspect. Additionally, as emphasized in [49], the authors assert 
that "when the knowledge domain is ambiguous or lacks clarity, 
the development of automatic adaptation mechanisms becomes 
challenging or is discouraged."

• Revision: The doctor validates the adapted solution.

• Learning: If the generated solution does not exist in the case base 
and is considered successful in the review state, this new case is 
added to the case base allowing the system to learn.

A. Performance Evaluation
Our TBI-CDMA system is designed to assist doctors in intensive 

care services by predicting the appropriate course of action for 
managing children who have been victims of road accidents. To 
assess the system’s performance, we applied it to the test cases, which 
constituted 30% of the case base. We selected five real examples (target 
cases) from the test set, as outlined in Table VI. These target cases were 
then subjected to the TBI-CDMA analysis to facilitate a comparison 
between the results obtained from the retrieval process using all 
attributes and the retrieval process using only the relevant attributes 
derived from the decision tree. By conducting this comparison, we 
aim to evaluate the impact of attribute selection on the system’s 
performance and determine the effectiveness of the decision tree in 
identifying the most crucial attributes for making accurate predictions. 
This analysis will provide valuable insights into the system’s ability to 
deliver precise and relevant recommendations, enhancing its overall 
utility in real-world medical scenarios.

Table VII illustrate the result of applying the TBI-CDMA with all 
attributes and only the relevant attributes for all target cases given in 
Table VI.

As demonstrated in Table VII, the TBI-CDMA system achieved 
successful predictions of the best plan of action for case 3 when utilizing 
all attributes. However, when employing only the relevant attributes 
derived from the decision tree, the system achieved successful predictions 
of the best course of actions for 3 out of 5 cases. The performance 
of the TBI-CDMA system in accurately predicting the best course of 
actions highlights the effectiveness of the decision tree in identifying 
important attributes, leading to improved decision support and more 
informed medical management for children victims of road accidents. 
According to the doctors’ assessment, TBI-CDMA exhibits tolerable 
errors, with most incorrectly classified cases still providing applicable 
plans (gestures that can be performed). For instance, in case 4, the 
predicted class (C3) includes additional actions like an injection 
of isotonic saline, despite the actual class being C2, denoting non-
invasive ventilation. Similarly, in case 5, the predicted class (C2) 
includes additional preventive actions like oxygenation and isotonic 
saline injection, while the actual class is C1, representing only 

Photo motor reflex

Cerebral edema

Temperature

=false

=false

=false

=normal
=hypotension

=hypertension

=<=8 =]8-12[ =[12-15]

=true

=true <=37.1 >37.1

=true

Glasgow

Systolic pressure

Spontaneous motor

C5
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C3 C3C2C0
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Fig. 3. Decision tree generated by WEKA.
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isotonic saline injection. The doctors view these additional actions 
as preventive measures that can be applied to any patient admitted 
to the pediatric intensive care unit, regardless of their health status. 
Furthermore, the system empowers doctors to evaluate the proposed 
plan’s suitability for a new case. If the plan is deemed appropriate, 
it can be directly applied; otherwise, modifications can be made as 
needed. This flexibility and control provided to the doctors enhance 
the system’s usability and efficacy in real-world medical scenarios. 
Overall, the TBI-CDMA system has delivered encouraging 
results, with plans validated and approved by the doctors. Its 
ability to provide relevant and applicable plans, along with the 
option for doctor intervention and modification, underscores 
the potential of the system to enhance medical decision-making 
and improve patient care in pediatric intensive care units. 
Performance measurements can be used to assess the efficacy of 
our TBI-CDMA, we calculated the well-known performance and 
evaluation measures: the accuracy (equation 1), the precision (equation 
2), the sensitivity (recall) (equation 3), and the specificity (equation 7) 
which are the common statistics to evaluate a model’s performance. 
A comparison of the proposed approach (Approach 1) with other 
approaches was done (Table VIII):

• Approach 2: The authors of this approach [25] used the multi-label 
techniques to enhance the retrieval step. Their experiments were 
conducted using PTBI case base.

• Approach 3: in this approach, Informational gain is used for the 
selection of relevant attributes. Nine attributes are selected as 
relevant attributes for the similarity calculation, and then retrieval 
step by KNN has done.

• Approach 4: retrieval by KNN using all attributes.

TABLE VIII. Evaluation of the Proposed Approach

Measure Approach 1 Approach 2 Approach 3 Approach 4

Precision 75.00 71.15 69.23 65.38

Sensitivity 75.00 71.15 69.23 65.38

Accuracy 91.66 90.38 89.74 88.46

Specificity 95.00 94.23 93.84 93.07

As depicted in Table VIII, the proposed approach (Approach 
1) exhibits superior performance compared to the other three 
approaches. Approach 1 achieves an accuracy score of 91.66, precision 
and sensitivity of 75.00, and specificity of 95.00, outperforming the 
alternatives. Approaches 3 and 4 also demonstrate good performances, 
while Approach 1 fares the worst for all measures.

The performance of the proposed model was extensively evaluated 
using seven medical datasets obtained from the UCI Machine Learning 
Repository [50]. These datasets are well-regarded for their application 
in benchmarking and real-world data collection within the CBR and 
data mining community. Our model was applied to these datasets to 
validate its effectiveness. Each medical dataset was specified with its 
attributes and instances. Table IX presents comprehensive details about 
the datasets, including accuracy and Roc area results, showcasing the 
performance of our model when applied to these datasets.

TABLE VI. Target Cases
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TABLE VII. Results Obtained by TBI-CDMA

Actual class of cases Predicted class with 
relevant attributes

Predicted class with 
all attributes

Case 1 C3 C3 C4

Case 2 C4 C4 C5

Case 3 C5 C5 C5

Case 4 C2 C3 C0

Case 5 C1 C2 C3
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As demonstrated in Table IX, our model that integrates the decision 
tree in the retrieval step to ameliorate this step and the CBR process 
has achieved remarkable levels of accuracy, surpassing 90%, when 
applied to the medical datasets. Furthermore, the ROC area for all 
datasets is notably high, as depicted in Fig. 4. Our model exhibits the 
highest classifier performance not only for our specific dataset but 
also for other publicly available datasets, thus validating its efficacy 
and reliability.

These findings suggest that employing pure CBR alone may not 
be sufficient to design a Clinical Decision Support System (CDSS) 
with optimal performance. Instead, integrating data mining (DM) 
techniques in the retrieval phase can enhance the overall performance 
of a CBR-based system. The incorporation of relevant attributes 
revealed by the decision tree in TBI-CDMA contributes to improved 
retrieval and surpasses the traditional CBR approach, enhancing its 
potential as an effective tool for assisting doctors in making critical 
decisions regarding the management of pediatric patients involved in 
road accidents.

V. Conclusion

In this work, the authors proposed a novel Clinical Decision 
Making Approach (CDMA) known as TBI-CDMA, specifically 
designed for the care of children victims of a road accident, from 
the site of the accident until their arrival in the pediatric intensive 
care unit. The authors applied their approach to a real dataset (PTBI) 
elaborated by them. The proposed TBI-CDMA consisted of a series 
of multistep procedures, including data collection, preprocessing, 
selection of relevant attributes, and Case-Based Reasoning (CBR). 
Real-world datasets often contain incomplete, noisy, and inconsistent 
data, which can obscure valuable patterns. Hence, the preprocessing 
step plays a crucial role in generating high-quality data and enhancing 
the accuracy and efficiency of the models [51]. Within TBI-CDMA, 
data preprocessing assumed a fundamental role with a significant 
impact on its accuracy. it involves various processes such as data 
cleaning, discretization, statistical analysis, and classification. These 
steps aimed to prove the PTBI dataset, making it more suitable for 
the subsequent stages of the decision-making process, and ensuring 
the system’s overall effectiveness in providing appropriate and timely 
care for the child victim of road accident. In the statistical analysis 
step, an evaluation of the correlation of the features (attributes) with 
the target was done; and in the classification step, we evaluated some 
classifiers on our dataset. The subsequent step involved integrating 
DM techniques with CBR, especially in the retrieval step. Medical 

databases are known to be voluminous, and each case can contain 
numerous attributes. While some attributes are crucial, others may be 
unnecessary and lead to increased complexity during case retrieval. 
To ensure optimal performance of a CBR system, maintaining the 
content of the case base is essential. One proposed solution to address 
these issues is attribute selection. By identifying and retaining only 
relevant attributes, the selection of relevant attributes aims to reduce 
the size of the case base and minimize retrieval time which improved 
the performance of this step. This approach was tested using other 
datasets and yielded good results.

Based on the obtained results, the preprocessing step successfully 
validated the reliability of our PTBI dataset and identified attributes 
strongly correlated with the treatment plan applied by doctors. 
This finding further confirms the significant reduction of attributes 
achieved through the decision tree. Also, our approach demonstrates 
that utilizing only relevant attributes in similarity calculations 
generates accurate plans endorsed by doctors, resulting in superior 
performance compared to other techniques. Overall, the innovative 
TBI-CDMA approach proved highly effective in preprocessing and 
validating the PTBI dataset, resulting in faster and enhanced retrieval 
and medical management, vital for time-sensitive decision-making 
scenarios. This significant advancement holds great promise for 
improving the care of child victims of road accidents.

A limitation of the CDMA in relation to the PTBI dataset is that 
the number of cases collected is reduced, resulting in the dataset not 
representing all of the signs, symptoms, and gestures applied to a child 
who has been injured. Once we have more cases, we may be able to 
improve the model’s predictive performance. On another level, there 
is still work to be done at the core of the model. Indeed, this project 
did not take into consideration the adaptation of the solutions and 
was satisfied with a manual adaptation made by the doctors. It is 
legitimate to think about an automatic or semi-automatic adaptation 
once the solution is deployed. knowing that in this step, the system 
evaluates the degree of similarity between the selected cases and the 
current case, providing the doctors with the most relevant cases along 
with their respective degrees of similarity. The doctor then chooses 
the case that they find most appropriate or may make modifications 
to their solution if they deem it necessary. The idea is to record the 
modifications made by the expert on the proposed solution in order to 
generate rules that capitalize on this expertise. This can only be done 
when the solution is used over a sufficiently long period.
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