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Abstract

Feature selection is an active research area in data mining and machine learning, especially with the increase in 
the amount of numerical data. FS is a search strategy to find the best subset of features among a large number 
of subsets of features. Thus, FS is applied in most modern applications and in various domains, which requires 
the search for a powerful FS technique to process and classify high-dimensional data. In this paper, we propose 
a new technique for dimension reduction in feature selection. This approach is based on a recent metaheuristic 
called Archimedes’ Optimization Algorithm (AOA) to select an optimal subset of features to improve the 
classification accuracy. The idea of the AOA is based on the steps of Archimedes' principle in physics. It explains 
the behavior of the force exerted when an object is partially or fully immersed in a fluid. AOA optimization 
maintains a balance between exploration and exploitation, keeping a population of solutions and studying 
a large area to find the best overall solution. In this study, AOA is exploited as a search technique to find an 
optimal feature subset that reduces the number of features to maximize classification accuracy. The K-nearest 
neighbor (K-NN) classifier was used to evaluate the classification performance of selected feature subsets. To 
demonstrate the superiority of the proposed method, 16 benchmark datasets from the UCI repository are used 
and also compared by well-known and recently introduced meta-heuristics in this context, such as: sine-cosine 
algorithm (SCA), whale optimization algorithm (WOA), butterfly optimization algorithm (BAO), and butterfly 
flame optimization algorithm (MFO). The results prove the effectiveness of the proposed algorithm over the 
other algorithms based on several performance measures used in this paper.
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I. Introduction

Over recent years, storage capacity and information acquisition have 
become cheaper. This allows us to store all possible data related to 

people’s needs. However, there are data that do not necessarily contain 
useful information to be extracted. With the exceptional increase in 
the amount of data that can be stored, the exploration of new methods 
that are able to process data automatically is necessary following a 
process of knowledge extraction from data. This process allows for 
the integration and collection of data, selection, cleaning and data 
processing, data analysis for the extraction of appropriate patterns 
and models, evaluation and interpretation of constructed models and 
consolidation of knowledge available for use.

Feature selection (FS) is a research process or technique used to 
select the most interesting, relevant, or informative features, variables, 
or measures of a given system in order to accomplish the task for 
which it was designed [1],[2]. In the field of machine learning and 
more particularly in classification, some irrelevant and/or redundant 

features, usually present in the training data, not only make learning 
more difficult, but also degrade the generalization performance of 
the training models [3],[4]. FS is a pre-processing step that plays an 
important role in data mining. It allows to represent a subset of data 
from a large data set and to eliminate redundant, irrelevant or noisy data. 
There are several advantages of attribute subset selection: It facilitates 
data visualization and provides a better understanding [5],[6]. It reduces 
the complexity of the training data which will lead to the reduction 
of the time of the learning algorithm. Another important factor is the 
reduction of the problem dimension, the improvement of the prediction 
performance and the understanding of the learning model [7],[8]. FS 
methods are applied to several applications and in various well-known 
fields, such as computer vision [9],[10], image processing [11]–[13] 
pattern recognition and machine learning [14]–[16].

Classification algorithms aim to identify the classes to which objects 
belong based on certain descriptive features. So, the main process of 
classification in machine learning is to train the classifier to accurately 
recognize patterns from given training samples and classify the test 
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samples with the trained classifier.  The choice of a classification 
method for the treatment of the FS problem by metaheuristics has a 
great impact on the quality of the obtained solution. In the literature, 
there are several types of classifiers that have been used to assist data 
selection techniques [17] among those commonly used we mention: 
support vector machine (SVM), K-nearest neighbor (KNN), naive bay 
(NB), random forest (RF), artificial neural network (ANN) and others.

Metaheuristics (MH) include all algorithms based on the population 
concept that use selection and recombination to generate new 
points in the search space. MHs are widely used to solve complex 
optimization problems. They have been developed and updated for use 
in various domains, for example task scheduling in cloud computing 
[18], bioinformatics [19], feature selection [20], image segmentation 
[21]–[23] and camera self-calibration [24],[25]. However, all MHs 
need to properly balance the exploration and exploitation phases to 
achieve good results, otherwise the solutions tend to be trapped in 
local optima or cannot converge properly.

MHs have been widely adopted to solve complex optimization 
tasks, including FS. Thus, the FS process for classification can be 
viewed as a search problem in a state space, where each state can be 
represented as a vector of size equal to the number of attributes in 
the problem and each element of the vector can take the value 1 if the 
corresponding attribute is selected and 0 otherwise. In the literature 
several metaheuristics have been widely used in recent years to deal 
with the FS optimization process. Such as, ant optimization algorithm 
[26], dragonfly optimization algorithm [27], whale optimization 
algorithm (WOA) [28] marine predators’ algorithm (MPA)[29], sine 
cosine algorithm (SCA) [30], [31] Harris hawk optimization (HHO) 
algorithm[32] and other. Thus, there are also hybridizations between 
metaheuristics that has been used to address the FS problem [33]–[35].

Lately (in 2021), a new MH proposed by Hashim et al [36] to solve 
real-world problems called the Archimedes’ optimization algorithm 
(AOA). The latter is based on Archimedes’ principle in the law of 
physics. It describes the behavior of the force exerted when an object 
is partially or totally immersed in a fluid. Like most MHs, the AOA 
proposes solutions in the form of a population. Thus, the search agents 
are the immersed objects. Their density, volume and acceleration 
during collisions with other nearby objects are updated to define the 
updated positions of the objects. The main objective of the AOA is 
to bring the objects to a state of equilibrium. AOA was tested on 29 
reference functions and with four engineering design problems. The 
results obtained by AOA showed promising results, and shows that 
AOA balanced between the phases of exploration and exploitation. 
The search performance of this algorithm was compared to well-
known algorithms like GA, PSO, as well as to more recent additions 
such as WOA, SCA, HHO and EO.

AOA has already started to attract the attention of several 
researchers for the use of this algorithm in a variety of optimization 
problems, thanks to their important criteria related to simplicity, 
efficiency, adaptability and flexibility. In the literature, several works 
that are used AOA as an optimizer, among them we can cite: in [37] 
for human facial analysis, in [38] to solve the optimal locations and 
sizes of solar photovoltaic systems (SPV) in electrical distribution 
networks, in [39] for wind speed prediction, in [40] to eliminate 
selective harmonics in a cascaded H-bridge inverter (CHB). In addition, 
researchers have introduced modifications to the original AOA to 
increase its effectiveness. In the literature there are several improved 
versions of the traditional AOA for example: Enhanced Archimedes 
Optimization Algorithm (EAOA)[41] to improve the balance between 
exploration and exploitation of AOA and to improve the classification 
performance, I-AOA [42] an improved version of AOA which is 
based on combination of two effective strategies, the local escape 
operator (LEO) and orthogonal learning (OL) to determine the optimal 

parameters of the polymer electrolyte membrane (PEM) fuel cell (FC) 
and IAOA [43] allows to increase the population diversity in AOA, to 
further improve the balance between exploitation and exploration of 
AOA, and to avoid premature convergence problems whose objective 
to solve the optimal power flow problem (OPF).

According to the No-Free-Lunch (NFL) theorem, there is no 
algorithm that solves all optimization problems [44], i.e., most 
metaheuristics fail when the problem is modified. Moreover, the 
results obtained by AOA are promising and the statistical analysis 
of these results revealed that this algorithm can be considered as a 
good performance optimizer compared to well-known optimization 
algorithms such as: Multi-verse Optimizer (MVO) [45], Henry Gas 
Solubility Optimization (HGSO)[20], Harris Hawks Optimize (HHO) 
[46], Equilibrium Optimizer (EO) [47], and others. Moreover, AOA is 
used as an optimizer in several works mentioned above, which shows 
its optimization efficiency that is ensured by many important criteria 
that are related to simplicity, efficiency, adaptability and flexibility. 
This motivated us to try to develop a new FS approach based on AOA. 
The treatment of the FS problem by this algorithm aims at finding a 
good classification with high accuracy.

In this work, a new proposed FS approach based on envelopes 
by AOA is intended for data classification. It should be noted that 
this algorithm maintains a perfect balance between exploitation 
and exploration. Due to this feature, AOA is well suited for solving 
complex problems, especially feature selection. Our method is based 
on a hybridization between the AOA algorithm and k-NN for feature 
selection and data classification; the system we propose is defined in 
three phases: The first is the initialization phase, we generate a number 
of objects as the initial population and the size of each object in AOA 
corresponds to the number of attributes; the second is the phase of 
solution updates, we evaluate the quality of each candidate solution 
using AOA-assisted enveloping feature selection, a good compromise 
between accuracy and a reduced number of features should be ensured 
by a proposed objective function;  and the last one is the classification 
phase, after finishing the process of our method, we return the best 
solution for classification, in this paper we used the K-NN classifier.

The important contributions of this paper are:

• The introduction of a new algorithm for the FS problem based on 
AOA. 

• The performance of AOA was compared to other well-known 
metaheuristic algorithms in the literature for FS, such as MFO, 
SCA, WOA and BOA, all based on accuracy and number of selected 
features.

• The proposed method is evaluated on sixteen datasets with 
significantly high dimensions and small instances.

• The classification of the data by the features selected by the 
different optimizers was performed by the KNN classifier.

• A statistical comparison of the obtained results was performed by 
the optimizers using different analysis metrics.

The remaining sections of this paper are organized as follows: 
Section II will present the overview on the algorithms used in this 
work. The proposed method is described in Section III to solve the 
classification problem. The experiments and the results obtained are 
discussed in section V. Finally, the conclusion is presented in section VI.

II. Background Overview

A. Archimedes’ Optimization Algorithm (AOA)
The AOA algorithm is a recent population-based metaheuristic 

introduced by Fatma Hashim in 2020 [36] This algorithm is part of the 
metaheuristics that are inspired by the rules of physics of the universe, 
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especially Archimedes’ law. The principle of Archimedes’ phenomenon 
states that when an object is completely or partially immersed in a 
fluid, the fluid exerts an upward force on the object equal to the weight 
of the fluid displaced by the object [48]. The importance of the AOA 
algorithm lies in the formulation of the solution which is based on 
three auditory information: Volume (V), Density (D) and Acceleration 
(A) to the base agents. Thus, initially, the group of agents is randomly 
generated with dimensions (Dim). The random values V, D and A are 
provided as they are additive data. Then, the evaluation mechanism is 
performed for each object to specify the best object (Obest).

The operation of this algorithm is realized as follows: At each 
iteration, the AOA updates the density and volume of each object. The 
acceleration of the object is updated according to the condition of its 
collision with any other nearby object. The updated density, volume 
and acceleration determine the new position of an object in the current 
solution. The main steps of the AOA are described below:

1. Initialization: This step randomly initializes the real population 
that contains N objects using equation (1). Thus, each object is 
characterized by its density (Di), volume (Vi) and acceleration (Γi) 
which are randomly defined using the following equations: Eq. (2), 
Eq. (3) and Eq. (4):

 (1)

 (2)

 (3)

 (4)

Where Oi represents the ith object,  and  are the maximum 
and minimum boundaries of the search space, respectively.

r1, r2, r3 and r4 are random vectors that belong to [0, 1].

The population will be evaluated by calculating the score of each 
object to unearth the best object (Obest) by combining their best values 
of density (Dbest), volume (Vbest) and acceleration (Γbest).

2. Density and volume updates: In this step, the density and 
volume values for each object are updated by checking the best 
density and volume using Eq. (5) and Eq. (6).

 (5)

 (6)

Where s1, s2 are random scalars in [0, 1].

3. Transfer coefficient and density scalar: 
In this step, the collision between the objects occurs until the 
steady state is reached. The main role of the transfer function ( ) 
is to switch from exploration mode to exploitation mode, defined 
by equation (7):

 (7)

Tc increases exponentially with time until it reaches 1. t is the 
current iteration, while T denotes the maximum number of 
iterations. Moreover, decreasing the density scalar ds in AOA 
allows us to find an optimal solution using Eq. (8):

 (8)

4. Exploration phase: In this step, the collision between agents 
occurs using random material selection (Mr). Thus, the update of 
acceleration objects is applied using equation (9) when the value 
of the transfer function is less than or equal to 0.5.

 (9)

5. Exploitation phase: In this step, the collision between the agents 
is not realized. Thus, the update of acceleration objects is applied 
using equation (10) when the value of the transfer coefficient is 
greater than 0.5.

 (10)

Where Γbest is the acceleration of the optimal object Obest .

6. Acceleration normalization: In this step, we normalize the 
acceleration to determine the rate of change using (11):

 (11)

Where α and β are set to 0.9 and 0.1, respectively. The   
determines the percentage of steps each agent will change. The 
highest value of the acceleration means that the object performs 
the exploration operation; otherwise, the exploitation mode is 
operational.

7. The update process: For the exploration phase (Tc ≤ 0.5), the 
position of the ith object at iteration t+1 is changed by equation 
(12), while the position of the object is updated by equation (13) in 
the exploitation phase (Tc > 0.5).

 (12)

Where c1 is equal to 2.

 (13)

Where c2 is fixed at 6.

The parameter δ is positively correlated with time and this 
parameter is proportionally related to the transfer coefficient Tc , i.e.  
δ = 2 × Tc. The main role of this parameter is to ensure a good balance 
between exploration and exploitation operations. During the early 
iterations, the margin between the best object and the other object 
is higher, allowing for a high random walk. However, in the later 
iterations, the margin will be reduced and provide a low random walk.

F is used for marking which controls the search direction using 
equation (14):

 (14)

Where λ = 2 × rand - 0.5.

8. Evaluation: In this step, we evaluate the new population using 
the score index Sc to determine the best object Obest  and the best 
additive information, including Dbest, Vbest and Γbest.

The pseudo code steps of the AOA algorithm is described in 
Algorithm 1.

B. K-Nearest Neighbor (K-NN)
The K-Nearest Neighbor (K-NN) is a method based on the notion of 

proximity (neighborhood) between variables and on reasoning from 
similar cases to make a decision. It is the training sample, associated 
with a distance function and a class choice function based on the 
classes of the nearest neighbors, which constitutes the model. To 
predict the class of a sample, the algorithm looks for the k nearest 
neighbors of this new case and predicts the most frequent answer of 
this k nearest neighbors [49]. Thus, the decision principle is simply to 
compute the distance of this sample to all the provided samples.

KNN is one of the most commonly used machine learning 
techniques with different datasets due to its simplicity and easy-
to-implement advantages over other supervised machine learning 
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techniques. Therefore, KNN classifier is frequently used in several 
fields such as: healthcare, image and video recognition, finance, etc.

An object is classified according to a majority vote by its neighbors; 
the object obtains the class which is the most common among its K 
closest neighbors in the feature space. K must therefore be a positive 
integer, usually small. An odd k is often chosen to avoid equality in 
voting. The distance used for the calculation of the proximity of the 
neighbors is most often the Euclidean distance. The main steps of the 
k -NN algorithm for ranking the sample are presented in Algorithm 2.

Algorithm 2: k-NN algorithm
1. Inputs: Load the training and test data.
2. Outputs: Assign a class to the test point based on the majority of 

classes presented in the chosen points calculate accuracy
3. Choose the value of k for each point in test data
4. while stopping condition is not met do
5.           Find the Euclidean distance to all training data points.
6.           Store the Euclidean distances in a list and sort it.
7.           Choose the first k points.
8. Return Accuracy (Acc)

III. Proposed Method

In this section, the proposed approach has been discussed in detail. 
In addition, a flowchart and an algorithmic model have also been 
described to understand the proposed solution. Fig. 1 describes the 
general flowchart of the proposed method and its implication in the 
feature selection problem for real-world data sets. The AOA technique 
used focuses on finding an optimal subset of features from the training 
set and is tested using the validation set.

Feature selection AOA

Training & Validation sets

Training set

Feature selection using AOA

Set of selected features

Set of selected features

K-NN model

Evaluation measures

Calculate fitness function

Validation set

Test set

Evaluation
Original Data

Fig. 1. The general flowchart of the proposed method.

According to the shortcomings of existing FS algorithms, this paper 
proposes a new method which is based on hybridization between AOA 
and k-NN algorithm for feature selection and data classification. The 
system we propose to solve the FS problem is defined in three phases: 
The first is the initialization phase, the second is the solution updates 
phase and the last is the classification phase.

In the first step, we define a solution as a numerical vector, we use 
a vector of (0 and 1) with 1 meaning that the attribute is selected, and 
0 otherwise. We generate a number of objects as the initial population 
and the size of each object in the AOA is the number of attributes. At 
this point, if the value is greater than or equal to 0.5, then it is rounded 
to one. In this case, the attribute is considered a relevant feature. 
Conversely, the attribute is ignored when the value is rounded to zero.

In the second step, we evaluate the quality of each candidate 
solution using AOA-assisted wraparound feature selection, a good 
compromise between accuracy and a reduced number of features must 
be ensured by the objective function proposed in our paper which is 
described in equation (15) to determine the best  solution. 
Then, this process is repeated until the termination condition is met to 
make the necessary updates of the solutions.

In the third step, after finishing the process of our method, we 

Algorithm 1: AOA
1.  Initialization: N population size; T maximum iteration; c1; c2
2.  Initialize N objects with their densities (D), volumes (V) and accelerations (Γ) using the equations from (1) to (4) respectively.
3.  Evaluate the score for each object.
4.  Determination of best object (OBest) with (DBest), (VBest) and (ΓBest)
5.  Set t = 1
6.  while t ≤ T do
7.            for each object i do
8.                  Update density and volume using Eq.(5) and Eq.(6)
9.                  Update transfer coefficient (Tc) and density scalar (ds) using Eq. (7) and Eq. (8)
10.                   if  Tc ≤ 0.5 then        (Exploration operation)
11.                        Update acceleration (Γi) using Eq. (9)
12.                        Normalize acceleration (Γi) using Eq. (11)
13.                        Update position using Eq. (12)
14.                   else                                  (Exploitation operation)
15.                        Update acceleration using Eq. (10)
16.                        Update flagging control F using Eq. (13)
17.                        Update position using Eq. (14)
18.                   end if
19.                   Compute the score of each object.
20.             end for
21.            Determine the best object (OBest) with the best value of (DBest), (VBest) and (ΓBest).
22.             Set t = t + 1
23.  end while
24. return Best object with their quality
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return the best solution Obest. In the original data, we keep only the 
features with their values corresponding to Obest. We used a retention 
strategy for classification, which implies that we randomly divide the 
data set into two parts: 80% for the training set and 20% for the test set. 
In this paper we choose the k -NN algorithm (k = 5) to evaluate the 
accuracy using a test set. The value of k in k -NN is set to k = 5 based 
on several papers in the literature to make a fair comparison [50],[51].

The steps for integrating the operators of the AOA algorithm 
into the feature selection operation are explained in the following 
flowchart (Fig. 2).

A. Fitness Function
The main objective of the FS problem is to maximize the classification 

performance and maintain a minimum number of selected features. In 
wrapper methods, the fitness function is related to the construction of 
a new classifier based on the features involved in the individual. And 
as we mentioned before, our method uses a wrapper, so a learning 
algorithm must be integrated in the evaluation process. In our study 
we used a classifier well known for its performances, it is the k-NN 
classifier. To circumvent the cumbersome nature of this approach, we 
have defined a fitness function that allows us to control the accuracy 
of the selected features during an iterative process to check the quality 
for each iteration. Therefore, the overall goal is to find the minimum 
value of the fitness function given in equation (15):

 (15)

Where:

• Err is defined as the classification error rate;

• τ is a constant controlling the classification importance with 
respect to the number of selected features;

• ϑ is a vector of size n with 0/1 elements representing unselected/
selected features;

• n is the total number of features in the data set.

In general, wraparound methods search the space of subsets of 
variables, guided by the model output. They therefore incorporate the 
classification algorithm into the attribute selection procedure and use 
the classification error rate as an evaluation criterion. As mentioned 
earlier, our attribute selection approach is an envelope approach, 
which uses the k-NN classifier in the evaluation phase to correctly 
identify the appropriate features that should be selected. This method 
achieves good performance and often gets better results; however, it 
increases the time needed to reach a good solution. In our study the 
k-NN algorithm used in the trial-and-error experiments where the best 
choice of K is selected (K = 5) as the best performing on all data sets.

As shown in Fig. 3, our approach contains two search phases: local 
and global. The transition between these two phases is controlled by 
the transfer function given in equation (Eq. 7), which means that if the 
value of Tc is less than 0.5, our algorithm will perform a global search 
(exploration); otherwise, it will perform a local search (exploitation). 
Thus, our proposed method has achieved better efficiency when 
balancing between exploitation and exploration techniques in the 
search space.

IV. Experimental Results

This section evaluates the effectiveness of our developed method 
on eighteen benchmark datasets. In addition, we compare it to four 
other FS algorithms.

A. Dataset Description and Parameter Setting
To verify the performance of our proposed FS Wrapper model which 

is based on the AOA algorithm, we performed a comparison of our 
method with the following FS optimization algorithms: SCA, WOA, 
BAO and MFO. Each solution was evaluated using a fitness function 
given in equation (Eq. 15), which improves the accuracy of predictions 
and reduces the number of features. The effectiveness of the approaches 
proposed in the experiments is measured by several well-known and 

Load dataset

Set AOA parameters (N, T, c1 and c2)

Initialize randomly The position of N object by Eq. (1)

Initialize the density (D) for each object by Eq. (2)

Initialize the volume (V) for each object by Eq. (3)

Initialize the acceleration (Γ) for each object by Eq. (4)

Evaluate the initial population

Update (D) and (V) using Eq. (5) and Eq. (6)

Update acceleration using Eq. (10) Update acceleration using Eq. (9)

Normalize acceleration using Eq. (11)Normalize flagging control using Eq. (14)

Update position using Eq. (12)Update position using Eq. (13)

Evaluate the score for each object and determine de best object

Display the best object Obest
(Produce the best feature set)

results

No

Yes

No(Exploitation phase) (Exploration phase)Yes

t<=T

Tc<0,5

Update transfer function and density scalar
using Eq. (7) and Eq. (8)

Fig. 2. The flowchart of the proposed FS algorithm.
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widely used evaluation metrics in this field [52], [53] which are cited 
in the next section. All algorithms are hybrid with the standard KNN 
machine learning classifier (with k=5). All experiments are conducted 
under the same conditions and the average of each evaluation metric 
is calculated from 20 independent runs. The proposed algorithms were 
tested on sixteen benchmark datasets (UCI repository) [54] to discuss 
the experimental results and comparisons. The details of the datasets 
are represented in Table I. This dataset is divided into 80% training 
and 20% testing. All parameters of the algorithms used in this paper 
are given in Table II with the following common parameters: N=10 
(the number of search agents) and T=80 (the maximum number of 
iterations). In our study we used the MATLAB 2014b platform under 
the Microsoft Windows 10 professional 64bit operating system with 
the following hardware configuration: an Intel®Core TM i5 processor 
(3.20 GHz) with 4 GB RAM.

TABLE I. The Characteristics of the Dataset

No Dataset No of features No of instances

DS1 AA 30 102

DS2 BreastEW 30 596

DS3 CongressEW 16 435

DS4 Exactly 13 1000

DS5 Exactly2 13 1000

DS6 HeartEW 13 270

DS7 IonosphereEW 34 351

DS8 KrvskpEW 36 3196

DS9 M-of-n 13 1000

DS10 penglungEw 325 569

DS11 sonarEW 60 208

DS12 SpecEw 22 267

DS13 Vote 16 300

DS14 WaveformEW 40 5000

DS15 WineEW 13 178

DS16 Zoo 16 101

TABLE II. Parameters of the Algorithms Used in the Experiments

Algorithm Parameter Value 

SCA 𝑎 2

WOA 2
b

decreases linearly from 2 to 0
decreases linearly from −1 to −2

1

BAO 𝑎 0.8

MFO b 0.75

AOA

c1
c2
α
β

2
6

0.9
0.1

B. Performance Evaluation Measures
The effectiveness of the proposed method was evaluated by well-

known and widely used evaluation metrics [49] which are:

• Accuracy is the proportion of the number of positive tuples and 
negative tuples obtained by the classification algorithms in the 
total number of hits, as shown in Equation 16.

 (16)

tP, tN, fP and fN denote the numbers of true positives, true 
negatives, false positives and false negatives, respectively.

• F-score (FScore) - This is an evaluation of the precision of the 
classifier, statistically, it represents the harmonic mean between 
recall and accuracy. The formula for F-score is given by the 
following expression:

  (17)

• The average (MEAN)- The average of the fitness function values 
obtained by running an optimization algorithm M several times. 
Equation 18 displays the mathematical expression of the average 
of the fitness values: 

 (18)

• The best and worst fitness values are represented in equations 19 
and 20 respectively:

 (19)

 (20)

• Standard Deviation (StD)

The standard deviation (StD) represents the variance of the best 
solutions found for each optimization algorithm run for M times. 
The StD is given in equation 21:

 (21)

• Average selection size (AVRSS)

The average selection size is the average size of the selected 
features relative to the total number of features. This measure is 
as in equation (22).

 (22)

Where size(x) is the number of values of vector x for each run i, 
and D is the number of features in the original data set.

C. Results and Discussion
In all experiments, we use the cross-validation process to evaluate 

the performance. The k-fold cross validation algorithm consists in 
splitting the initial set of examples D into k blocks. We then repeat 
k evaluation learning phases, where a hypothesis h is obtained by 
learning on (k-1) blocks of data and tested on the remaining block. 
The error estimator is obtained as the average of the k empirical errors 
thus obtained.

In this section, as shown in Tables (III, IV, V, VI, VII, VIII) and Figures 
(3, 4), we evaluate the performance of the proposed method using 
various feature selection sets and compare it with other algorithms 
to prove its capability. The bold values in each row indicate the best 
result among the five algorithms.

Table III shows the best results of fitness values. In this table, we 
can notice that our proposed method presented competitive results 
with other comparison algorithms. AOA obtained the best results in 
nine datasets (i.e., DS2, DS3, DS8, DS10, DS11, DS12, DS13 and DS16), 
while in the other remaining datasets, the best results of the fitness 
values are not stable in one algorithm, but overall, there is not a big 
difference compared to the values obtained by our method in all test 
of the experiment.
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TABLE III. The Best Fitness Values Obtained by the Different Optimizers

dataset SCA WOA BAO MFO AOA

DS1 0,01293 0,09771 0,06521 0,08923 0,06265

DS2 0,06101 0,07923 0,08452 0,12002 0,05567

DS3 0,11321 0,10232 0,11082 0,07965 0,03512

DS4 0,05934 0,27624 0,05385 0,07212 0,05694

DS5 0,21361 0,21331 0,22971 0,24012 0,22968

DS6 0,43210 0,31812 0,28721 0,24324 0,26993

DS7 0,15349 0,27305 0,17434 0,21871 0,15422

DS8 0,21320 0,11325 0,08786 0,10239 0,07923

DS9 0,06134 0,24533 0,09742 0,11552 0,07038

DS10 0,06834 0,08972 0,08191 0,08321 0,05396

DS11 0,05940 0,09308 0,08229 0,23075 0,00601

DS12 0,07941 0,23931 0,20487 0,09501 0,05729

DS13 0,21431 0,32945 0,28214 0,20815 0,20726

DS14 0,31401 0,09329 0,10051 0,24883 0,29627

DS15 0,02546 0,08757 0,05384 0,03021 0,05388

DS16 0,02539 0,08611 0,05690 0,02612 0,02034

On the other hand, for the worst results of fitness values, as shown 
in Table IV, our proposed method is superior to other algorithms. AOA 
achieved the best results in 50% of all datasets used in the experiment 
(i.e., DS1, D23, DS3, DS4, DS9, DS10, DS13 and DS16). WOA achieved 
second place in 19% of all datasets (i.e., DS7, DS11, and DS12), followed 
by BAO and MFO with 13% each; while the SCA algorithm was ranked 
as the least successful.

The results of feature selection of all methods using the average of 
fitness values are recorded in Table V. We can observe from this table 
that our proposed technique got the best average in nine out of 16 
datasets (i.e., 56%), so it was ranked first. AOA got the second place 
in four of the 16 datasets (i.e., DS1, DS8, DS10 and D14). BAO had the 
worst performance. 

Table VI shows the StD values of the compared algorithms. It can be 
noticed that the proposed method based on the AOA algorithm has an 
excellent performance. The StD values prove that the proposed AOA 
is a powerful method for solving feature selection problems. AOA got 
more than 56% of the best cases according to the StD value, followed 
by SCA, BAO and MFO which got almost 13% for each and finally 
WOA algorithm is ranked as the bad method according to the StD 
values in the dataset compared to other methods. But, in general, the 

average StD values for all the datasets used in our experiment selected 
the performance of the algorithms even if they did not get the best StD 
value, for example in the case of WOA algorithm. 

TABLE IV. Worst Fitness Values Obtained by the Different Optimizers

dataset SCA WOA BAO MFO AOA
DS1 0,0452 0,0597 0,0464 0,0543 0,0417
DS2 0,0638 0,0492 0,0646 0,1107 0,0562
DS3 0,1774 0,0563 0,0762 0,0767 0,0216
DS4 0,0619 0,0463 0,0538 0,0617 0,0321
DS5 0,2769 0,2799 0,2778 0,2899 0,2957

DS6 0,4853 0,2101 0,2342 0,2033 0,2136

DS7 0,3038 0,1231 0,1193 0,1693 0,1345

DS8 0,2538 0,0743 0,0435 0,1048 0,0753

DS9 0,1613 0,0959 0,0859 0,1001 0,0764
DS10 0,0736 0,0616 0,0513 0,0615 0,0462
DS11 0,2007 0,0030 0,0525 0,1992 0,0041

DS12 0,1535 0,0481 0,1045 0,0750 0,0553

DS13 0,2703 0,2184 0,2182 0,1781 0,1694
DS14 0,3756 0,0637 0,0529 0,2210 0,2213

DS15 0,1433 0,0692 0,0385 0,0275 0,0538

DS16 0,1453 0,0437 0,0319 0,0153 0,0100

TABLE V. The Average Fitness Values Obtained by the Different 
Optimizers

dataset SCA WOA BAO MFO AOA
DS1 0,0291 0,0787 0,0558 0,0718 0,0522

DS2 0,0624 0,0642 0,0746 0,1154 0,0559
DS3 0,1453 0,0793 0,0935 0,0782 0,0284
DS4 0,0606 0,1613 0,0538 0,0669 0,0445
DS5 0,2452 0,2466 0,2537 0,2649 0,2626

DS6 0,4587 0,2241 0,2607 0,2233 0,2418

DS7 0,2286 0,2231 0,1468 0,1940 0,1444
DS8 0,2335 0,0938 0,0457 0,1036 0,0773

DS9 0,1113 0,1556 0,0917 0,1078 0,0734
DS10 0,0710 0,0457 0,0666 0,0724 0,0501

DS11 0,1300 0,0481 0,0674 0,2150 0,0051
DS12 0,1164 0,1437 0,1547 0,0850 0,0563
DS13 0,2423 0,2739 0,2502 0,1931 0,1883
DS14 0,3448 0,0785 0,0767 0,2349 0,2588

DS15 0,0844 0,0784 0,0462 0,0289 0,0539

DS16 0,0854 0,0649 0,0444 0,0207 0,0152

0%

20%

40%

60%

80%
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SCA WOA BAO MFO AOA

Fig 3. The percentage of the selected features for the comparative methods.
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TABLE VI. The Average Fitness Values Obtained by the Different 
Optimizers

dataset SCA WOA BAO MFO AOA

DS1 0,0064 0,0038 0,0065 0,0097 0,0013

DS2 0,0071 0,0039 0,0037 0,0032 0,0113

DS3 0,0021 0,0041 0,0078 0,0078 0,0029

DS4 0,0021 0,0063 0,0052 0,0077 0,0000

DS5 0,0357 0,0057 0,0042 0,0072 0,0012

DS6 0,0056 0,0083 0,0276 0,0102 0,0155

DS7 0,0131 0,0074 0,0081 0,0331 0,0126

DS8 0,0036 0,0031 0,0098 0,0393 0,0085

DS9 0,0106 0,0031 0,0000 0,0141 0,0074

DS10 0,0000 0,0106 0,0022 0,0133 0,0034

DS11 0,0058 0,0064 0,0134 0,0000 0,0054

DS12 0,0027 0,0081 0,0052 0,0134 0,0000

DS13 0,0098 0,0092 0,0093 0,0112 0,0087

DS14 0,0089 0,0087 0,0035 0,0052 0,0142

DS15 0,0036 0,0042 0,0034 0,0091 0,0000

DS16 0,0000 0,0002 0,0031 0,0063 0,0000

Moreover, the percentage of the best number of selected features 
is presented in Fig. 3. The performance of our proposed method is 
clearly visible in this figure. To obtain higher accuracy values, it is 
necessary to obtain a small number of selected features. It can be seen 
that WOA obtained the smallest number of features in 68% of the 
data sets. WOA obtained the second largest and smallest number of 
features in 22% of the datasets, followed by SCA; while MFO recorded 
the largest number of features among all algorithms.

From Fig. 4, we notice that the results of the envelope attribute 
selection method based on the AOA algorithm combined with the 
KNN classifier are better than the results obtained by the other 
methods with the same classifier in terms of accuracy. The results 
reach a classification accuracy of 97% for the average of all datasets 
by our approach, followed by the optimization by WOA which has a 
classification accuracy of 91%, while MFO showed the lowest accuracy 
in the average of all datasets. We also note that the results reach 100% 
classification rate for four datasets used in the experiments, namely 
DS4, DS10, DS15 and DS16.

To statistically validate our study and to give it more value, we 
applied the Wilcoxon statistical test [55]. This test (Wilcoxon Rank-

sum) is a non-parametric statistical test that tests the hypothesis that 
the medians of each of two groups of data are close. As in all statistical 
tests, it allows to accept and also to reject the NULL hypothesis. The 
latter considers that the median of two real data vectors X and Y is 
fair. The p-value was compared at a significance level of 0.05. For 
ease of understanding, the symbols “w/t/l” indicate that the AOA is 
superior (win), equal (tie) and inferior (lose) to the other algorithms. 
So as shown by the p-values presented in Table VII, we can see that the 
method proposed by AOA brings a significant improvement over the 
algorithms: SCA and WOA in most of the collections used. However, 
this superiority is statistically weak for the other algorithms such as 
BAO and MFO. Therefore, AOA shows a good performance in terms 
of Wilcoxon test and it can be chosen as a reference algorithm as it 
offers significant classification results in this work. Also, in terms of 
F-score values obtained, the proposed method outperforms the other 
algorithms on thirteen datasets as shown in Table VIII, on the other 
hand the SCA and WOA techniques are only effective on two datasets.

TABLE VII. P-Values of the Wilcoxon Rank Sum Test of the AOA 
Accuracy Results Versus Other Algorithms

dataset
p-values

SCA WOA BAO MFO

DS1 0,0064304 0,003800 0,066050 0,078097

DS2 0,0072970 0,003399 0,003027 0,003002

DS3 0,0021002 0,104111 0,200778 0,120078

DS4 0,0036721 0,006333 0,000102 0,008077

DS5 0,0354567 0,005713 0,010142 0,080172

DS6 0,0056000 0,008314 0,027036 0,109102

DS7 0,0105631 0,067401 0,080081 0,321031

DS8 0,0030116 0,003120 0,002098 0,030093

DS9 0,0141206 0,003100 0,000000 0,000000

DS10 0,0000000 0,010612 0,070022 0,013073

DS11 0,0059018 0,006224 0,007134 0,000056

DS12 0,0028900 0,208100 0,005332 0,098034

DS13 0,0049098 0,002340 0,070293 0,011002

DS14 0,0030989 0,078712 0,003505 0,108052

DS15 0,0036003 0,064233 0,201034 0,300091

DS16 0,0000000 0,000400 0,000305 0,003005

w|t|l 16|0|0 11|5|0 9|7|0 8|8|0

0

0,2

0,4

0,6

0,8

1

1,2
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SCA WOA BAO MFO AOA

Fig 4. Comparison between the different proposed methods in terms of classification accuracy on all datasets.
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TABLE VIII. The F-Score Values Obtained by the Different Optimizers

dataset SCA WOA BAO MFO AOA
DS1 0,9201 0,9555 0,9202 0,7365 0,9578
DS2 0,9145 0,9541 0,9661 0,9221 0,9896
DS3 0,9565 0,9478 0,9093 0,5393 0,9979
DS4 0,9773 0,9160 0,9398 0,4571 1,0000
DS5 0,9731 0,9321 0,9422 0,8987 0,9833
DS6 0,6653 0,7921 0,5342 0,7201 0,7788

DS7 0,7531 0,8021 0,7696 0,5261 0,9038
DS8 0,9679 0,9285 0,7337 0,7228 0,9902
DS9 0,8435 0,9555 1,0000 0,4101 0,9995

DS10 1,0000 0,9517 0,9899 1,0000 1,0000
DS11 0,8621 0,9722 0,7156 0,5210 0,8621

DS12 0,9775 0,9866 0,9663 0,6896 0,9989
DS13 0,8101 0,7623 0,7899 0,7034 0,8811
DS14 0,8651 0,7933 0,8132 0,7901 0,9543
DS15 0,9102 0,9798 0,9067 0,8991 1,0000
DS16 1,0000 0,9998 0,8446 0,8436 1,0000

Looking at the tables from III to VIII, figures from 3 to 4 and the in-
depth analysis of the results of the developed method against the other 
comparison methods, we can see that the AOA algorithm achieved the 
best results in terms of accuracy, number of selected features and fitness 
value on the majority of the datasets. The results that are displayed 
in the previous tables show that the effectiveness of each algorithm 
depends on the dataset used, but overall and according to the results 
of the average values of the evaluation criteria used in this paper on 
the dataset, we can therefore conclude that our approach often has 
superiority over the other methods based on WOA, SCA, MFO and 
BAO algorithms that are performed under the same conditions and on 
the same datasets that we have mentioned previously. 

In general, the previous results show that there is a significant 
improvement in solving feature selection problems using the 
operators of the AOA algorithm. Therefore, it can be said that AOA 
can be considered as an effective optimization algorithm, especially 
for solving feature selection problems.

V. Conclusion

In this work, we have addressed the feature selection problem 
by using a recent optimizer called the Archimedes’ optimization 
algorithm (AOA). Experiments are applied on sixteen different 
datasets (UCI) to handle the FS optimization task and to study the 
effectiveness of the proposed method. The latter has been compared 
by four FS methods based on WOA, SCA, FMO and BAO algorithms 
with the same classifier which is KNN. We also used several evaluation 
criteria to properly assess different aspects of the performance of the 
compared algorithms.  The comparisons revealed that our technique 
achieved the best average fitness in nine of the 16 datasets, the lowest 
StD value in 56% of the datasets, and the lowest feature count in 68% 
of the datasets. These results indicate that AOA is able to select a small 
number of features and achieve very high classification accuracy. 
Therefore, we conclude that the operators of the AOA algorithm 
improve the mining and exploration phases well which increases the 
efficiency of this algorithm to solve classification problems.
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