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Abstract

Generative Artificial Intelligence (AI) has emerged as a disruptive technology that is challenging traditional 
teaching and learning practices. Question-answering in natural language fosters the use of chatbots, such 
as ChatGPT, Bard and others, that generate text based on pre-trained Large Language Models (LLMs). The 
performance of these models in certain areas, like Math problem solving is receiving a crescent attention as it 
directly impacts on its potential use in educational settings. Most of these evaluations, however, concentrate on 
the construction and use of benchmarks comprising diverse Math problems in English. In this work, we discuss 
the capabilities of most used LLMs within the subfield of Geometry, in view of the relevance of this subject 
in high-school curricula and the difficulties exhibited by even most advanced multimodal LLMs to deal with 
geometric notions. This work focuses on Spanish, which is additionally a less resourced language. The answers 
of three major chatbots, based on different LLMs, were analyzed not only to determine their capacity to provide 
correct solutions, but also to categorize the errors found in the reasoning processes described. Understanding 
LLMs strengths and weaknesses in a field like Geometry can be a first step towards the design of more informed 
methodological proposals to include these technologies in classrooms as well as the development of more 
powerful automatic assistance tools based on generative AI.
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I. Introduction

The emergence and fast adoption of natural-language chatbots, 
such as OpenAI ChatGPT1, or Google Bard2, leveraging Large 

Language Models (LLMs) to question-answering, is a phenomenon 
having a growing impact in several daily activities. Education is among 
the most heavily impacted areas by the irruption of these tools as the 
interaction between generative AI with both students and teachers 
allows to envision promising applications in pedagogical scenarios, 
but also unveils potential risks.

1  https://chat.openai.com/
2  https://bard.google.com/

Mathematics is a valuable testbed for evaluating problem-solving 
capabilities of LLMs as it involves the ability to analyze and comprehend 
the problem stated, select viable heuristics from a potentially large set 
of strategies, and combine them into a chain-of-thought leading to a 
solution. Each of these high-level abilities poses complex challenges for 
AI-based technologies, in general, and generative AI models, in particular.

The incorporation of generative AI in educational settings requires 
a deep understanding of both the capabilities and limitations of 
LLMs to provide solutions to Math problems as well as step-by-step 
explanations at different levels. Novel AI-based techniques can be built 
upon this knowledge and exploit LLMs potential for the development 
of more powerful tools, including Math teaching assistants interacting 
with students during their learning process and potentially offering 
individualized instruction.

Studies oriented to evaluate the performance of LLMs on mathematical 
reasoning have been mostly concerned with the construction of 
appropriate benchmarks and the quantitative analysis of a given model 
results with respect to them [1]–[5]. Although their findings can provide 
an overall view of LLMs performance in the Math domain, there is still 
a lack of understanding of their strengths and weaknesses in general 
terms and in specific Math areas, such as Geometry.
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Finding solutions for Geometry problems might result in a specially 
challenging task for generative AI based on multimodal LLMs as it not 
only involves the knowledge of fundamental concepts (theorems) and 
its correct application, but specially the use of spatial reasoning skills. 
At the same time, Geometry has a preeminent place in high-school 
curricula in many countries. Because of this, it becomes essential to 
better understand the potential and pitfalls of chatbots in solving 
Geometry problems as an essential step towards the construction 
of more powerful teaching assistance tools as well as pedagogical 
strategies integrating available general-purpose chatbots.

In addition, current studies are concentrated on English texts, 
while the performance of LLMs in less represented languages, such as 
Spanish, remains to be investigated. The quality of answers of models 
for different languages is directly related to the amount of training 
data available for each language, performing better for languages 
with larger representation like English and exhibiting an inferior 
performance for languages like Spanish.

This work presents an study tending to shed some light on the 
abilities of chatbots to provide accurate solutions to Geometry 
problems in Spanish. We carried out an analysis of the answers 
provided by three available chatbots, namely OpenAI ChatGPT, 
Microsoft Bing Chat (BingChat)3, and Google Bard, using a case study 
of Geometry high-school problem. The three major chatbots covered, 
leveraging versions of GPT-3.5 [6], GPT-4 [7] and PalM-2 [4] models, 
were chosen because they are accessible and currently being used by 
students in everyday activities and schools. The problem analyzed 
corresponds to an Iberoamerican Math competition4 oriented to high 
school students, and it is targeted to students under 13 years old. As 
a result of this study, we propose a categorization of errors made by 
chatbots in Geometry reasoning that can be used as input towards 
the construction of methodological proposals fostering the use of 
generative AI for learning and skill acquisition.

The structure of this document is as follows: section II discusses 
related works in the area, section III introduces the material and 
methods used in this study, section IV discusses the the results 
obtained and, finally, section V presents the conclusions and devises 
promising avenues for further research.

II. Background & Related Works

In this section we first summarize some aspects regarding the use 
of LLMs in education (subsection A), then we discuss research on the 
performance of these models in Math problem-solving (subsection 
B) and finally we introduce some context and background concepts 
related to Geometry teaching (subsection C).

A. LLMs in Education
Since the launching of ChatGPT by OpenAI in 2022, there has 

been an intensive discussion about the integration of generative AI 
in several fields, particularly in education [8],[9], as well as about 
the ethical aspects of using artificial intelligence (AI) systems in 
educational contexts [10], [11]. ChatGPT was trained on a large 
volume of text data, using the Generative Pre-trained Transformer 
(GPT) deep learning architecture. Immediately, the friendly, human-
like responses in natural language conversations lead ChatGPT to be 
one of the technologies of fastest adoption.

The irruption of generative AI and the widespread adoption of 
ChatGPT opened the discussion on both challenges and concerns 
regarding its use in educational settings. On one side, there is a pressing 
need of harnessing the power of these tools for enhancing teaching 

3  https://www.bing.com/chat
4  https://www.oma.org.ar/internacional/may.htm

and learning practices. Among other benefits, LLMs can be used in the 
development of personalized learning tutors for students and being 
of assistance to teachers in the creation of educational resources (e.g. 
syllabus and class planning, course material and exercises) as well 
as the assessment of students capabilities (e.g. generating tests and 
evaluation scenarios), among many other applications. On the other 
side, LLMs potential uses rise concerns in relation to their accuracy 
and reliability as well as other threats such as misuses, plagiarism, the 
presence of biases and hallucinations and other ethical considerations. 
In [12] it had even found that risks also encompass the potential to 
limit critical thinking and creativity and impede a deep understanding 
of subject matter, and foster passivity.

General purpose chatbots, such as ChatGPT or Bard, are trained for 
dealing with question-answering in diverse domains as they are trained 
with large portions of the Web. However, recent studies have shown 
that chatbots perform differently in different subject areas including 
finance, coding, maths, and general public queries [13]. In [14], for 
example, it was found that ChatGPT performance varied across subject 
domains, ranging from outstanding (e.g., economics) and satisfactory 
(e.g., programming) to unsatisfactory (e.g., mathematics). Fine-tuning 
LLMs in specific domains to build educational applications upon these 
trained models can circumvent this issue, examples include ChemBERTa 
[15] or MathChat [16]. However, training for downstream tasks requires 
specialized data corpora and the final product is tied to the language 
of such data. Understanding the capabilities of most accessed, general-
purpose chatbots is relevant to both introduce them as a pedagogical 
tool in classrooms, but also counteract inaccuracies students and 
teachers are exposed to while interacting with generative AI.

B. LLMs in Math and Geometry Problem-Solving
Although the entire scholar curricula is affected, the presence of 

AI impacts differently according to the competences and skills to be 
acquired by students, depending on whether they involve, for example, 
language abilities, communication, problem-solving capabilities, 
researching factual information or critical thinking.

Given its current level of adoption by students, it becomes 
increasingly important to evaluate LLMs performance on specific 
tasks, such as in this case Geometry problem-solving. It is worth 
noticing that, as pointed out by [17], autoregressive language models 
are trained for predicting the next word given a previous sequence of 
words. The mismatch between the problem the model was developed 
to solve and the task that is being given, can have significant 
consequences. In fact, the authors highlight the importance of viewing 
LLMs not as a “Math problem solver” but rather as a “statistical next-
word prediction system" being used to solve Math problems. Then, 
failures can be understood directly in terms of a conflict between next-
word prediction and the task at hand.

Different LLMs have been tested on multiple mathematical 
reasoning datasets showing how these models struggle to solve 
problems even at the level of a graduate student. In [1] a new natural-
language dataset, named GHOSTS5, was introduced. This dataset that 
covers graduate-level Mathematics and was curated by researchers 
working in Mathematics includes a subset, named Olympiad-
Problem-Solving, consisting of a selection of exercises often used to 
prepare for Mathematics competitions. The study over this dataset 
concluded that ChatGPT cannot get through a university Math 
class, but for undergraduate Mathematics, GPT-4 can offer sufficient 
(but not perfect) performance. In a quantitative comparison of GPT 
versions in different subsets of GHOSTS it was shown that Olympiad 
problem solving was the subset proving to be the more difficult for 
these models, obtaining lower scores in such problems than even for 
symbolic integration.

5  https://github.com/xyfrieder/science-GHOSTS
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GPT-2 and GPT-3 were tested in the Mathematics Aptitude Test of 
Heuristics (MATH) dataset [2] consisting of problems from high school 
Math competitions classified in different subjects and levels. GPT-2 
accuracy reached an average of 6.9%, being better at problems of Pre-
Calculus and Geometry and worse for problems related to Number 
Theory. GPT-3, in turn, reaches an average accuracy of 5.2%, being 
better at pre-Algebra and worse at Geometry. In [3], an study on the 
performance of ChatGPT on Math word problems (MWPs) from the 
dataset DRAW-1K6 found that it changes dramatically if it is asked to 
provide explanations of the answer instead of simply being asked for the 
answer without further text. PaLM [4] version of 540-billion parameters 
reported to solve 58% of the problems in GSM8K7, a benchmark of 
thousands of challenging grade school level Math questions, with 8-shot 
chain-of-thought prompting in combination with an external calculator. 
In turn, this result outperforms the prior top score of 55% achieved by 
fine-tuning the GPT-3 175B model with a training set of 7500 problems 
and combining it with an external calculator and verifier [5].

A few studies can be found comparing multiple available chatbots 
answers for Math problems. In [18] an evaluation of the Mathematics 
performance of Google Bard in solving Mathematics problems commonly 
found in the Vietnamese curricula was presented. The work findings 
indicate that in this regard Google Bard’s performance falls behind 
its counterparts (Bing Chat and ChatGPT). For these experiments, a 
Vietnamese dataset was translated into English since Bard lacks support 
for Vietnamese at the moment the study was carried out. A comparison 
between three chatbots like ChatGPT-3.5, ChatGPT-4 and Google Bard 
was presented in [19], focusing on their ability to give correct answers to 
Mathematics and Logic problems. For a set of 30 questions, it was found 
that for straightforward arithmetic, algebraic expressions, or basic logic 
puzzles, chatbots may provide accurate solutions, although not in every 
attempt. For more complex Mathematics problems or advanced logic 
tasks, their answers were unreliable.

Mechanisms to improve the ability of LLMs to complex reasoning 
are based on generating a chain of thought, i.e. a series of intermediate 
reasoning steps. Chain-of-thought prompting (CoT) [20] leverages 
intermediate natural language rationales as prompts to enable LLMs 
to first generate reasoning chains and then predict an answer for an 
input question. On the GSM8K benchmark of Math word problems, for 
example, chain-of-thought prompting with PaLM 540B outperforms 
standard prompting by a large margin and achieves new state-
of-the-art performance, surpassing even finetuned GPT-3 with a 
verifier. In the same direction, an evaluation on difficult high school 
competition problems from the MATH dataset was presented in [16] 
and MathChat, a conversational problem-solving framework was 
proposed. It simulates a mock conversation between an LLM assistant 
using GPT-4 and a user proxy agent working together to solve the 
Math problem. On the problem with the highest level of difficulty from 
MATH, MathCat improves the accuracy from 28% of GPT-4 to 44% 
and has competitive performance across all the categories of problems.

Multimodal LLMs (MLLMs) seem to be the most appropriate option 
to complement reasoning capabilities with the spatial thinking needed 
to Geometry problem-solving. However, even the most advanced 
MLLMs still exhibit limitations in addressing geometric problems due 
to challenges in accurately comprehending geometric figures [21]. 
Specifically, the model struggles with understanding the relationships 
between fundamental elements like points and lines, and in accurately 
interpreting elements such as the degree of an angle. It has been 
argued [21] that the inaccurate descriptions for geometric shapes 
produced by models such as GPT4-V (GPT4 with vision) reside on the 
fact that the model struggles with understanding the relationships 
between fundamental elements like points and lines, and in accurately 

6  https://paperswithcode.com/dataset/draw-1k
7  https://paperswithcode.com/dataset/gsm8k

interpreting elements such as the degree of an angle. Current 
solutions like G-LLaVA [21], built upon LLaVA (Large Language and 
Vision Assistant) model [22], involve enriching the training data and 
creating augmented datasets (Geo170K) for improving model training. 
As mentioned before, the resulting models are less accessible than 
general-purpose ones and available a mainstream language as English.

With large language models rapidly evolving, there is a pressing 
need to understand their capabilities and limitations in the context 
of mathematical reasoning and, particularly, in specific fields like 
Geometry. Current studies have been centered on measuring the 
performance of LLMs on benchmarks of broad sets of Mathematical 
problems in English. To the best of our knowledge, this is the first 
work focusing on understanding question-answering capabilities of 
the widely available chatbots regarding Geometry in Spanish language.

C. Geometry in the Classroom
Geometry is one of the basic subjects of Mathematics. For analyzing 

Geometry in the context of Argentine educational system, in which 
the present study takes place, three edges need to be considered: 
curricular design, actual work in classrooms and the Argentine 
Mathematics Olympiads (OMA8). In the first case, one of the four 
priority learning blocks proposed by the Argentine Ministry of 
Education is Geometry [23]. Thus, the vast majority of the curricular 
designs of each jurisdiction prescribe studying Geometry throughout 
the secondary education (both in the basic and higher levels). The 
curricular relevance of Geometry derives from its close relationship 
with various fields, including Natural and Social Sciences, as well as 
everyday life [24]–[26]. However, even though Geometry continues to 
be present in secondary school curricular designs, various researchers 
highlight the absence of Geometry in the classroom [24],[27]. The 
third edge corresponds to a competition that has been taking place 
in Argentina for more than 30 years: the Argentine Mathematics 
Olympiads [28]. The fundamental objective of these Olympiads is to 
stimulate mathematical activity among young people and develop 
the ability to solve problems (OMA, regulations, art 2.). The OMA 
proposes the resolution of problems, which can be grouped into two 
large types: arithmetic-algebraic and geometric.

In summary, the official curricular guidelines propose studying 
Geometry in secondary school, however, this guideline is not 
materialized in the classrooms (or it is, but weakly). Moreover, 
Geometry is one of the two types of problems that are used to assess 
mathematical skills of the students who participate in the OMA. We 
highlight the importance given to OMA because it is not only promoted 
by educational centers, but also by provincial governments (as it can be 
seen in their official site), motivating students to participate actively. 
In this work we explore how various resources from generative AI can 
be used to study geometric problems.

III. Materials and Methods

The goal of the analysis carried out in this work is to explore the 
performance of chatbots when dealing with a problem involving 
Geometry notions at the level of second and third year of high-school 
curricular design. The assessment of chatbots capacity of providing 
accurate answers and, or in the case of failure, the common mistakes 
and deficiencies found in the described solutions, can serve as basis 
for the creation of more efficient teaching methodologies involving 
generative AI.

For the purpose of this study, an Olympiad problem was selected, as 
described in section A, and the answers of three chatbots, enumerated 
in section B, to its formulation were collected. The methodology used 
for analyzing these answers is described in section C.

8  https://www.oma.org.ar/
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A. Geometry Problem
The problem used in this work belongs to the May Olympiads, an 

Iberoamerican Mathematics contest. This competition has 2 levels, 
the first level is for students who, in the year previous to the contest, 
are under 13 years old at December 31st, and the second level is for 
students under 15 years old at December 31st. In each level the test is 
unique, and it consists of 5 problems that students must solve within 3 
hours. From these problems, a Geometry problem of level 1 proposed 
at May Olympiads in 20189 [29] was considered.

The problem selected is characterized by not having an immediate 
and unique solution. In fact, reaching a solution requires knowledge 
about regular polygons and their properties, circumference and its 
properties, similarity between polygons, the Pythagorean theorem, 
trigonometric ratios, among other concepts. Therefore, it is necessary 
to know and understand a variety of geometrical notions to decide 
which is the most appropriate to reach a solution.

The geometric problem was selected in such a way that both 
the mathematical concepts involved and the procedures for its 
resolution correspond to what is indicated in the official curricular 
design for Argentine secondary schools [23]. In these designs, the 
Ministry of Education proposes the minimum knowledge that must 
be taught in each discipline for each year of the Argentine secondary 
level. In particular, in Mathematics and in the Geometry area, for 
students aged 12–13 years old, the study of figures is proposed, 
arguing about the analysis of properties. In correspondence with the 
selected problem, students are encouraged to: determine points that 
meet conditions related to distances and construct circumferences, 
circles, bisectors and perpendicular bisectors as geometric spaces; 
explore different constructions of triangles and argue about 
necessary and sufficient conditions for their congruence; construct 
similar figures from different information and identify necessary 
and sufficient conditions of similarity between triangles; analyze 
claims about properties of figures and argue about their validity, 
recognizing the limits of empirical evidence; formulate conjectures 
about properties of figures (in relation to interior angles, bisectors, 
diagonals, among others) and produce arguments that allow them to 
be validated. Therefore, the problem analyzed in this work, although 
it may not be a typical high-school task, involves the concepts that 
should be addressed at school according to what is prescribed by the 
Argentinian curricular design.

The problem statement is as follows:

Problem Statement

Sea ABCDEFGHIJ un polígono regular de 10 lados que tiene todos sus 
vértices en una circunferencia de centro O y radio 5. Las diagonales AD 
y BE se cortan en P y las diagonales AH y BI se cortan en Q. Calcular la 
medida del segmento PQ.

English translation: Let ABCDEFGHIJ be a regular 10-sided polygon 
that has all its vertices in a circumference with center O and radius 5. The 
diagonals AD and BE intersect at P and the diagonals AH and BI intersect 
at Q. Calculate the length of segment PQ.

9  https://www.oma.org.ar/enunciados/enunciados_Mayo2018.pdf

The solution proposed by the OMA [29] is based on the graphic 
representation of the decagon and the identification of the segment 
that needs to be calculated (PQ). The suggested strategy for reaching 
the solution consists in drawing segments that join the vertices of the 
decagon with its center and diagonals. The analysis of the triangles 
and trapezoids that result from the constructions allows to infer that 
the triangles are isosceles. From this analysis it is concluded that the 
requested segment has the same length as the radius of the circumference 
in which the decagon is inscribed. This resolution enables to find the 
exact value of the length of the segment PQ, which is 5 cm.

B. Chatbots and LLMs
The three major, freely accessible chatbots available at the time of 

this article were used for collecting answers for the previous problem. 
Each of these chatbots rely on its own large language model, an AI 
model designed to understand and generate human-like text based 
on deep learning techniques, learned on different corpus using also 
different learning strategies. LLMs have a large number of parameters 
and are trained over a massive amount of text data from different 
sources to capture complex language patterns and relationships. 
Specifically, the chatbots used for this study were:

ChatGPT: ChatGPT (September 25 version) trained over GPT-3.5 
language model is the original chatbot launched by OpenAI 
in November, 2022.

Bing Chat: the chatbot accessible through Microsoft Bing search en-
gine and running on GPT-4. This chat offers answers in three 
modes: (1) More Creative: responses are original and imagi-
native, creating surprise and entertainment; (2) More Precise: 
responses are factual and concise, prioritizing accuracy and 
relevancy; and (3) More Balanced: responses are reasonable 
and coherent, balancing accuracy and creativity in conver-
sation.

Bard: the chatbot developed by Google AI and powered by PaLM-2 
large language model.

For this analysis, zero-shot learning was employed. This is, LLMs 
were asked to answer the question directly, without any prior data or 
example questions. The prompt was the problem statement in Spanish 
exactly as in the original text of the Olympiad competition. For each 
model, 3 answers were obtained by regenerating the responses in 
order to account for the randomness in text generation.

C. Methodology
Beyond the correctness of the solution itself, the answers provided 

by chatbots were scanned for identifying reasoning mistakes and 
inaccuracies in the generated chain-of-thought, individual steps and 
operations. Basically, it was checked if the appropriate notions were 
recalled and correctly applied and if the chatbot was able to generate a 
coherent answer with an accurate solution.

In the process of analyzing the answers of chatbots to the stated 
Geometry problem, several mistakes of different types were identified. 
After grouping these mistakes according to their nature, we propose a 
general categorization of errors. Mistakes made in solving the problem 
were classified into three main types or categories:

TABLE I. Summary of Errors Found in the Answers of Chatbots

Error type
ChatGPT 3.5 Bing Chat Bard

#1 #2 #3 Total Precise Balanced Creative Total #1 #2 #3 Total
Construction 2 0 2 4 - 0 3 3 3 0 1 4
Conceptual 2 3 0 5 - 3 0 3 0 2 0 2

Contradiction 0 0 1 1 - 0 1 1 0 0 0 0
Total 4 3 3 10 -* 3 4 7 3 2 1 6

* This is a case in which the chatbot did not provide a solution to the problem.
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• Construction: in this category we find errors originated on 
the representation made on the plane of the geometric elements 
indicated in the text answer given by a chatbot. In other words, a 
construction error is a mismatch between the textual response and 
the actual geometric figures and their graphical representation. 
For example, the chatbot ensures that a central angle has 72° when 
the actual amplitude according to the description given of the 
figure’s elements is necessarily a different one.

Construction errors denote a lack of comprehension of the LLMs of 
the spatial relationships among elements like points, lines and angles. 
As the description of the geometric problem reasoning advances, 
it starts to lose correlation with the actual graph that materializes 
such description. More likely, there errors stem from the inability of 
generative AI to understand the semantics behind these geometric 
notions at the level required for geometric reasoning.

• Conceptual: errors in this category relate to incorrect definitions, 
the application of properties without guaranteeing the necessary 
conditions or mixing measurement units (e.g. units of length 
with those of amplitude). An example of conceptual error can be 
applying the Pythagorean theorem to a not right-angled triangle. 
The possible causes of these mistakes can be varied. Language 
generation tools based on AI are capable of producing text using 
geometric vocabulary, which allows them, for example, to give a 
reasonable explanation of the Pythagorean theorem. However, as 
a consequence of an inadequate knowledge and representation of 
geometric shapes, they are also likely to offer solutions that apply 
the theorem incorrectly or make inaccurate calculations. LLMs 
can also suffer from a deficient context description, which in a 
next-word mechanism is the previous sequence of words. Then, 
the omission of relevant information reduces the precision in 
text prediction. The deficient description of the context includes 
simply missing some piece of information (e.g. the amplitude of a 
given angle), but also well-known properties (e.g. that the angles 
of a triangle must sum to 180 degrees) and common assumptions. 
Furthermore, LLMs are data-driven models trained on data that 
might include generalized mistakes and misconceptions. Due to 
their probabilistic nature, LLMs are then prone to reproduce them.

• Contradiction: in a number of reasoning steps, contradictions 
arise as an inconsistency between a deduction and either 
information involved in the following reasoning steps or the 
representation on the plane. In other words, the chain-of-thought 
contains contradictory knowledge, which invalidates the whole 
reasoning. For example, a contradiction can be inferring that an 
angle is acute while the graphical representation built starting 
from this deduction depicts a straight angle.

The mentioned categories groups a number of mistakes found in 
the solutions provided by chatbots. In a single answer, one or more of 
these mistakes were identified, leading to a conjunction of errors that 
ended up in a wrong answer to the problem. This general classification 
of mistakes found in the collected answers enables to reach a better 
comprehension about the failures on geometric reasoning of LLM 
generated texts.

IV. Results & Discussion

In order to compare the performance of chatbots according to the 
provided responses, which due to space limitations are not detailed 
here, Table 1 summarizes the total number of errors found within each 
category. For ChatGPT 3.5 three responses were generated, Bard also 
offers three versions of the answer through its interface, and Bing 
Chat provides three answers in the form of the more precise, the more 
balanced and the more creative one.

From the 9 answers (3 for each model) extracted from ChatGPT 3.5, 
Bing Chat and Bard, only one of them indicated the correct value of 
the PQ segment length, i.e. only one provided the correct solution to 
the stated problem, this corresponds to the Bard response #2. However, 
the model arrived at the result through a method having conceptual 
errors, thereby it cannot be considered a satisfactory solution either. 
In addition, there was a case in which the chatbot did not provide a 
solution at all, this is the case of Bard when it is asked for the More 
Precise answer to the question. The answer pointed out some decagon 
properties, but ends up saying (translated from Spanish): "However, 
this calculation can be quite complicated and would require in-depth 
knowledge of the Geometry of the decagon. I would recommend that you 
consult a Geometry textbook or online resource for a detailed explanation 
of how to perform these calculations".

Overall, the general performance of LLMs in generating a text 
for answering the Geometry problem stated was disappointing, 
completely failing at providing an accurate answer to the problem at 
hand and making a considerable number of mistakes of different types 
along the reasoning process. This is a concerning finding, considering 
that the problem presented is a high-school level one, designed for 
students under 13 years old, which are likely to access chatbots looking 
for help and would receive not only unreliable answers, but possible 
introducing or reaffirming Geometry misconceptions.

Considering the type of errors made by each chatbot, ChatGPT 
3.5 and Bard were the ones exhibiting more errors belonging to 
the Construction type. Additionally, ChatGPT 3.5 contains a greater 
number of errors of the Conceptual category. Less frequent in all 
answers are the errors in the “Contradiction” category, accounting for 
one error of ChatGPT 3.5 and one of Bing Chat, but none in Bard.

For illustrating the different types of errors found in the analyzed 
answers, Tables II, III and IV provide examples of each type of the 
errors existing in the actual answers from the model. The tables 
include a fragment of the response (2nd column) generated by a 
chatbot (indicated in the 1st column) based on the corresponding 
LLM when queried using the problem statement and a description 
of the mistake made (3rd column). In the last column, observations 
related to the error detected are commented accompanied by a graph, 
made by the authors of this paper, based on the indications provided 
in the response.

In the first of them, Table II, the errors refer to the construction of 
angles (ChatGPT3.5), the construction of right triangles (Bing Chat) 
and supplementary angles (Bard). Then, in Table III, the errors that 
are exemplified refer to units of length and amplitude (ChatGPT3.5), 
to lengths of diagonals of the decagon (Bing Chat) and to heights of 
triangles (Bard). Table IV contains prototypes of statements about the 
equality of segments of different lengths (ChatGPT3.5), and mismatch 
between exterior and interior angles (Bing Chat). In this case, Bard 
does not contain errors of the Contradiction type.

From a qualitative point of view, responses of the different 
chatbots powered by the corresponding LLM, exhibit some distinctive 
characteristics.

In the case of the ChatGPT 3.5, some observations can be made 
about the provided answers. First, the generated text do not justify the 
mathematical procedures. Justification and reasoning about solutions 
are important goals in mathematical work in general, and for students 
who solve math problems in particular. Research shows that this is 
an issue that needs attention as there are important differences in the 
way math problems are approached and how justification supports 
the proposed solutions [30], [31]. Second, the notions used are not 
explicitly identified and mentioned as denoted in the field. Third, the 
response does not offer definitions and/or clarifications that could 
contribute to the resolution.
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TABLE II. Examples of Construction Errors Produced by the Models

Chatbot Fragment of the response Description

ChatGPT 3.5

English translation:

Now, consider the triangle OPQ formed by the diagonals AD and BE that 
intersect at P and the diagonals AH and BI that intersect at Q. This triangle has a 
central angle O that subtends the arc AB (36 degrees), and the other two angles 
at O are equal to α (the angles at vertices A and B).

We will use the property of the sum of the angles of a triangle, which tells us 
that the sum of the angles in a triangle is always equal to 180 degrees. Then:

36°+ α + α = 180° 
2α + 36° = 180° 
2α = 180° - 36°

Fig. 1. Graphical representation in GeoGebra of 
ChatGPT 3.5 response.

Considering the OPQ triangle, the angle with center O is 
108°(3α with α=36°) as can be observed in Fig. 1. The model 
states erroneously that the angle with center O is 72°(2α 
with α=36°)

Bing Chat 
(More 
creative)

English translation:

3. Applying the exterior angle theorem, I found that angle BPD measures 72°+ 
36° = 108°and angle AQH measures 72°+ 72°= 144°.

4. Using the vertex opposite angles theorem, I deduced that angle APD also 
measures 108°and angle BQH also measures 144°.

5. Finally, applying the Pythagorean theorem to the right triangle OPQ, I found 
that the measure of the segment PQ is:

PQ2 = OP 2 + OQ 2 − 2 ∗ OP ∗ OQ ∗ cos(PÔQ)
PQ2 = 52 + 52 − 255 ∗ cos(108º + 144º)
PQ2 = 50 − 50 ∗ cos(252º)
PQ2 = 50 + 50 ∗ 0.9511
PQ2 = 97,555
PQ = 

Fig. 2. Graphical representation in GeoGebra of Bing 
Chat response.

The model states that the OPQ triangle is a right one, 
pink triangle in Fig. 2, but it is not. The POQ angle is 
108°because it is the sum of 3 central angles corresponding 
to the 3 sides of the decagon involved and each of them is 
36°. Thus, each of the other 2 angles is (180°-108°)/2= 36°.

Bard

English translation:

Since the polygon is regular, all interior angles are equal. In a 10-sided polygon, 
the sum of the interior angles is (10-2)*180°=1440°. Since each interior angle is 
equal, each one measures 1440°/10=144°.

The angles ∠APD and ∠BQE are supplementary, so ∠APD + ∠BQE = 180º. 
Substituting the values of the angles, we obtain 180º = 144º + ∠BQE. From this 
equation, it follows that ∠BQE = 36º. 
The angles ∠AOB and ∠BOC are equal, since they are opposite by the vertex O.
Therefore, ∠AOB = ∠BOC =  =18º

Fig. 3. Graphical representation in GeoGebra of Bard  
response.

The model considers that the APD angle is supplementary 
to BQE, but APD is already 180°as can be observed in Fig. 3.
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In terms of this general characterization of responses, in the first 
response, Bing Chat explains the characteristics of the decagons, the 
properties of the angles and the sides, but it does not solve the problem 
at all. Instead, the chatbot limits itself to suggest consulting a Geometry 
book or online resources. On the contrary, in the second and third 
answers, it uses an equation editor (instead of equation written in a 
textual manner) and suggests resorting to external websites (which 
are linked) either to reference figures or schemes included in the 
answer (answer #2) or to refer the reader to more examples of solved 
Geometry problems (answer #3). Both characteristics, using proper 
notation to better display equations and linking to external sources, 
are beneficial for students as they can resort to some extra help 

beyond the generated text. Finally, Bard mentions the decagons, the 
properties of angles and sides, and tries to solve the problem, but the 
justification of the procedure is incorrect. For answer #2, a justification 
is developed and, as previously mentioned, the chatbot arrives at the 
correct answer, but through a procedure containing Conceptual errors.

V. Conclusions

In this work, we have presented an analysis and comparison of 
resolutions formulated by three major chatbots such as ChatGPT 3.5, 
Bing Chat and Bard, to a Geometry problem extracted from the first 
level of the May Olympiads competition (for students under 13). The 

TABLE III. Examples of Conceptual Errors Produced by the Models

Chatbot Fragment of the response Description

ChatGPT 3.5

English translation:

The length of the segment PQ is equal to the length of the arc PQ, which is (5/4)
π units.

A radian is a unit of measurement for angles. The model 
gives the length of the segment PQ in radians, therefore, it 
confuses the units of length with those of amplitude.

Bing Chat 
(More 
creative)

English translation:

This problem can be solved using the formula for the length of the diagonal of a 
regular polygon. The length of the diagonal of a regular polygon with n sides is 
equal to:

Fig. 4. Graphical representation in GeoGebra of Bing 
Chat response.

The model proposes a formula to calculate the length of the 
diagonals of the decagon. It assumes that all diagonals that 
can be drawn have the same length, which, as shown in 
Fig. 4, is incorrect.

Bard

English translation:

Therefore, the segment  is the height of the isosceles triangle △POQ.

If x is the measure of the segment  , then QO = 5 − x. By the Pythagorean 
theorem in △POQ, we have that

x2 = (5 − x)2 + 52

x2 = 25 − 10x  + x2 + 25

2x2 − 10x = 0
x (2x − 10) = 0

x = 0 or x =  = 5

Since x is the measure of a segment, x > 0. Therefore, the measure of segment 
 is 5.

The answer considers that the triangle POQ is isosceles. It 
also considers PQ to be the height of the triangle, but this is 
not the case. Based on this, using the Pythagorean theorem, 
it proposes to calculate the segment PQ. It is not noticed 
that the triangle POQ is not a right angle one, because the 
angle POQ measures 108° as explained above. The correct 
value of the segment PQ is found in this response, but the 
procedure is incorrect.
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three chatbots leverage different LLMs, namely GPT-3.5, GPT-4 and 
PaLM-2, to generate textual responses to natural language queries. In 
particular, the problem statement as originally presented to students 
in Spanish was used as a prompt for the chatbots so that three 
answers were collected from each in order to account for the random 
components of content generation.

In terms of correctness of the obtained solutions, chatbots had a 
disappointing performance. Only one answer, provided by Bard, 
reached the number that was expected ( ). However, even 
when it arrives to the right answer, the described reasoning contains 
conceptual errors. On the other side, the first response given by Bing 
Chat does not offer a solution, it only refers the user to consult a 
Geometry book or some online resource.

In a more detailed analysis of the answers, we found that all of 
the responses given by the different chatbots contained several types 
of errors. In a further inspection of these different errors we were 
able to define a classification encompassing three main categories: 
construction, conceptual and contradiction. Construction errors 
correspond to a mismatch between the text description and its 
geometric representation, conceptual errors involve the incorrect use 
of geometric concepts and misconceptions, while the last type of error 
refers to contradictions appearing within the textual description or 
with respect to the graphical representation.

According to the proposed categorization of errors, ChatGPT 3.5 
and Bard made most mistakes within the Construction category. This 
is an issue related specifically to Geometry as it has to do with the 

TABLE IV. Examples of Contradiction Errors Produced by the Models

Chatbot Fragment of the response Description

ChatGPT 3.5

English translation:

Since AP = AQ (since both are radii of the circle of radius 5), we can simplify the 
formula:
PQ2 = 2(AP 2) (1 − cos(∠PQB))
PQ2 = 2(52) (1 − cos(108º))
PQ2 = 2(25) (1 − cos(108º))
PQ2 = 50 (1 − cos(108º))
Now, we can calculate the value of cos(108º), which is approximately equal 
to -0.5 (you can use a calculator to get a more precise value). Then, we can 
substitute this value into the equation:
PQ2 = 50 (1 −(−0.5))
PQ2 = 50 (1 + 0.5)

Fig. 5. Graphical representation in GeoGebra of 
ChatGPT 3.5 response.

It states that AP (5 u) is equal to AQ (3,09 u), both are 
depicted in Fig. 5.

Bing Chat 
(More 
creative)

English translation:

Idem Table II, row 2.

Fig. 6. Graphical representation in GeoGebra of Bing 
Chat response.

It proposes to calculate the angle BPD by identifying an 
exterior angle and proposes that the angle measures 108° 
and AQH=144°, this cannot be right because, as the points 
are aligned, the angle is straight (180°) as can be observed 
in Fig. 6.

Bard No Contradiction errors were identified in this model answers
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translation of a geometric specification given in text to a graphical 
representation. Additionally, ChatGPT 3.5 responses contain a greater 
number of errors in the Conceptual category, this is, in the application 
of geometric notions. The Contradiction category is the less frequent 
one, appearing once in ChatGPT 3.5 answers and once in the ones 
from Bing Chat, but never in Bard answers.

Most failures observed in the answers to the proposed problem are 
related to two common criticisms of LLMs [32], the lack of symbolic 
structure and the lack of grounding. Both questions their capacity to 
provide human language representation and understanding in spite 
of their human-like language abilities. The lack of symbolic structure 
prevents the model to perform formal reasoning and verify reasoning 
steps, whereas the lack of grounding leads to the misinterpretation of 
geometric notions and their visual representations. to In other words, 
the fact of being language models poses some limitations for solving 
more formal problems, such as Geometry ones.

The proposed classification contributes to a better understanding of 
the failures of LLMs in math-problem solving and, more specifically, 
those related to spatial representations involved in Geometry 
problems (e.g. construction errors refers to the relation between the 
text and its graphical interpretation). The knowledge and recognition 
of these issues represent also an opportunity to see errors as a valuable 
educational tool [33]. This categorization can serve as the basis for 
the construction of methodologies that include the interaction 
with chatbots in the classroom leveraging on errors to foster their 
identification, critical thinking of reasoning steps and operations, and 
reflection on alternative problem solutions.

Although the disappointing results provided by chatbots cannot 
be directly attributed to the language used, training data in Spanish 
is known to be smaller than in English. Consequently, next-word 
prediction performed by LLMs can be assumed to be less precise, 
thereby the generated lower-quality content. In fact, the reported 
evaluations of LLMs on different benchmarks including Geometry 
problems in English, as discussed in section II, showed a better 
performance than the one achieved with this particular problem. Even 
tough an example is clearly not sufficient to draw conclusions, the 
language can be considered a source of additional difficulties for LLMs.

Findings of the analysis carried out in this work are specially 
concerning, considering that the problem presented is a high-school 
level one, designed for students under 13 years old (although being 
an Olympiad problem may be beyond the capabilities of a typical 
of student of that age), which have easy access and are likely to 
resort to chatbots looking for help to solve similar problems. In this 
context, they not only will receive unreliable answers in terms of 
the correctness of the solution to a stated problem, but what is even 
more serious, they will be also exposed to inaccurate applications of 
mathematical notions, possibly introducing new misconceptions or 
reaffirming existing ones. This is also a warning sign for teachers 
using chatbots to generate course material or exam questions, as they 
can inadvertently introduce some mistakes.

According to the results obtained in solving the problem stated 
and taking into account the general characterization of the interface 
of these tools, it can be concluded that the use of chatbots (and the 
models behind them) for solving Geometry problems is not appropriate 
without a critical analysis from teachers as well as the students. The 
inclusion of these technologies in the classroom must follow a careful 
methodological approach. Potentially valuable applications of these 
models in the classroom could be the critically enhanced analysis, 
supported by teachers, of the responses obtained by chatbots, such 
as the one presented in this work. This would allow students to 
discuss and learn Geometry concepts (properties, characteristics, 
constructions in the plane, etc.) in a practical way. For example, it 

would be useful to distinguish when it is possible (or not) to apply a 
theorem (lemma, corollary, etc.).

In view of the current wide adoption of chatbot technologies in the 
classroom and by students of different ages, future work is envisioned 
to expand the categorization of errors in Geometry problems through 
the analysis of more problems in different levels. The analysis of a wider 
variety of problems would likely allow a finer-grained categorization of 
errors and the emergence of more types, less frequent types of mistakes. 
Ultimately, systematic evaluations of LLMs performance as the one 
carried out in this work contributes to the ongoing development of 
more advanced, capable AI chatbot systems that can be fully integrated 
in teaching practices to enhance learning processes.
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