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Abstract

Agriculture is the primary source driving the economic growth of every country worldwide. Crop prediction, 
which is critical to agriculture, depends on the soil and environment. Nutrient levels differ from area to area 
and greatly influence in crop cultivation. Earlier, the tasks of crop forecast and cultivation were undertaken 
by farmers themselves. Today, however, crop prediction is determined by climatic variations. This is where 
machine learning algorithms step in to identify the most relevant crop for cultivation. This research undertakes 
an empirical analysis using the bagging, random forest, support vector machine, decision tree, Naïve Bayes 
and k-nearest neighbor classifiers to predict the most appropriate cultivable crop for certain areas, based on 
environment and soil traits. Further, the suitability of the classifiers is examined using a GitHub prisoners’ 
dataset. The experimental results of all the classification techniques were assessed to show that the ensemble 
outclassed the rest with respect to every performance metric.
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I. Introduction

AGRICULTURE is key to the development of human civilization, 
with farming playing a critical role in the process. Crop cultivation 

varies across areas, with each possessing unique soil, climatic and 
geographic characteristics. Soil is central to crop cultivation, and 
nutrients namely potassium, nitrogen, and phosphorus impact yield. 
Geography and climatic conditions, including the seasons, soil types, 
rainfall, and temperature also greatly influence in crop prediction. 
Based on these factors, the most suitable cultivable crop is predicted 
using several Machine Learning (ML) [1] techniques. Classification is 
fundamental to machine learning, for which it trains the system to 
obtain results using the given data. The supervised, unsupervised and 
reinforcement learning types of classification techniques are used in 
prediction. This research evaluates the performance of supervised 
learning techniques such as bagging, random forest (RF), support 
vector machine (SVM), decision tree (DT), Naïve Bayes (NB) and 
k-nearest neighbor (kNN) to predict a relevant crop for classification, 
using a GitHub prisoners’ dataset. This work identifies the best 
classifier for the forecasting process. 

A. Related Work
Several papers that illustrate key features of common ML models 

are discussed in this section. 

Soil characteristics alone are used to predict a suitable crop for 
cultivation [1]. Belson et al. [2] described the DT classification model 
as a tree structure, with leaf nodes representing the final decision 
made after the top-to-bottom path is established. The most efficient 
techniques used in the literature survey include the Gaussian mixture, 
the Chi-square Automatic Interaction Detector (CHAID), classification 
and regression trees, and the Bayesian network, presented by Duda 
et al. [3], Kass et al. [4], Breiman et al. [5], and Neapolitan [6], 
respectively. The NB classification technique, built on the Bayesian 
theorem, produces accurate forecast results that are easy to train 
and classify. Kohonen [7] and Atkeson et al. [8] discussed memory-
based models and constructed hypotheses directly from the available 
data. However, information overload can increase their complexity. 
Data mining techniques with applications in agriculture include the 
K-means algorithm to forecast atmospheric emissions, the kNN to 
model daily precipitation and miscellaneous climatic variables, and 
the SVM to analyze possible adjustments to the weather. Bayesian 
models such as the NB, Gaussian NB and multinomial NB used in the 
prediction process were explained [9] - [11].

Ensemble learning (EL) models enhance the prediction process by 
constructing a prediction model using single base learners. Ensemble 
techniques such as bagging, boosting and the AdaBoost algorithms 
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were discussed and implemented [12] - [14]. The widely used SVM 
technique was improved through the use of the kernel trick for 
prediction [15], [16]. Breiman [17] proposed an RF technique, which 
is an ensemble model, and combined it with several DTs to constitute 
a single tree for a prediction model. The results are obtained after 
a comparison of all the trees in the forest and a final decision is 
made, based on the voting method. Suykens et al. [18] presented the 
minimum squares SVM, and Galvao et al. [19], the successive vector 
support algorithm. The proximity of data points is shown in the 
decision surface, that is, hyperplane support vectors. The data in the 
hyperplane are linearly separated by the total distance in the SVM. 
Babu et al. [20] discussed the application of artificial intelligence and 
ML algorithms in crop prediction. Designing an expert framework for 
crop cultivation calls for the services of computer engineers to model 
it, agricultural scientists to program it, and the know-how of experts 
in the field to back it up. Veenadhari et al. [21] described the role of 
data mining in agriculture. The most suitable crop for cultivation was 
predicted with 95% accuracy, based on  climatic conditions as a major 
feature. 

Monali et al. [22] posited a prediction system that categorizes soil 
types and predicts crop yields using the NB and kNN methods. Jeong et 
al. [23] explained the ability of the RF to predict crop yield responses to 
global and regional weather as well as biophysical variables in wheat, 
maize and potato. Sellam et al. [24] discussed crop yield prediction, 
which is primarily dependent on environmental characteristics, using 
regression analysis and linear regression. In their work, Pudumalar 
et al. [25] proposed a new ensemble model using the random tree, 
CHAID, kNN and NB to recommend crops for specific zones.

Zala [26] described bagging as a meta-algorithm that complements 
the power and precision of the ML technique used in mathematical 
classification and regression. It also eliminates variations and averts 
overfitting. Balducci et al. [27] described the DT as a predictive 
model and tested it at every level requiring decisions to be made. The 
levels depend on the request and outcome of the decision-making 
process. Jahan [28] averred that the NB is vulnerable to insignificant 
characteristics. Given its solid foundation, it manages both confidential 
and streaming data with ease. Priya et al. [29] used real-time Tamil 
Nadu facts to predict crop yields the usage of the RF method. Suresh et 
al. [30] examined soil profiles in conjunction with Global Positioning 
System-based technologies. The K-means and modified kNN are 
implemented to predict crop yields in Tamil Nadu.

B. Motivation and Justification
Crop prediction, which is critical to agriculture, employs machine 

learning algorithms for the purpose. Classification is central to machine 
learning [40]-[42]. It helps to learn the system for forecasting a relevant 
cultivable crop. Classifiers are divided into two sub-categories, single 
learner and ensemble learners. Thus motivated, various supervised 
classifiers are examined for the prediction process. Though the 
literature analysis makes it evident that the ensemble model offers 
better predictions, much of the research has, however, tended to use 
single learners for crop prediction. An ensemble model, which helps 
improve the prediction rate, is constructed using single learners. Thus 
justified, the efficiency of the ensemble model is examined with a crop 
dataset and a GitHub prisoners’ dataset, using different performance 
metrics. The performance of the ensemble bagging model is evaluated 
with existing classification algorithms such as the RF, SVM, DT, NB 
and kNN for the prediction process.

C. Contributions
The significance contributions of this research are given below:

• The literature survey shows that much of the earlier work has 
examined either soil or environmental factors to predict crop 

cultivation. This work, on the other hand, undertakes crop 
prediction by examining both.

• A real-time dataset composed from the Sankarankovil Agriculture 
Department of Tenkasi District in the state of Tamil Nadu in India 
is used for the prediction process.

• The primary goal of this work is to predict an appropriate classifier 
for all sort of datasets.

• Further, the classifier performance is examined by the various k - 
fold and data splitting methods. 

D. Outline of the Work,
Fig. 1 illustrates the comprehensive process of this work. Input data 

is fed into pre-processing step. In pre-processing, missing values in the 
dataset are identified to eliminate the redundant values. This is used 
to handle the imbalanced data which was done by mean imputation 
method. It improves the prediction performance of classifiers and 
accuracy rate has been increased after pre-processing stage. After 
that, the dataset is broken down into training and testing. Classifiers 
are well trained to predict the target class with the help of all training 
samples. The learned classifier is validated with the unknown samples 
from the testing dataset. The learned classifier helps to forecast 
the target class of the given dataset. Finally, the predicted result is 
examined by various performance metrics.
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Fig. 1. Outline of the Work.

E. Organization of the Paper
The remainder of the article is organized in the following way: 

Section II describes the methodology for crop prediction. Section III 
illustrates the experimental results and final section concludes this 
work.

II. Methodology

A. Classification
Classification is indispensable to machine learning, given that 

it predicts the outcome of the process. This work evaluates the 
performance of the existing bagging, RF, SVM, DT, NB and kNN 
classifiers, using a crop dataset and a GitHub prisoners’ dataset.

1. K Nearest Neighbor (KNN)
The kNN is not a complex algorithm that classifies new instances 

established on positive similarity measures [25]. The similarity degree 
is calculated by distance measures which include Euclidean distance, 
Manhattan distance, and many others [31]. In the kNN, feature vectors 
are stored in the training phase of the algorithm. The kNN technique 
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finds the similarity between unknown classes with known instances. 
The class labeling of training instances and unlabeled vectors are 
classified by way of assigning the most common label of the closest 
training samples. In the iterative classification, k is a parameter set by 
the user [27]. Algorithm 1 gives the pseudo code of the kNN classifier.

Algorithm 1. The pseudo code for the kNN

Input: s, C, d where s is unknown sample from dataset C; 
            d is the distance 
Output: class of s 
for (s', c') ∈ D do 
   Compute the distance d(s', s) 
end for 
Order the |C| distances by increasing the sequence 
Calculate the number of hits for each class ci among the kNN 

Assign s to the highest class 

2. Naive Bayes (NB)
In order to construct classifiers, the NB method offers class labels 

to problem instances [25] which is entrenched the theorem of Bayes’ 
[28]. NB is one of the most effective classifiers and it predicts the 
outcome based on the probability of an instance. It deems the value of 
a separate variable to be independent of the value of any other given 
quality in the class variable. [25]. It is utilized for both binary and 
multi class classification problems. Algorithm 2 gives the pseudo code 
of the NB classifier [32].

Algorithm 2. The pseudo code for the NB

Input: C → Dataset, T1 → Training dataset, P = (p1, p2, …, pn) //
              value of the predictor variable in testing dataset 
                   Output: Predicted class
Step: 
1. Read all training data T1

2. The mean and standard deviation of the predictive variable in 
     each category are calculated 
3. Repeat
    Compute the likelihood of pI  using the gauss density equation 
    in each class
    Until the likelihood of all predictor variables (p1, p2, …, pn) has 
    been computed  
4. Compute the probability of each class 
5. Obtain the highest likelihood 

3. Decision Tree (DT)
The DT is a single tree predictive model, and it is used for both 

classification and regression problems. DT is like a tree structure 
method [27]. Decision nodes and leaves make up a tree [31]. Each 
internal node shows an input variable, and each leaf node shows class 
prediction. It works supported a top-down approach by selecting 
a worth for the feature at every stop that best splits a collection of 
things [27], looking on the applying and decision-making outcome. 
DT algorithms contain the CART, C4.5 and ID3. In this work CART 
technique is used for implementing the DT algorithm which stands for 
classification and regression tree. Algorithm 3 gives the pseudo code 
of the DT classifier [33].

Algorithm 3. The pseudo code for the DT

Input: Dataset C,R number of Instances, P features  
Output: Predicted class 
ConstructTree (R): 
if R contains instances of a single class then 
     return 
 else 
     The feature P which has the greatest information gain is selected  
                                                                                                     to split on
                                              Generate p leaf nodes of R,                                   
whereR has R1, …, Rp  and P has p possible values (P1,…, Pp)
     for i = 1 to p do 
        Define the content of R_i  to C_i,where C_i  is all the instances in R  
                                                                                                     that match P_i
        Get ConstructTree (R_i) 
     end for 
end if 

4. Support Vector Machine (SVM)
The SVM is a type of machine learning that information needed 

to determine into decision surfaces. It is used for both classification 
and regression problems. In this work, the SVM algorithm is used to 
categorize the result according to the input variables. The decision 
surfaces then break the data into two hyperplanar groups. [16]. The 
training data identify the vector that assists the hyperplane. Apparently, 
due to the larger margins, with a weak classifier generalization, a 
hyperplane that is farther away from the nearest training data point 
consistently has better margins and larger mistakes. Algorithm 4 gives 
the pseudo code of the SVM classifier [34].

Algorithm 4. The pseudo code for the SVM

Input: Dataset C 
Output: Predicted Class 
Require: X and y uploaded with training labeled data, α ← 0 or  
                  α ← partially trained SVM   
A ← any value 
repeat 
     for all {xi , yi }, {xj , yj }  do 
         Optimize αi  and αj  
     end for 
       until a change of α or other resource constraint criteria is not met 
Ensure:Remember only the support vectors (αi > 0) 
Test the model  
Calculate Scores 
Compute Confusion Matrix 
Validate Model 

5. Random Forest (RF)
The RF is a well-known and extensively used supervised machine 

learning approach to solve classification and regression issues 
[29]. The RF is an ensemble technique, and it combines several 
homogeneous learners as a single model. It uses decision tree 
algorithm for the prediction process, and it takes the final decision 
based on the average voting method. Algorithm 5 gives the pseudo 
code of the RF classifier [33].



Regular Issue

- 99 -

Algorithm 5. The pseudo code for the RF

Input:Dataset C,R number of instances,P features 
Output:Predicted class 
To create L classifiers 
for i = 1 to l do 
   Randomly select the training data C with substitution to produce Ci 
   Generate a parent node, Ri containing Ci 
   Get Construct Tree (Ri) 
end for 
ConstructTree (R) 
if R contains instances of a single class then 
   return 
 else 
   The x% of possible splitting features in R are randomly selected 
   The feature P which has the greatest information gain is selected  
                                                                                                   to split on
   Generate p leaf nodes of R,R_1,…,R_p;where P has p possible values  
                                                                                                      (P1, …, Pp)
  for i = 1 to p do 
    Define the content of Ri  to Ci , where Ci  is all the instances in R   
                                                                                                         that match Pi    
Get ConstructTree (Ri) 
  end for 
end if 

6. Bagging
Bagging, also termed bootstrap aggregation, is a technique that 

was developed by Leo Breiman [26] to train and combine numerous 
homogenous learning algorithms. [13]. Bagging technique is used to 
reduce the problems related to overfit. Bagging is based on parallel 
method, and it uses data subsets for training the base learners. It 
optimizes the learning algorithm’s robustness as well as the prediction 
algorithm’s results [26]. It predicts the outcome with the help of voting 
method for classification. Since bagging does not allow recalculation 
of weight, changing the weight update equation is critical or reviews 
the algorithm’s calculations. Algorithm 6 gives the pseudo code of the 
Bagging classifier [35].

Algorithm 6. The pseudo code for the Bagging

Input: T1: Training sample of C size dataset,
             s: count of bootstrap samples, Lc: Learning Classifier
Output: L*  bagging ensemble with s element classifiers 
Learning stage: 
for i = 1→ s do 
   Ki ← bootstrap sample from C 
   Create classifier Li ← Lc (Ki) 
end for 
Predict the class label for a new sample 
   L* (x) = arg arg maxy   [Li (x) = y]  

B. Characteristic Comparison of Each Classifier
This section discusses the pros and cons of each of the classifiers 

used for prediction. The kNN handles both classification and 
regression problems well but cannot deal with missing values. Though 
each feature makes unique assumptions about prediction outcomes, 
the NB is unaffected by irrelevant characteristics. While the DT 
provides feasible and adequate results for large data sources relatively 
rapidly, the algorithm must be trained over a long period of time and is 
also much more complex. Though the SVM is most effective at higher 
dimensions, it is vital to select a hyperparameter appropriately, and 

there is no probabilistic explanation for the classification. The RF 
handles missing data very well, but overfitting occurs with noisy data. 
On huge datasets, the bagging approach performs well; nonetheless, 
there is a loss of interpretability in the model.

III. Experimental Result Analysis & Discussions

A. Dataset Description
This research utilizes two different types of datasets such as Crop 

and Prisoner’s respectively. The details of these dataset are given in 
Table I.

TABLE I. Dataset Description

Dataset Number of Instances Number of Attributes Type
Crop 1000 16 Nominal

Prisoner’s 463 31 Numeric
Iris 150 4 Nominal

The crop dataset comprises soil and environmental factors, is 
downloaded from www.tnau.ac.in. The crop dataset has 1000 instances 
with 16 attributes in which 12 attributes are soil characteristics 
such as macro nutrients (nitrogen, phosphorus, potassium, etc.), 
macronutrients (zinc, iron, copper, etc.) and the remaining 4 are 
environmental such as rainfall, soil texture, temperature, and season. 
Also, this work utilizes to validate the performance of classifiers 
with other two dataset such as prisoner’s and iris. Crime Propensity 
Prediction dataset [36] that can be used to predict the crime of a 
prisoner which was taken from the website github.com. The prisoner’s 
dataset contains behavior of the prisoners with 463 instances and 31 
attributes. Iris dataset [37] helps to find the iris plant class, which was 
downloaded from the University of California, Irvine. The dataset 
includes types of iris plant with 150 instances and 4 attributes.

B. Performance Metrics
The performance metrics namely, Accuracy, Kappa, Precision, 

Specificity, F1 Score, Area Under the Curve (AUC), and Mean Absolute 
Error (MAE) are used to predict the performances of each classifier. 
The formulae, and a representation of each metric used in the result 
examination, are stated in [38, 39].

C. Results and Discussion
In this section, the prediction performances of the classifiers are 

examined by various above mentioned performance metrics.

1. Sample Input and Output
Table II demonstrates the sample input and output range of the 

crop dataset, which includes the 12 soil characteristics of the potential 
of Hydrogen (pH), electrical conductivity (EC), organic carbon (OC), 
nitrogen (N), phosphorus (P), potassium (K), sulphur (S), zinc (Zn), 
boron (B), iron (Fe), manganese (Mn), and copper (Cu), as well as the 
4 environmental characteristics of soil texture, seasons, rainfall, and 
average temperature. The expected output for the given input data, 
collected from the particular region, is given.

2. An Empirical Assessment of Classifiers Based on Soil 
Characteristics

Table III compares of the classifiers and identifies the best for 
appropriate crop. The process is based solely on soil characteristics 
like pH, N, and P.

The ensemble bagging classification technique clearly beats the 
others, as evidenced by the findings. Bagging also receives votes for 
increased performance for each sample, and as a result, it has a higher 
crop prediction accuracy than other approaches.
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3. An Empirical Assessment of Classifiers Based on Environment 
Conditions

Table IV depicts a comparison of the classification techniques that 
are exclusively based on environment factors like season, texture, 
average temperature and rainfall.

Table IV depicts the prediction rate based only on environmental 
characteristics. However, the bagging classification technique 
performs better than others, based only on environmental factors. In 
addition, bagging offers improved crop prediction accuracy because it 
uses multiple learning algorithms.

4. An Empirical Assessment of Classifiers Based on Soil and 
Environmental Characteristics

Table V shows a performance estimation of the classifiers, based 
on both soil and environmental factors, to find the right crop for 
cultivation in a specific area.

The information in Table V suggests that the prediction rate is 
higher with the combined features of both the soil and the environment, 
rather than that based solely on either of the two. Combining soil and 
environmental data, bagging provides more accurate prediction results 
than other classifiers. With the bagging technique’s aggregation 
operation, the variance of estimation is greatly minimized.

TABLE II. Sample Input and Output

Input
Output

pH EC OC N P K S Zn B Fe Mn Cu Texture Season Rainfall Avg. Temp

7.8 0.72 0.26 160 252.5 400 16 0.56 0.95 10.64 6.46 0.98 1 Kharif 296.8 25 Black Grams

7.8 0.72 0.26 160 252.5 400 16 0.56 0.95 10.64 6.46 0.98 1 Kharif 296.8 25 Black Grams

7.4 0.28 0.26 157.5 95.0 720 23 0.76 0.86 15.20 11.60 0.82 1 Rabi 296.8 25 Chick pea

7.9 0.73 0.31 175 267.5 400 31 0.54 0.84 9.86 6.36 1.02 1 Kharif 296.8 25 Maize

7.9 0.73 0.31 175 267.5 400 31 0.54 0.84 9.86 6.36 1.02 1 Kharif 296.8 25 Maize

7.4 0.28 0.26 157.5 95.0 720 23 0.76 0.86 15.20 11.60 0.82 1 Rabi 296.8 25 Chick pea

7.4 0.28 0.26 157.5 95.0 720 23 0.76 0.86 15.20 11.60 0.82 1 Rabi 296.8 25 Chick pea

8.2 0.14 0.20 140 97.5 972.5 13.3 0.78 0.49 9.50 5.54 0.74 1 Kharif 296.8 25 Maize

8.2 0.10 0.02 140 240 1000 2.34 0.82 0.34 10.40 5.54 1.08 1 Kharif 296.8 25 Maize

TABLE III. Empirical Evaluations of Classifiers Based on Soil Factors

Classifiers
Performance Metrics

Accuracy (%) Kappa (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) AUC (%) MAE

kNN 79.92 76.97 79.63 82.78 80.24 79.93 80.21 0.45

NB 80.65 78.07 81.03 83.90 81.25 81.13 81.06 0.37

DT 83.37 81.17 83.15 85.56 83.60 83.37 86.00 0.33

SVM 84.82 83.08 85.70 86.00 86.30 85.99 85.56 0.28

RF 88.82 87.35 88.73 90.27 89.79 89.25 89.19 0.20

Bagging 91.55 90.42 91.27 92.59 91.79 91.52 92.34 0.18

TABLE IV. Empirical Evaluations of Classifiers Based on Environment Factors

Classifiers
Performance Metrics

Accuracy (%) Kappa (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) AUC (%) MAE

kNN 46.6 43.65 46.31 49.46 46.92 46.61 47.04 0.88

NB 47.33 44.75 47.71 50.58 47.93 47.81 48.12 0.78

DT 50.05 47.85 49.83 52.24 50.28 50.05 50.77 0.71

SVM 52.50 50.76 53.38 53.68 53.98 53.67 53.34 0.63

RF 54.50 53.03 54.41 55.95 55.47 54.93 55.00 0.57

Bagging 58.23 57.10 57.95 59.27 58.47 58.20 59.45 0.50

TABLE V. Empirical Evaluations of Classifiers Based on Soil and Environment Factors

Classifiers
Performance Metrics

Accuracy (%) Kappa (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) AUC (%) MAE
kNN 77.73 75.78 78.44 81.59 79.05 78.74 79.43 0.40
NB 81.46 78.88 81.84 84.71 82.06 81.94 82.00 0.33
DT 84.18 81.98 83.96 86.37 84.41 84.18 85.07 0.27

SVM 86.63 84.89 87.51 87.81 88.11 87.80 87.83 0.20
RF 91.63 90.16 91.54 93.08 92.60 92.06 92.12 0.19

Bagging 93.36 92.23 93.08 92.32 93.12 93.10 94.89 0.12
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The results are evaluated with the real-world dataset discussed 
in section 3.1, using various classifiers. The results show that the 
ensemble technique provides the most accurate results of all.

5. Performance Evaluation of Classification Techniques for 
Prisoners Dataset

Further, the classifiers are tested, and their performance is verified 
with the prisoners’ dataset downloaded from the GitHub website. 
Table VI presents the performance-wise results of the classification 
techniques, using the metrics discussed in section 3.3. 

It is inferred that the ensemble learner gives better prediction 
accuracy, at 97.83%, than single learners. The bagging technique 
outperforms other classifiers in prediction. The ensemble technique 
combines two or more single prediction models for the best prediction 
rate. Since the performance of the bagging technique is unaffected by 
missing values, it works better than other techniques.

6. Performance Evaluation of Classification Techniques for Iris 
Dataset

Consequently, the performance of the classifiers is evaluated with 
the iris dataset which was taken from the UCI website to predict the 
class of iris plant. Table VII presents the performance-wise results of 
the classification techniques, using the metrics discussed in section 
3.3. 

It depicts that the ensemble learner gives better prediction accuracy, 
at 95.43%, than single learners. The bagging technique works well than 
other classifiers in iris plant prediction. 

7. Empirical Evaluation of the Bagging Technique Using K-fold 
Validation

The results presented in Tables III-VII show that the bagging 
technique performs better than the rest. The best fold for the bagging 
technique is determined using the fold variation method. The fold 
method is used to evaluate the potential of each classifier for prediction 
process. The given dataset is divided into two subgroups, with the first 
(k -1) being used to train the classifier and the second (kth) being used 
to examine the classifier.

Table VIII depicts a performance evaluation of the bagging 
classification technique for the crop, prisoners’ and iris datasets, 
examining outcome prediction using several folds.

Table VIII presents the bagging technique performance for fold 
variation, with folds ranging   from 10 to 90. The bagging technique 
performs better with 10 folds than any other. Performance is evaluated 
using the metrics given in section 3.3. The results show that the 
bagging technique achieved accuracy of 93%, 98% and 95% for the crop 
and prisoners’ datasets, respectively.

8. Empirical Evaluation of the Bagging Technique Using Data 
Splitting Validation

To determine the best data splitting range, the bagging classifier’s 
efficiency for the prediction process is assessed using the data splitting 
validation method. The graphical representation below displays a 
performance assessment of the bagging technique for the crop and 
prisoners’ datasets, based on data fractionation, with ranges varying 
from 25% - 75% and 75% - 25%. Performance is assessed according to 
the metrics described in section 3.3.

Fig. 2 depicts the performance of the bagging classifier in forecasting 
an appropriate crop, using a crop dataset based on the data splitting 
validation method. From the results, it is observed that the 70% - 30% 
splitting range outperforms others.
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Fig. 2. Performance assessment of the Bagging classifier for Crop dataset 
utilizing data splitting method.

For the prisoners’ prediction dataset, Fig. 3 illustrates a performance 
review of the bagging classification approach. The results show that 
the bagging technique outperforms the data splitting strategy in the 
70% - 30% range.

TABLE VI. Empirical Evaluations of Classifiers for Prisoner’s Dataset

Classifiers
Performance Metrics

Accuracy (%) Kappa (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) AUC (%) MAE

kNN 94.20 91.25 93.91 97.06 94.52 94.21 94.93 0.40

NB 94.93 92.35 94.59 97.46 94.81 94.69 95.60 0.30

DT 95.65 93.45 95.43 97.84 95.88 95.65 96.00 0.25

SVM 96.10 94.36 96.22 97.58 96.98 96.59 96.89 0.20

RF 97.10 95.63 97.01 98.55 97.18 97.09 98.07 0.13

Bagging 97.83 96.70 97.55 98.87 98.07 97.80 98.50 0.10

TABLE VII. Empirical Evaluations of Classifiers for Iris Dataset

Classifiers
Performance Metrics

Accuracy (%) Kappa (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) AUC (%) MAE
kNN 89.32 87.13 87.72 91.61 88.01 87.86 90.54 0.40
NB 91.43 89.00 91.00 94.55 92.11 91.55 92.77 0.31
DT 90.93 89.42 88.88 92.63 89.23 89.05 92.04 0.26

SVM 92.74 90.39 92.68 94.19 93.42 93.04 93.87 0.21
RF 94.32 92.42 93.12 96.39 94.93 94.01 96.49 0.15

Bagging 95.43 93.90 95.21 97.00 96.21 95.707 97.51 0.11
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Fig. 3. Performance assessment of the Bagging classifier for Prisoners dataset 
utilizing data splitting method.

Fig. 4 shows a performance validation of the bagging classification 
method for the iris plant prediction dataset. The bagging technique 
performs better in the 70-30% data splitting range, according to the 
findings.
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Fig. 4. Performance assessment of the Bagging classifier for Iris dataset 
utilizing data splitting method.

9. Empirical Evaluation of Each Classifiers Based on Time and 
Memory Occupation

Table IX illustrates the performance assessment of each classifier 
according to the execution time and memory of each.

TABLE IX. Comparison Table of Each Classifier Based on Time and 
Memory Occupation

Classifiers Time Taken (secs) Space Occupied
kNN 0.19 260.72
NB 0.30 274.38
DT 0.47 261.45

SVM 0.29 292.87
RF 0.68 257.32

Bagging 0.70 246.01

It is evident from the results that though the bagging classifier 
requires a longer execution time than other techniques, it also occupies 
little space. It is inferred from Table 9 that the kNN classifier takes the 
lowest execution time with 260.72 KB of occupied space, while the SVM 
occupies the highest space but takes the second-lowest execution time.

IV. Discussions and Conclusion

A great deal of research has been carried out on the forecasting 
process using classification techniques. This work has examined the 
performance of the bagging, random forest, support vector machine, 
decision tree, Naïve Bayes and k-nearest neighbor classifiers using 
a crop dataset, a prisoners’ dataset and iris dataset. Using these 
algorithms, a relevant crop for cultivation was predicted from the 
crop dataset, the prisoners’ outcome predicted from the prisoners’ 
dataset, and the type of iris plant is predicted from the iris dataset. 

TABLE VIII. Performance of the Bagging Technique Based on Fold Variation

Dataset Folds
Performance Metrics

Accuracy (%) Kappa (%) Precision (%) Recall (%) Sensitivity (%) F1 Score (%)

Crop

10 93.36 92.23 93.12 93.08 92.32 93.10
20 92.04 90.91 91.80 91.76 91.00 91.78
30 89.74 88.60 89.49 89.45 88.69 89.47
40 91.06 89.62 90.51 90.47 89.71 90.49
50 90.54 89.10 89.99 89.95 89.19 89.97
60 89.24 87.80 88.69 88.65 87.89 88.67
70 89.94 88.40 89.29 89.25 88.49 89.27
80 90.51 88.97 89.86 89.82 89.06 89.84
90 89.04 88.64 89.53 89.49 88.73 89.51

Prisoners

10 97.83 96.70 98.07 97.55 98.87 97.80
20 96.51 95.38 96.75 96.23 97.55 96.48
30 94.21 93.07 94.44 93.92 95.24 94.17
40 95.53 94.09 95.46 94.94 96.26 95.19
50 95.01 93.57 94.94 94.42 95.74 94.67
60 93.71 92.27 93.64 93.12 94.44 93.37
70 94.41 92.87 94.24 93.72 95.04 93.97
80 94.98 93.44 94.81 94.29 95.61 94.54
90 93.51 93.11 94.48 93.96 95.28 94.21

Iris

10 95.43 93.90 96.21 95.21 97.00 95.70
20 94.87 93.56 95.65 94.97 95.78 95.30
30 94.43 92.23 94.32 93.42 95.54 93.86
40 95.11 93.45 95.48 94.51 96.18 94.99
50 93.35 91.32 93.45 92.90 94.45 93.17
60 93.66 92.45 94.12 92.39 94.43 93.24
70 94.57 93.23 95.42 94.12 95.11 94.76
80 92.14 91.45 93.04 92.04 93.34 92.53
90 92.12 90.93 92.94 91.79 93.01 92.36
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The performance of the classifiers was examined using several 
performance metrics as accuracy, kappa, sensitivity, specificity, F1 
score, area under the curve, precision, and mean absolute error. The 
results have shown that the bagging ensemble technique outperforms 
the rest. Then the bagging technique is examined by two validation 
methods namely fold and data splitting method. The obtained results 
show the bagging technique performs well on 10-fold and 70% - 30% 
data splitting range than others for predicting the target class of the 
given dataset.
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