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Abstract

Counting cells in a Neubauer chamber on microbiological culture plates is a laborious task that depends on 
technical experience. As a result, efforts have been made to advance computer vision-based approaches, increasing 
efficiency and reliability through quantitative analysis of microorganisms and calculation of their characteristics, 
biomass concentration, and biological activity. However, variability that still persists in these processes poses a 
challenge that is yet to be overcome. In this work, we propose a solution adopting a YOLOv5 network model 
for automatic cell recognition and counting in a case study for laboratory cell detection using images from a 
CytoSMART Exact FL microscope. In this context, a dataset of 21 expert-labeled cell images was created, along 
with an extra Sperm DetectionV dataset of 1024 images for transfer learning. The dataset was trained using the pre-
trained YOLOv5 algorithm with the Sperm DetectionV database. A laboratory test was also performed to confirm 
result’s viability. Compared to YOLOv4, the current YOLOv5 model had accuracy, precision, recall, and F1 scores of 
92%, 84%, 91%, and 87%, respectively. The YOLOv5 algorithm was also used for cell counting and compared to the 
current segmentation-based U-Net and OpenCV model that has been implemented. In conclusion, the proposed 
model successfully recognizes and counts the different types of cells present in the laboratory.
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I. Introduction

Scientists have collected large amounts of data thanks to 
measurement-taking in bioengineering, tissue engineering, 

regenerative medicine, and biomedical research where microscopy 
and sample preparation techniques have been able to provide images 
of different phenomena of study and where the quantification of 
information plays an essential role for the analysis of more accurate 
and reliable statistics [1]–[3]. Obtaining useful and accurate 
information from an image quickly and easily remains a challenge 
in many research areas. Especially in biology and medicine, it is 
essential to measure cellular characteristics, such as shape and size, for 
statistical analysis when comparing different samples or experiments 
[4]. For this purpose, different methods can be used such as the use 
of vital dyes, the use of counting chambers, or the use of automatic 

cytometers. It often involves manual counting of thousands of cells with 
certain markers or measuring their shape and characteristics [5]. This 
manual process is tedious and time-consuming, which increases the 
workload of technicians [6]. Therefore, researchers propose automatic 
models such as plate counting [7], real-time quantitative PCR [8], 
hemocytometers [9], automatic cell counting instruments [10], and 
flow cytometry counting in biological systems. A clear example where 
the use of automatic counting tools can be beneficial is in the study 
of leukemia, which is a type of cancer that occurs in the human bone 
marrow and produces abnormal white blood cells in excess. These 
white blood cells can vary greatly in number and behavior compared 
to normal ones, which can indicate that the immune system is failing 
and that the patient is exposed to antigens. Therefore, white blood cell 
counts are a quantitative measure of disease progression [11]. 

It is possible to address the task of cell counting in images using 
state-of-the-art detection techniques such as YoloV5 [12]. These 
systems can be trained to adapt autonomously to the task, using data 
provided by researchers in their laboratories. Although there are 
several automatic analyzers capable of counting cells and providing 
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statistics, these often present limitations in terms of accuracy, speed, 
and resolution [13]. These factors can hinder the accurate identification 
of cells, especially when there is overlap, which can negatively affect 
the quality of counting. Detection-based methods first determine the 
centroid locations of cells and then count them to estimate the total 
number of cells. Due to the success of these systems in counting and 
detection tasks in various areas such as agriculture, urban systems, 
and driving [14]–[16], it has been shown that the accuracy of these 
methods is strongly influenced by the accuracy of the detection results. 
However, in practical applications, such as fruit detection in clusters, 
where objects are densely concentrated and surrounded by structures 
that can interfere with detection, cell arrest could positively favor 
the results [17]. The paper [18] presents a promising approach to cell 
counting using the YOLOv3 detection technique. While this method 
has shown significant improvements over manual cell counting 
methods, it has some limitations that have prompted the need for 
further research. The performance of YOLOv3 is heavily influenced 
by the accuracy of the detection results, which can be hindered by 
overlapping cells and other interfering structures. Moreover, YOLOv3 
struggles with handling of small objects and dealing with large 
variance in object scales. The need for a more efficient and accurate 
cell counting method is evident, especially in the study of diseases like 
leukemia where precise white blood cell counts are crucial [11].

In light of these challenges, this paper proposes a new cell 
counting method based on the YOLOv5 model, which offers several 
improvements over YOLOv3. Our proposed model aims to serve as 
a more accurate and efficient solution to cell counting in real-time 
in microscopic images, a task challenged by the low quality of visual 
features and the criticality of accurately locating cells for correct 
classification. Our initial results suggest that the proposed YOLOv5 
model improves the prediction accuracy on a database of images taken 
by microbiology experts with a CytoSMART Exact FL microscope.

This work is an extended version of a preliminary paper presented 
in [19]. In this version, we have incorporated a more advanced object 
detection model, based on a machine-learning method that detects 
objects without the need for an exhaustive search. The proposed 
model applies to cell counting in real-time in microscopic images, 
which is a difficult task due to the low quality of visual features and the 
importance of locating the desired object for correct cell classification. 
We have compared our implementation with a method we had worked 
with previously [19]. The results indicate that the proposed yolov5 
model improves prediction accuracy on the database that contains 
images taken by experts in microbiology with a CytoSMART Exact 
FL (Fluorescence) microscope that captures cells for counting. Fig 1 
shows the components of the cell counting application.

After this introductory section, the remainder of this article is 
structured as follows: Section II provides a review of related work 
in the areas of image processing and deep learning. Section III 
describes the methods and network used in our study, including the 
handling of the Neubauer Cell Counting Chamber, the CytoSMART 
Exact FL microscope, the data set used, and the implementation of 
YOLOv5. Section IV covers our experimental setup and results, with 
a focus on training validation, materials used, model tuning, and the 
results obtained. The counting results are discussed in E. The article 
concludes with Section V, where we summarize our findings and offer 
some concluding thoughts.

II. Related Work

Cell counting is performed using electronic and optical technologies 
that analyze images [20], [21]. Previously, it was performed on a cell 
suspension sample by manually manipulating of the hemocytometer, 
flow cytometry, and chemical compounds, which was time-
consuming and error-prone [22]. However, with the introduction of 
image analysis, cells can be identified and counted more accurately. 
Initial studies focus on handcrafted features and use statistical models 
to detect and classify cells [23], [24]. In recent years, cell counting 
has been achieved in an automated way thanks to the use of image 
processing and machine learning techniques [25], [26].

A. Image Processing
Cell counting plays a crucial role in various biomedical applications, 

such as cancer detection, drug discovery, and toxicity testing. However, 
traditional manual cell counting methods, performed by skilled workers 
using microscopes and counting chambers, are labor-intensive, time-
consuming, and prone to human error, making standardization and 
result replication challenging across different samples [27], [28]. 
Moreover, distinguishing between cells of similar size and shape or 
cells that cluster together can lead to inaccuracies in cell counts [29]. 
To address these issues, automated cell counting techniques have 
been developed. One early approach involved electronic particle 
counting, which detected cells passing through a small aperture 
using impedance or light scattering. Although quick and precise, this 
method failed to differentiate between live and dead cells and required 
high cell density [30]. These techniques can be categorized into direct 
and indirect methods. Direct methods involve marking cells with 
stains or dyes and counting them based on fluorescence or absorbance. 
Indirect methods rely on analyzing morphological characteristics like 
size, shape, and texture to identify and count cells in digital images. 
Automated cell counting techniques can also be classified based on 
deep learning, machine learning, or image processing approaches. 
In light of the limitations and advancements in cell counting, the 
present work aims to propose an improved methodology by building 
upon the studies conducted by Payasi and Patidar [31], Acharya and 
Kumar [21], Clarke et al. [32], and Kaur et al. [33]. These studies have 
contributed valuable insights into counting tuberculosis bacilli, red 
blood cells, colonies, and platelets, respectively. However, each study 
has specific limitations related to image preprocessing, segmentation, 
feature extraction, and counting algorithms, which the present work 
seeks to address and overcome. By incorporating advancements in 
image processing, machine learning, and other relevant techniques, 
the goal is to develop a more accurate and robust automated cell 
counting method for enhanced biomedical applications.

B. Deep Learning
In the field of automated cell counting, two primary methodologies 

are employed: detection-based and regression-based methods. 
Detection-based methods, which aim to identify and count cell centers, 
are instrumental in locating individual cells and their precise positions, 

Fig. 1. The figure shows the components of cell counting using YOLOv5 and the 
CytoSMART microscope. The sample is mixed and placed in the hemocytometer. 
The sample rests, then is covered and observed under the microscope. YOLOv5 
automatically identifies and counts the cells in the large squares. The software 
calculates the total number of cells. This completes the cell count.
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fitting specific lab conditions [18], [34], [35]. Conversely, regression-
based techniques are more suitable for assessing cell sample density 
and conditions associated with cell dispersion, rather than individual 
or clustered cells [31], [32], [36]. In related work, Kumaar et al. [37] 
proposed a novel approach for brain tumor classification using a pre-
trained Auxiliary Classifying Style-Based Generative Adversarial 
Network, demonstrating the broader applicability of machine learning 
techniques in the medical field.

In the context of automated cell counting and medical imaging, 
another study worth mentioning uses deep learning for detecting 
Ventricular Septal Defects in ultrasound images. Chen et al. (2021) 
proposed a modified YOLOv4-DenseNet algorithm for this purpose. 
They found the algorithm to be effective, and it outperformed other 
methods such as YOLOv4, YOLOv3, YOLOv3–SPP, and YOLOv3–
DenseNet in terms of the mAP-50 metric. This study demonstrates 
the applicability of deep learning methods like YOLOv4-DenseNet in 
medical imaging and could provide insights for enhancing automated 
cell counting techniques [38].

The limitations of the aforementioned methods illustrate the 
challenges inherent in cell counting and analysis. These techniques, 
while effective in their specific applications, illustrate the need for a 
more versatile approach that can account for the diversity of cell types 
and variations in cell morphology.

Kaur et al.’s method [39], for instance, uses the circular Hough 
transform to count platelets in blood images. This method is effective 
due to the size and shape characteristics of platelets. However, when 
applied to cells of different sizes and shapes, its effectiveness may 
decrease.

The machine learning approach proposed by other researchers [22] 
employs the YOLO object detection and classification algorithm to 
identify and count three types of blood cells. This method is innovative 
in its use of machine learning for cell counting, but its generalizability 
to other cell types may be limited.

In a subsequent study, an algorithm using YOLOv3 for counting red 
and white blood cells was introduced [18]. This method relies on image 
density estimation for counting grouped red blood cells, which may 
lead to inaccuracies due to variations in cell grouping and distribution.

Single-stage detector methods, such as YOLO [40], are pivotal tools 
in cell counting due to their speed, efficiency, and accuracy. They are 
typically faster than two-stage detection methods, like R-CNN (Region 
with Convolutional Neural Networks), which is a critical advantage in 
healthcare applications where time can be essential, such as in disease 
diagnosis and treatment. These methods are capable of detecting 
and classifying objects (in this case, cells) in a single pass through 
the network, which can be more efficient in terms of computational 
resources than methods requiring multiple passes [41]. Although 
single-stage detection methods may not be as precise as some two-
stage detection methods, their performance is often sufficient for 
many applications, including cell counting. In summary, single-stage 
detection methods offer a balance between speed, efficiency, and 
accuracy that makes them valuable for cell counting and analysis.

These methods exhibit the complex challenges associated with 
cell counting and analysis. They underscore the need for a method 
that is not only effective with a specific type of cell or under specific 
conditions but can also adapt to different cell types and conditions. 
This study aims to address these challenges by developing a more 
versatile and accurate approach to cell counting and analysis.

III. Methods Network

The proposed method consists of three elements: image capture 
using a CytoSMART Exact FL microscope with open API for cells in 

Neubauer plates, labeling and cell detection and counting. Due to the 
existence of several types of Neubauer plates, an additional database 
was searched to strengthen the model and then tests were performed 
with images under laboratory conditions.

A. Handling of the Neubauer Cell Counting Chamber
The counting chamber system involves placing a small amount of 

the cell suspension to be counted in the center of a special slide called 
a counting chamber. This slide has a known surface pattern and a fixed 
height. Next, the chamber is covered with a coverslip that rests on 
pillars that determine the volume of the suspension between the slide 
and the coverslip. Then, the chamber is observed under a microscope, 
and the cells or particles that are found within the areas marked by 
the pattern, are counted. Finally, the concentration of cells or particles 
in the suspension is calculated using the number of cells counted, the 
area, and the volume of the chamber. This system is mainly used in 
blood analysis, counting bacterial, sperm, and fungal cells [42].

The microscope was used to capture the information presented on 
CytoSMART Exact FL neubauer cameras. Using the 6.4 MP CMOS 
camera combined with 10x magnification, the CytoSMART Exact FL 
can view and count cells down to 4 µm in diameter [43].

B. CytoSMART Exact FL Microscope
The CytoSMART Exact FL microscope is a key tool in biological 

research due to its advanced, integrative features. Unlike other 
microscopes, it combines high-resolution imaging with cloud-based 
analysis and automated cell counting, offering a comprehensive 
solution for cellular studies. Its fluorescence capabilities allow 
visualization and quantification of fluorescently labeled cells, crucial 
for various forms of research. The cloud-based platform facilitates 
collaboration and remote analysis, fitting well with the modern trend 
of remote work. Despite its advanced features, the CytoSMART 
Exact FL is user-friendly, making it accessible to a wide user base. 
Its compact design further enhances its practicality in various lab 
settings. In essence, the CytoSMART Exact FL microscope, with its 
unique combination of features, provides convenience, efficiency, and 
accuracy, making it indispensable in cellular research [44].

C. Data Set
This research was based on the Sperm DetectionV4 Image Dataset 

[45], which consists of a total of 1024 images. Of these images, 820 
were used for training with pixel-level annotations, 104 for testing, 
and 100 for validation. For our case study, we needed data on cells 
obtained through CytoSMART’s Neubauer Exact FL cameras. Since 
object detection methods require object position data, we needed to 
create our own labels for the data. We used an annotation tool that 
exports boxes as coordinates that will be used later for training. This 
tool allowed us to locate the cells within a rectangle, generating 
a specific label for each patch. All of this was done through the 
LabelImg program, as shown in Fig 2. In total, this image set consists 
of 16 training images and 5 validation images.

D. YOLOV5
YOLOv5, the base of our proposed method, employs advanced 

modules such as Mosaic, Focus, BottleneckCSP, SPP, and PANet 
to enhance object detection performance [46]. Its architecture is 
composed of three key parts: a backbone network, a detection neck, 
and three detection heads.

The training images, denoted as I with dimensions H × W × C 
(height, width, and number of channels, respectively), first undergo 
mosaic processing before being fed into the backbone network. 
This backbone network, consisting of convolutional layers, extracts 
features at multiple scales, transforming the input image into a set of 
feature maps, F = F1, F2, ..., Fn, where each Fi has size Hi = Wi × Ci.
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Following feature extraction, these maps are then processed by the 
detection neck, which applies a series of , where T is the 
transformation operation, and  is the transformed feature map.

The detection heads make final predictions for objects of varying 
sizes. Each detection head outputs a tensor, D = D1, D2, ..., Dm, where Di 
represents a detected object and consists of the object’s category ci, 
confidence score si, and bounding box position bi = (xi, yi, wi, hi) (with 
xi, yi being the coordinates of the box’s center, and wi, hi being the 
width and height of the box, respectively).

YOLOv5 utilizes the FPN-PAN structure, CSP2 structure from 
CSPNet, and PANet as the neck for feature aggregation, improving 
the detection of objects of varying scales. The model employs a new 
FPN structure in the feature extractor, and the PAN structure helps 
transfer robust localization features from lower to higher feature 
maps, improving low-level feature propagation and enhancing the 
feature fusion capability of the Neck network [47].

The loss function for YOLOv5 was changed from binary cross-
entropy to focal loss. This can be explained as:

Binary cross-entropy loss:

 (1)

(1) Binary cross-entropy is used to judge the difference between 
the predicted result of a classification model and the true value. If the 
predicted value p(yi) is closer to 1, then the value of the loss function 
should be closer to 0, that is, the smaller the difference between the 
predicted result and the true value, the smaller the value of the loss 
function.

Focal loss:

 (2)
(2) where Lossfl is the Focal loss function, the α weight factor is 

used to regulate the balance between positive and negative samples, 
the γ weight factor is to regulate the weight balance between difficult 
samples. yi is the true value of the tag, 1 is a positive sample and the 
rest is a negative sample, p(yi) is the predicted value output by the 
network model.

Compared to the binary cross-entropy loss, the focal loss dynamically 
scales the loss contribution from easy samples and focuses on hard 
samples. By down-weighting easy examples and emphasizing hard 
examples, the focal loss accelerates model convergence and improves 
accuracy -which is important for object detection tasks like in YOLOv5.

For transfer learning, YOLO-v5 used pre-trained weights from 70 
epochs trained on the COCO dataset. The model was trained for a 
maximum of 20 trials with a patience level of 100, meaning that 
training would stop after 20 consecutive trials without improvement. 
The image resolution was set to 640 px by 640 px, and the batch size 
was 32. Model performance during training was evaluated using visual 
analysis of the training loss and validation curves. To test the model’s 
performance, a set of images with correct and faulty states were 
processed from the camera.

IV. Experimental Setup and Results

This section presents the experiments that were carried out to 
evaluate the effectiveness of the proposed approach. First, the data 
set used in the research is described, then the performed experiments 
are analyzed, and the results obtained with the proposed approach are 
compared with other competitive approaches.

A. Data Augmentation
In the context of cell counting using the YOLOv5 object detection 

model, data augmentation is applied to the microscopy image data 
of the cells. Techniques include image translation, where images are 
shifted horizontally or vertically. This can help the model generalize 
to scenarios where the cells may not be perfectly centered in the field 
of view. Rotation or scaling of images can help the model learn to 
recognize cells in various orientations and sizes. Flipping images 
horizontally or vertically can assist the model in recognizing cells 
that can appear in different orientations within a biological sample. 
Adjusting the brightness and contrast of images can help the model 
generalize to different lighting conditions that can occur during 
microscopic imaging. Lastly, image cropping can create ’new’ images 
by focusing on different parts of the original image, which can help 
the model learn to recognize cells even when only a part of them is 
visible. This is particularly useful in scenarios where cells may be 
partially obscured by other biological material.

B. Training Validation
The YOLOv5-based network was pre-trained using the sperm 

detection database, and the obtained weights were saved for future 
use. The appropriate number of epochs to train a new dataset of 
molds was determined by selecting the 205-epoch model, which took 
approximately 40 minutes to complete. During the model training 
process, the training and validation dataset was used, while an 
additional test dataset of 5 images was presented to independently 
evaluate the model performance.

C. Materials
After 50 epochs, the YOLOv5 model demonstrated good 

performance. However, as the epochs were increased, all losses 
including classification loss, box loss, and objectness loss increased, 
resulting in a decrease in the model’s performance. The YOLOv5 model 
was used to detect cells under various microscope imaging conditions 
after creating a labeled dataset to achieve optimal cell detection. 
During the model training, several image resolutions were used, but 
an appropriate image resolution of 500×500 pixels was chosen.

After training the model, the precision, recall, and average precision 
(AP) of the detected objects were calculated and compared with other 
models [46].

 (3)

 (4)

Fig. 2. The figure shows the annotation of cell images using a labeling program. 
The user loads an image, selects cells by clicking or drawing rectangles, the 
program assigns unique labels, and saves coordinate data and cell sizes. This 
process is repeated on multiple images to create a training data set that trains 
a neural network to automatically detect cells.
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 (5)

 (6)

D. Model Tuning
The study was conducted on a local machine that included a 16 

GB NVidia RTX2080 GPU, 32 GB main memory, 1.9 GHz CPU and 
SSD hard disk. cuDNN 10 was used to run YOLOv5 on this GPU. 
The YOLOv5 architecture was tuned and configured to fit the sperm 
detectionV4 image dataset by using transfer learning. Previously 
pre-trained weights were used, which were trained on the sperm 
detectionV4 dataset. The last three YOLOv5 and convolutional layers 
were adjusted to match the number of classes present in the dataset.

The original pre-trained YOLOv5 model was trained on 2 classes, 
so we reconfigured it to a single "valid" class to address the sparseness 
of our dataset. To further address data sparsity and cover semantic 
variations, we applied several data augmentation techniques before 
and during YOLOv5 training. Data augmentation parameters were 
tuned to generate multiple images from a single image and enrich 
the training data. Additionally, we set the number of batches to 6 
to increase model robustness and better fit GPU memory, and the 
number of training epochs to 50, at which point the model stabilized. 
Other hyperparameters were kept at default values [48].

Finally, we trained and tested YOLOv5 on our local machine using 
the laboratory’s dataset. We trained YOLOv5 for 50 iterations, saving 
weights every 10 iterations. We then plotted mean average precision 
(mAP) vs. a number of iterations at four different saved weight points 
to analyze performance over training.

E. Results
Fig 3 shows how the YOLOv5 model performs as it is trained. The 

top row shows the results of the model using the training set, while 
the bottom row shows the results of the model using the validation 
set. It can be seen that the accuracy of the model in detecting drone 
objects improved significantly after 50 epochs, reaching a loss of 
less than 0.03. To avoid overtraining, the early stopping technique 
was used, which means that the training process is stopped when no 

noticeable improvements in performance are observed. In Fig. 3, some 
fluctuations in the signals can be seen, which are common during the 
training process and are due to divergent weights.

Table I compares the approach proposed in this research for the 
object detection task with other competing methods in the literature. 
As shown in the table, the best results are achieved with the yolov5 
model. As the dataset used in this research contains small objects, such 
as cells, the accurate detection of these objects is a critical challenge 
for object detection models. In this context, the yolov5 model has 
proven to be an effective choice, as it achieves the best results for the 
cell detection task.

TABLE I. The Testing Results of Different Object Detection 
Algorithms. Accuracy. F1: F1-score. FPS: Frames Per Second; FPS 
Represents the Detection Speed of the Algorithm Under CPU 

Computing Conditions, Respectively

Model Accuracy Precis Recall F1Score FPS

Yolov4 0.90 0.80 0.89 0.84 30.85

Yolov5 0.92 0.84 0.91 0.87 35.86

Despite the cell model’s commendable detection rate and satisfactory 
loss value outcomes, there remain instances where the test set images 
display errors. These errors primarily arise from excessive occlusion 
and light interference that confound the localization and classification 
modules, as depicted in Fig 4.

Simultaneously, the functionality of our cell detection system is 
vividly illustrated. The system’s efficiency and precision come to the 
fore through a microscopic view of a cell sample, where bounding 
boxes produced by our system are prominently displayed. Each of 
these boxes encapsulates a single cell, thereby underlining the system’s 
adeptness in accurately identifying and isolating individual cells 
within the sample. This integration of the two paragraphs provides a 
balanced view of the system’s capabilities and areas for improvement.

The application of deep learning models in cell counting has shown 
promising results, improving accuracy and efficiency in biological 
research. This article focuses on the evaluation of YOLOv5 in 
comparison with its predecessor, YOLOv4, for automatic cell counting 
using fluorescence microscopy.
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Fig. 3. YOLOv5: (top row) training, and (bottom row) validation graphs.
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The choice to compare YOLOv5 with YOLOv4 is deliberate. YOLOv4 
is a previous version of the You Only Look Once (YOLO) series of 
object detection models. Comparing YOLOv5 with YOLOv4 allows us 
to highlight the improvements and advancements in the latest version, 
demonstrating why YOLOv5 is a more suitable choice for our study.

F. Counting Result
The cell counting results from the computer vision models are 

summarized in Table II. The YOLOv5 model achieved a mean relative 
error of 1.84% on the cell counting task, significantly outperforming 
the U-Net model which attained an error of 39.9%. This substantial 
discrepancy in performance can be attributed to the superior ability 
of the YOLOv5 framework to handle the complexity and nuances 
of the cell counting environment. In particular, the YOLOv5 model 
can efficiently detect objects amid semantic clutter and occlusions, 
enabling it to generate more accurate cell counts than the U-Net 
approach which struggles with such challenging conditions.

TABLE II.: Microscope Cell Count Results With the Yolov5 and 
Semantics Technique, Where N Tests Is the Number of Tests, R Error Is 

the Relative Error, and A RE Error Is the Average Relative Error

Techniques Exp N Test Re Error A R Error FPS

Yolo V5

1 201/201 0%

1.84%

28

2 150/148 1.3% 36

3 522/500 4.21% 30

4 323/317 1.86% 35

U-Net [49]

1 201/124 38.30%

39.9%

28

2 150/86 42.66% 36

3 522/284 45.59% 30

4 323/216 33.12% 35

In the domain of automated cell counting, various models exhibit 
different levels of precision and operational efficiency. This work 
examines and contrasts two methodologies: YOLOv5, U-Net, and 
OpenCV. Table II presents experimental results using these techniques, 

comparing their relative errors and processing speed (FPS). The 
evaluation includes U-Net, a deep-learning model previously used in 
our laboratory, and YOLOv5, the most recent model adopted for cell 
detection and counting.

OpenCV is a programming function library used alongside U-Net 
for cell counting after segmentation. Performance metrics, namely 
relative error and FPS, provide a comprehensive evaluation of each 
model’s capabilities. Relative error quantifies the deviation between 
expected and actual cell counts, whereas FPS measures the speed of 
processing frames, thereby demonstrating each model’s efficiency.

V. Conclusion

In this work, we demonstrate the application of a deep learning 
system for cell counting. The proposed YOLOv5 model, applied to 
CytoSMART Exact FL microscope images, enables a customized 
tool for the specific use case of counting different cells studied in 
the laboratory. Our model adopted object detection and multi-object 
tracking technology to achieve feasible cell detection and counting. 
The proposed architecture was compared with a segmentation-based 
method, which yielded promising results by outperforming the 
current method implemented in the laboratory. The introduction of 
semantic expert context labels improves the detection of clustered 
or overlapping cells. Automating cell counting could save time 
spent on this tedious and time-consuming task, freeing workers to 
focus on other important tasks and reducing costs and workload. 
The network used transfer learning to adapt network weights from 
a Sperm DetectionV4 database. To verify the effectiveness of the 
algorithm, a dataset of cell count use cases obtained in the laboratory 
was used to train and test the algorithm. Experimental results indicate 
that, compared to the original U-Net segmentation-based network 
implemented in the laboratory, the improved network achieves faster 
image processing, averaging 32.25 fps versus 0.95 fps per image for 
the previous system. The accuracy, precision, recall and F1 score for 
detection between YOLOv4 90%, 80%, 89% and 84%, and YOLOv5 
reached 92%, 84%, 91% and 87%, respectively. Counting performance 
had a mean relative error of 1.84% for YOLOv5 versus 39.9% for U-Net, 
demonstrating considerable improvement.

As future work it is necessary to expand the database to include a 
larger number of events for which the current algorithm may not be 
prepared, this could give a better perspective if there are changes in 
scale or new cells are brought into the laboratory.

Acknowledgements

This work has been supported by the project “XAI -Sistemas 
Inteligentes Auto Explicativos creados con Módulos de Mezcla de 
Expertos”, ID SA082P20, financed by Junta Castilla y León, Consejería 
de Educación, and FEDER funds.

References

[1] M. Anderson, P. Hinds, S. Hurditt, P. Miller, D. McGrowder, R. Alexander-
Lindo, “The microbial content of unexpired pasteurized milk from 
selected supermarkets in a developing country,” Asian Pacific journal of 
tropical biomedicine, vol. 1, no. 3, pp. 205–211, 2011.

[2] T. E. Gray, D. G. Thomassen, M. J. Mass, J. C. Barrett, “Quantitation of 
cell proliferation, colony formation, and carcinogen induced cytotoxicity 
of rat tracheal epithelial cells grown in culture on 3t3 feeder layers,” In 
Vitro, pp. 559–570, 1983.

[3] Y. Li, G. Hetet, A.-M. Maurer, Y. Chait, D. Dhermy, J. Briere, “Spontaneous 
megakaryocyte colony formation in myeloproliferative disorders is not 
neutralizable by antibodies against il3, il6 and gm-csf,” British journal of 
haematology, vol. 87, no. 3, pp. 471–476, 1994.

Fig. 4. Visual Representation of the YOLOv5 Model Detecting Minute Cells in 
a Functional System.



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº3

- 70 -

[4] W. Xie, J. A. Noble, A. Zisserman, “Microscopy cell counting and detection 
with fully convolutional regression networks,” Computer methods in 
biomechanics and biomedical engineering: Imaging & Visualization, vol. 6, 
no. 3, pp. 283–292, 2018.

[5] T. Falk, D. Mai, R. Bensch, Ö. Çiçek, A. Abdulkadir, Y. Marrakchi,  A. 
Böhm,  J. Deubner,  Z. Jäckel, K. Seiwald, et al., “U-net: deep learning for 
cell counting, detection, and morphometry,” Nature methods, vol. 16, no. 
1, pp. 67–70, 2019.

[6] V. Gallego Albiach, L. M. Pérez Igualada, “Estimación de la densidad 
celular mediante el uso de cámaras de recuento,” 2021.

[7] C. Wilson, R. Lukowicz, S. Merchant, H. Valquier- Flynn, J. Caballero, 
J. Sandoval, M. Okuom, C. Huber, T. D. Brooks, E. Wilson, et al., 
“Quantitative and qualitative assessment methods for biofilm growth: a 
mini-review,” Research & reviews. Journal of engineering and technology, 
vol. 6, no. 4, 2017.

[8] G. M. Knight, E. Dyakova, S. Mookerjee, F. Davies, E. T. Brannigan, J. 
A. Otter, A. H. Holmes, “Fast and expensive (pcr) or cheap and slow 
(culture)? a mathematical modelling study to explore screening for 
carbapenem resistance in uk hospitals,” BMC medicine, vol. 16, no. 1, pp. 
1–11, 2018.

[9] B. Song, B. Zhuge, H. Fang, J. Zhuge, “Analysis of the chromosome ploidy 
of candida glycerinogenes,” Wei Sheng wu xue bao= Acta Microbiologica 
Sinica, vol. 51, no. 3, pp. 326–331, 2011.

[10] S. I. Kim, H. J. Kim, H.-J. Lee, K. Lee, D. Hong, H. Lim, K. Cho, N. Jung, 
Y. W. Yi, “Application of a non- hazardous vital dye for cell counting 
with automated cell counters,” Analytical biochemistry, vol. 492, pp. 8– 
12, 2016.

[11] D. Wang, M. Hwang, W.-C. Jiang, K. Ding, H. C. Chang, K.-S. Hwang, 
“A deep learning method for counting white blood cells in bone marrow 
images,” BMC bioinformatics, vol. 22, no. 5, pp. 1–14, 2021.

[12] X. Zhu, S. Lyu, X. Wang, Q. Zhao, “Tph-yolov5: Improved yolov5 based 
on transformer prediction head for object detection on drone-captured 
scenarios,” in Proceedings of the IEEE/CVF international conference on 
computer vision, 2021, pp. 2778–2788.

[13] S.-J. Lee, P.-Y. Chen, J.-W. Lin, “Complete blood cell detection and 
counting based on deep neural networks,” Applied Sciences, vol. 12, no. 
16, p. 8140, 2022.

[14] Y. Egi, M. Hajyzadeh, E. Eyceyurt, “Drone-computer communication 
based tomato generative organ counting model using yolo v5 and deep-
sort,” Agriculture, vol. 12, no. 9, p. 1290, 2022.

[15] S. Xiang, S. Wang, M. Xu, W. Wang, W. Liu, “Yolo pod: a fast and accurate 
multi-task model for dense soybean pod counting,” Plant Methods, vol. 
19, no. 1, p. 8, 2023.

[16] R. K. Purwar, S. Verma, “Analytical study of yolo and its various versions 
in crowd counting,” in Intelligent Data Communication Technologies and 
Internet of Things: Proceedings of ICICI 2021, Springer, 2022, pp. 975–989.

[17] S. He, K. T. Minn, L. Solnica-Krezel, M. A. Anastasio, H. Li, “Deeply-
supervised density regression for automatic cell counting in microscopy 
images,” Medical Image Analysis, vol. 68, p. 101892, 2021.

[18] D. Zhang, P. Zhang, L. Wang, “Cell counting algorithm based on yolov3 
and image density estimation,” in 2019 IEEE 4th international conference 
on signal and image processing (ICSIP), 2019, pp. 920–924, IEEE.

[19] S. L. Flórez, A. González-Briones, G. Hernández, F. de la Prieta, 
“Automated counting via multicolumn network and cytosmart exact fl 
microscope,” in Ambient Intelligence—Software and Applications—13th 
International Symposium on Ambient Intelligence, 2023, pp. 207–218, 
Springer.

[20] S. Chakraborty, C. Das, K. Ghoshal, M. Bhattacharyya, A. Karmakar, S. 
Chattopadhyay, “Low frequency impedimetric cell counting: analytical 
modeling and measurements,” IRBM, vol. 41, no. 1, pp. 23–30, 2020.

[21] A. Aijaz, D. Trawinski, S. McKirgan, B. Parekkadan, “Non-invasive cell 
counting of adherent, suspended and encapsulated mammalian cells 
using optical density,” BioTechniques, vol. 68, no. 1, pp. 35–40, 2020.

[22] M. M. Alam, M. T. Islam, “Machine learning approach of automatic 
identification and counting of blood cells,” Healthcare technology letters, 
vol. 6, no. 4, pp. 103– 108, 2019.

[23] J. Matas, O. Chum, M. Urban, T. Pajdla, “Robust wide-baseline stereo 
from maximally stable extremal regions,” Image and vision computing, 
vol. 22, no. 10, pp. 761–767, 2004.

[24] C. Arteta, V. Lempitsky, J. A. Noble, A. Zisserman, “Learning to detect cells 

using non-overlapping extremal regions,” in Medical Image Computing 
and Computer-Assisted Intervention–MICCAI 2012: 15th International 
Conference, Nice, France, October 1-5, 2012, Proceedings, Part I 15, 2012, pp. 
348–356, Springer.

[25] V. Acharya, P. Kumar, “Identification and red blood cell automated 
counting from blood smear images using computer-aided system,” 
Medical & biological engineering & computing, vol. 56, pp. 483–489, 2018.

[26] M. L. Clarke, R. L. Burton, A. N. Hill, M. Litorja, M. H. Nahm, J. Hwang, 
“Low-cost, high-throughput, automated counting of bacterial colonies,” 
Cytometry Part A, vol. 77, no. 8, pp. 790–797, 2010.

[27] A. Vembadi, A. Menachery, M. A. Qasaimeh, “Cell cytometry: Review and 
perspective on biotechnological advances,” Frontiers in bioengineering 
and biotechnology, vol. 7, p. 147, 2019.

[28] M. M. Alam, M. T. Islam, “Machine learning approach of automatic 
identification and counting of blood cells,” Healthcare technology letters, 
vol. 6, no. 4, pp. 103– 108, 2019.

[29] P. J. Schüffler, T. J. Fuchs, C. S. Ong, P. J. Wild, N. J. Rupp, J. M. Buhmann, 
“Tmarker: A free software toolkit for histopathological cell counting and 
staining estimation,” Journal of pathology informatics, vol. 4, no. 2, p. 2, 
2013.

[30] R. J. Santen, “Automated estimation of diploid and tetraploid nuclei with 
an electronic particle counter,” Experimental Cell Research, vol. 40, no. 2, 
pp. 413–420, 1965, doi:  10.1016/0014-4827(65)90274-0.

[31] Y. Payasi, S. Patidar, “Diagnosis and counting of tuberculosis bacilli using 
digital image processing,” in 2017 international conference on information, 
communication, instrumentation and control (ICICIC), 2017, pp. 1–5, IEEE.

[32] M. L. Clarke, R. L. Burton, A. N. Hill, M. Litorja, M. H. Nahm, J. Hwang, 
“Low-cost, high-throughput, automated counting of bacterial colonies,” 
Cytometry Part A, vol. 77, no. 8, pp. 790–797, 2010.

[33] P. Kaur, V. Sharma, N. Garg, “Platelet count using image processing,” 
in 2016 3rd International conference on computing for sustainable global 
development (INDIACom), 2016, pp. 2574–2577, IEEE.

[34] V. Acharya, P. Kumar, “Identification and red blood cell automated 
counting from blood smear images using computer-aided system,” 
Medical & biological engineering & computing, vol. 56, pp. 483–489, 2018.

[35] C. Arteta, V. Lempitsky, J. A. Noble, A. Zisserman, “Detecting overlapping 
instances in microscopy images using extremal region trees,” Medical 
image analysis, vol. 27, pp. 3–16, 2016.

[36] W. Xie, J. A. Noble, A. Zisserman, “Microscopy cell counting and detection 
with fully convolutional regression networks,” Computer methods in 
biomechanics and biomedical engineering: Imaging & Visualization, vol. 6, 
no. 3, pp. 283–292, 2018.

[37] M. A. Kumaar, D. Samiayya, V. Rajinikanth, D. Raj Vincent PM, S. Kadry, 
“Brain tumor classification using a pre-trained auxiliary classifying 
style-based generative adversarial network,” 2023.

[38] S.-H. Chen, C.-W. Wang, I. Tai, K.-P. Weng, Y.-H. Chen, K.-S. Hsieh, et al., 
“Modified yolov4-densenet algorithm for detection of ventricular septal 
defects in ultrasound images,” 2021.

[39] P. Kaur, V. Sharma, N. Garg, “Platelet count using image processing,” 
in 2016 3rd International conference on computing for sustainable global 
development (INDIACom), 2016, pp. 2574–2577, IEEE.

[40] M. Yuzkat, H. O. Ilhan, N. Aydin, “Detection of sperm cells by single-
stage and two-stage deep object detectors,” Biomedical Signal Processing 
and Control, vol. 83, p. 104630, 2023.

[41] W. Han, L. Cao, S. Xu, “A method of the coverage ratio of street trees 
based on deep learning.,” International Journal of Interactive Multimedia 
& Artificial Intelligence, vol. 7, no. 5, 2022.

[42] J. G. A. Barbedo, “Automatic object counting in neubauer chambers,” 
Scientific. net, 2013, doi: 10.14209/sbrt.2013.224.

[43] M. J. Sanderson, I. Smith, I. Parker, M. D. Bootman, “Fluorescence 
microscopy,” Cold Spring Harb. Protoc., vol. 2014, p. db.top071795, Oct. 
2014.

[44] X. Xu, Y. Feng, C. Han, Z. Yao, Y. Liu, C. Luo, J. Sheng, “Autophagic 
response of intestinal epithelial cells exposed to polystyrene nanoplastics,” 
Environmental Toxicology, vol. 38, no. 1, pp. 205–215, 2023.

[45] king mongkuts university of technology thonburi, “sperm detectionv4 
dataset.” https://universe.roboflow.com/king-mongkuts-university-of-
technology-thonburi-ybmh7/sperm-detectionv4, feb 2023. [Online]. 
Available: https://universe.roboflow.com/king-mongkuts-university-of-
technology-thonburi-ybmh7/sperm-detectionv4, visited on 2023-03-07.



Special Issue on Practical Applications of Agents and Multi-Agent Systems

- 71 -

[46] Z. Wang, L. Jin, S. Wang, H. Xu, “Apple stem/calyx real-time recognition 
using yolo-v5 algorithm for fruit automatic loading system,” Postharvest 
Biology and Technology, vol. 185, p. 111808, 2022.

[47] X. Dong, S. Yan, C. Duan, “A lightweight vehicles detection network 
model based on yolov5,” Engineering Applications of Artificial Intelligence, 
vol. 113, p. 104914, 2022.

[48] N. Al-Qubaydhi, A. Alenezi, T. Alanazi, A. Senyor, N. Alanezi, B. Alotaibi, 
M. Alotaibi, A. Razaque, A. A. Abdelhamid, A. Alotaibi, “Detection of 
unauthorized unmanned aerial vehicles using yolov5 and transfer 
learning,” Electronics, vol. 11, no. 17, p. 2669, 2022.

[49] S. L. Flórez, A. González-Briones, G. Hernández, F. de la Prieta, 
“Automated counting via multicolumn network and cytosmart exact fl 
microscope,” in International Symposium on Ambient Intelligence, 2022, 
pp. 207–218, Springer.

Sebastian Lopez Florez

Mr.Sebastian Lopez Florez received his Mechatronics 
Engineering and the MSc degree in Electrical Engineering. 
Both degrees were received from Universidad Tecnológica 
de Pereira (UTP). He is currently working as candidato a 
doctor en la Universidad de Salamanca in a program EU 
Horizon 2020 Marie Skłodowska-Curie European Training 
Network on Internet of Things. His current research 

interests include developing flexible, interpretable, and scalable machine 
learning models, often involving deep learning, Gaussian processes, and kernel 
learning.

Carlos Ramos

The director of Gecad (the Knowledge Engineering and 
Decision Support Research Centre) and coordinator professor  
at  the  Polytechnic of Porto’s Institute of Engineering. His 
main areas of interest are ambient intelligence, knowledge-
based systems, decision support systems, multiagent 
systems, and planning. He received his PhD in electrical and 
computer engineering from the University of Porto. He’s 

a member of the IEEE. Contact him at ISEP, Rua Dr. António Bernardino de 
Almeida, 431, 4200-072 Porto, Portugal; csr@isep.ipp.pt.

Alfonso González-Briones

Alfonso González-Briones earned a Ph.D. in Computer 
Engineering in 2018 at the University of Salamanca; 
his thesis obtained the second place in the 1st 
SENSORS+CIRTI Award for the best national thesis in 
Smart Cities (CAEPIA 2018). At the same University, he 
had also obtained a Bachelor of Technical Engineering 
in Computer Engineering (2012), a Bachelor’s Degree in 

Computer Engineering (2013), and a Master’s Degree in Intelligent Systems 
(2014). Since 2014, Alfonso González Briones has worked in different public 
research centres, such as the BISITE Research Group, and at Complutense 
University of Madrid as a “Juan De La Cierva” Postdoc. Currently, Alfonso 
González Briones is Associate Professor at the University of Salamanca in the 
Department of Computer Science and Automation.

Fernando De la Prieta Pintado

Associate Professor at the University of 
Salamanca Department of Computer Science and 
Automation,University of Salamanca. Over the past years, 
he has followed a clearly defined line of research, focusing 
on the integration of multi-agent organisations, machine 
learning and advanced architectures in different fields. He 
has worked on more than 90 research projects.  In addition, 

he has participated in more than 30 research contracts, in some of them as the 
principal investigator. As a result of his work, around 40 intellectual properties 
have been registered. He has done several stays abroad (pre- and post-doctoral) 
in Portugal, Japan and South Korea. He has also taken an active part in the 
organisation of international conferences, some of them included in the CORE 
ranking: IEEE-GLOBECOM (core B), ICCBR (Core B), CEDI, PAAMS (core 
C), ACM-SAC (core B), IEEE-FUSION (core C), and others.

Guillermo Hernández González

Ph.D. in “Fundamental Physics  and  Mathematics” and 
a “Master in Intelligent Systems” from the University 
of Salamanca. He also holds other degrees in the fields 
of Physics, Computer Science and Mathematics. His 
current research focuses on the lines of machine learning, 
deep learning, natural language processing and visual 
analytics. He currently enjoys a postdoctoral contract at the 

University of Salamanca on self-explanatory intelligent systems.Additionally, 
he has worked on the applications of laser acceleration systems to biological 
tissue irradiation, where he has made several contributions to fields such as 
radiation-matter interaction and characterization of ultrashort pulse-generated 
emissions. He has also worked in the field of radioprotection and shielding 
design.


