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Abstract

The lung is a vital organ in human physiology and disease in lung causes various health issues. The acute 
disease in lung is a medical emergency and hence several methods are developed and implemented to detect 
the lung abnormality. Tuberculosis (TB) is one of the common lung disease and premature diagnosis and 
treatment is necessary to cure the disease with appropriate medication. Clinical level assessment of TB is 
commonly performed with chest radiographs (X-ray) and the recorded images are then examined to identify 
TB and its harshness. This research proposes a TB detection framework using integrated optimal deep and 
handcrafted features. The different stages of this work include (i) X-ray collection and processing, (ii) Pre-
trained Deep-Learning (PDL) scheme-based feature mining, (iii) Feature extraction with Local Binary Pattern 
(LBP) and Discrete Wavelet Transform (DWT), (iv) Feature optimization with Firefly-Algorithm, (v) Feature 
ranking and serial concatenation, and (vi) Classification by means of a 5-fold cross confirmation. The result 
of this study validates that, the ResNet18 scheme helps to achieve a better accuracy with SoftMax (95.2%) 
classifier and Decision Tree Classifier (99%) with deep and concatenated features, respectively. Further, overall 
performance of Decision Tree is better compared to other classifiers.
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I. Introduction

LUNGS are one of the chief internal organs in human physiology 
and infectious and acute disease in the lung will always lead to a 

medical emergency. Even though several preventive actions are taken, 
the occurrence rate of the infectious disease is steadily increasing due 
to different causes and appropriate recognition and treatment will 
help in reducing the impact of the syndrome and its spread.

An infection in the lungs will cause a severe respiratory problemand 
untreated lung disease causes increased morbidity and mortality. 
Tuberculosis (TB) is a communicable disease in the lungs, which 
causes a severe diagnostic burden globally. The occurrence rate of TB 
in a person is closely associated with the immune system and a weaker 
immune system will increase the chance of having TB [1] - [4].

TB is a communicable illness, which is initiated by a bacteria named 
Mycobacterium-Tuberculosis and the bacteria will spread through the 

air from an infected person. The discussion by Zaman [5] points to 
TB as one of the earliest diseases in mankind and along with the lung, 
it will affect sensitive organs, such as the brain, kidneys, spine, and 
intestines. TB easily affects people having a lower immune system and 
the happening rate of TB is progressively raising in low- and middle-
income countries and causes a severe diagnostic burden. The report 
of World-Health-Organization (WHO) lists TB among one of the 
top 10 causes of death and hence several awareness and vaccination 
programs are regularly conducted to reduce TB. This report points out 
that, around 10 million global populations are infected with TB and 
this infection is small in children (12%) compared to adults and the 
elderly. Further, TB is found more in men (56%) compared to women 
(32%) and appropriate prevention and medication are necessary to 
control the occurrence rate and spread of TB [6].

The infection level of TB in a person is primarily tested using; (i) TB 
skin test and (ii) TB blood test [7], [8]. When the above tests confirm 
the risk of TB, the person is then diagnosed with bio-medical imaging 
procedures, such as Computed-Tomography (CT) scan and Chest 
Radiograph (X-ray) scan. Chest X-ray is widely preferred in detecting 
TB infection compared to CT because of its simplicity, reputation, and 
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cost. The recorded X-ray slices are then inspected by an experienced 
pulmonologist and based on the detected infection score; the doctor 
will plan for necessary medication/treatment to cure the patient. In 
recent years computerized diagnostic procedures are widely employed 
to support doctors in detection, decision making, and treatment 
planning processes. Further, the employment of Artificial Intelligence 
(AI) and Deep-Learning (DL) schemes helped in increasing the 
diagnostic accuracy and speed of computerized methods employed in 
hospitals [9]-[11].

The recent literature confirms the implementation of pre-trained/
customary Deep-Learning-Procedure (DLP) to detect disease in various 
bio-medical image modalities [12]-[14]. Pre-trained schemes are widely 
employed due to their simplicity, readiness, and adaptability and a 
number of X-ray detection with pre-trained DLP confirmed its merit in 
accurately detecting the disease with appropriate clinical significance.

This research aims to develop a TB detection framework to inspect 
X-ray slices with improved accuracy. The proposed scheme consists 
of the following phases: (i) Image collection and initial processing, (ii) 
Employment of DLP to mine the deep features, (iii) Image enhancement 
and feature extraction using weighted Local Binary Pattern (LBP) 
and Discrete Wavelet Transform (DWT), (iv) Feature optimization 
using Firefly-Algorithm (FA), (v) Feature ranking and serial feature 
concatenation and (vi) Binary classification and validation. 

 This framework considered pre-trained DLP, such as AlexNet, 
VGG16, VGG19, ResNet18, ResNet50 and ResNet101 for the 
demonstration [15]-[18]. An experimental investigation is performed 
using X-ray images considered in the research work of Rahman et al. 
[19] and this experimental investigation confirms that ResNet18 with 
SoftMax helped to get better TB detection accuracy (95.2%) with deep 
features. Further, the ResNet18 scheme executed with a Decision Tree 
(DT) classifier helped to achieve a TB detection accuracy of 99% with 
integrated deep, LBP and DWT features. This research confirms that 
the pre-trained ResNet18 along with the proposed features helped to 
acquire an improved TB screening on the adopted image datasets.

The main contributions of this research include:

(i) Assessment of pre-trained DLP on chosen image database

(ii) Firefly algorithm supported feature optimization

(iii) Validating the significance of the proposed technique with similar 
existing works.

The remaining sections of this study are structured as follows: 
Section II presents the motivation behind this research, Sections III 
and IV present the context and methodology. Section V presents 
experimental results and discussions, and the conclusion of our 
research is presented in Section VI.

II. Motivation

In the literature, a considerable amount of TB screening measures is 
presented using pre-trained/customary DLP and every method helps 
to get an appropriate result. 

The proposed research is motivated by the recent works of Rahman 
et al. [19] and Rajakumar et al. [20] who invented a pre-trained DLP to 
examine the TB in X-ray images and attained considerable accuracy. 
Particularly, the work of   Rahman et al. [19] presented two schemes; 
(i) Without segmentation and (ii) With segmentation and the overall 
detection performance of the TB detection framework is claimed to be 
superior compared to alternatives. 

Employment of Convolutional Neural Network (CNN) segmentation 
and classification is a challenging as well as computationally complex 
task even though the pre-trained CNN schemes are adopted. The recent 
literature claims that the integration of the deep and handcrafted 

features helps to achieve better disease detection irrespective of the 
image modalities [21]. 

Hence, in this research, a Disease Detection Framework (DDF) is 
proposed to improve TB detection accuracy using pre-trained DLP 
with integrated features.

III. Related Work

The development of clinically significant DDF is necessary for 
accurate recognition and analysis of TB from X-ray images. In the 
literature, a number of DDF are presented using various AI and DLP 
techniques to recognize TB.  

TB detection with a chosen AI/DLP involves in; clinical grade 
image collection and processing, DDF implementation for disease 
diagnosis, sharing the findings to the pulmonologist for decision 
making, treatment implementation and curing the patient. In this 
work, DDF development and implementation play a major role in 
automatic TB detection systems and the findings of this scheme can 
also be preserved to create disease models to improve the TB diagnosis 
process. Some chosen earlier DDFs proposed to identify the TB in 
X-ray are summarized in Table I.

TABLE I. Outline of Recent TB Detection Methods Using X-ray

Reference Procedure Database Findings

Afzali et al. 
[22]

Contour-supported shape 
descriptor method to 

distinguish the TB in X-ray

Montgomery 
dataset [23]

Accuracy 
92.86%

Hijazi et al. 
[24]

Integrated Canny edge 
recognition and DLP is 
discussed to detect TB.

Montgomery 
and Shenzhen 
datasets [23]

Accuracy 
89.77%

Hooda et 
al. [25]

DLP with seven 
convolutional and three fully 
connected layers is employed 

to detect TB and achieved 
94.73% overall accuracy.

Montgomery 
and Shenzhen 
datasets [23]

Accuracy 
94.73%

Rahman et 
al. [19]

Implementation of DLP 
with and without lung 

segmentation is discussed.

IEEE-Dataport 
[26]

Accuracy 
96.47%

Rajakumar 
et al. [20]

A dual deep scheme with 
integrated VGG16 and 

VGG19 is presented to detect 
the TB in X-ray pictures.

Montgomery 
and Shenzhen 
datasets [23]

Accuracy 
98.60% 

 (with CNN 
segmentation)

Rohilla et 
al. [27]

Detection of TB using 
AlexNet and VGG16 are 

presented.

Montgomery 
and Shenzhen 
datasets [23]

Accuracy 
97.25%

Kadry et 
al. [28]

VGG-UNet based joint 
segmentation and 

classification using deep 
and handcrafted features 
optimized with spotted 

hyena algorithm.

IEEE-Dataport 
[26]

Accuracy 
99.22%

Ramya et 
al. [29]

VGG19 based TB detection 
using seagull-algorithm.

IEEE-Dataport 
[26]

Accuracy 
98.62%

Earlier works in the literature implemented customary/pre-trained 
DLP to inspect the X-ray imagery related to TB using Montgomery 
dataset [23], Shenzhen dataset [23] and IEEE-Dataport [26] and every 
method discussed its merit on the considered database. The work 
of Kadry et al. [28] implements VGG-UNet scheme and achieves 
a detection accuracy of 99.22%. This approach is complex and time 
consuming compared to the proposed work, since it implemented 
segmentation and the classification task. The proposed research 
initially implemented the pre-trained DLP and tested its performance 
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using SoftMax with a 5-fold cross-validation and confirmed that the 
ResNet18 provides better accuracy on the considered database. 

After confirming the performance with deep features, the 
handcrafted features like LBP and DWT are then extracted from the 
test images and are then reduced using the FA. The reduced deep, 
LBP and DWT features are then successively concatenated, and the 
obtained feature vector is then considered to test the performance of 
the proposed DDF with SoftMax and other binary classifiers found in 
the literature [30]-[33]. 

The experimental outcome of this research confirms that ResNet18 
with DT offers better TB detection compared to other methods.

IV. Methodology

Computerized disease screening is widely preferred in hospitals to 
decrease the investigative burden of doctors [34]-[36]. In most cases, 
computerized approaches are operated by skilled workers under the 
supervision of the doctors and the result (report) generated by the 
computer algorithm is shared with the doctor along with the patient 
information [37]-[39]. The doctor verifies the report and plans the 
necessary treatment procedure for the patient. 

This work proposes a DLP-based DDF to distinguish TB in X-ray 
images and to improve TB detection accuracy, the image enhancement 
methods, such as LBP and DWT are adopted and integrated with the 
DLP. Fig. 1 depicts the basic framework proposed to examine the 
X-ray images of normal and TB class using the pre-trained ResNet18 
scheme.  Implementation of the pre-trained DLP-based TB detection 
is implemented using PythonⓇ software and other works, such as 
feature extraction (LBP and DWT) and FA-based optimization are 
implemented in MatlabⓇ and the outcomes are then evaluated in 
Python’s workspace. 
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Fig. 1.  TB detection framework with ResNet18.

In this work, the required test images of Normal/TB class are 
collected from the benchmark datasets, and then every image is 
resized to 230x230x3 pixels. After the resizing, the test image database 
is separated into two sections, forming training and validation sets. 
The training set is initially considered to train the pre-trained models 
with a chosen image dimension (227x227x3 pixels for AlexNet and 
224x224x3 pixels for the remaining DLP). 

After the training, the performance of DDF is then verified using 
the validation images with a 5-fold cross-validation process and the 
necessary metrics, such as Accuracy (ACC), Misclassification (MIC), 
Precision (PRE), Sensitivity (SEN), Specificity (SPE), F1-Score (F1S) 
and Negative Predictive Value (NPV).  Initially, the performance of the 
proposed scheme is tested using SoftMax and then, other well-known 
classifiers, such as Naïve-Bayes (NB), Linear-Discriminant analysis 
(LD), Decision-Tree (DT), Random-Forest (RF), K-Nearest Neighbor 
(KNN) and linear kernel Support-Vector-Machine (SVM) are considered.  

This procedure is initially implemented using only the deep features 
and then repeated using FA optimized Deep, LBP and DWT feature set 
and the results are presented and discussed. 

A. Image Database
The necessary test images for this research are acquired from the 

dataset by Rahman et al. [19] found in [26]. It consists of 7000 images 
(3500 TB and 3500 normal) of high clinical grade. 

In this work, the test images which are having cropped sections are 
ignored and only 5000 images (2500 TB and 2500 normal) alone are 
considered for experimental investigation. 

Before using the test images, every image is resized into 230x230x3 
pixels, in which 90% (2250 images) images are considered for training 
the DLP and 10% (250 images) are utilized for validation. Further, the 
combined training and validation images are considered to test the 
performance of this scheme with 5-fold cross validation to prevent 
overfitting. Some sample test images of the dataset considered in this 
work are presented in Fig. 2. 
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Fig. 2.  Sample test images representing the normal and TB class X-ray.

B. Deep-Learning Procedure
Implementation of pre-trained/customary DLP is widely adopted to 

examine the clinical images recorded with a range of modalities and 
the DLP developed for a particular modality will work well on other 
modalities when it is trained with the new database of interest. 

Developing and implementing a customary DLP is computationally 
complex, and it needs a considerable number of images to test and 
validate the performance. Hence, pre-trained DLPs are widely adopted 
to screen the medical images recorded with varied modalities. The 
conventional pre-trained DLPs are trained with the ImageNet database 
and a transfer-learning methodology helps to implement these 
schemes towards the new medical dataset which is to be examined.

In the proposed research, the pre-trained schemes, such as AlexNet, 
VGG16, VGG19, ResNet18, ResNet50 and ResNet101 are considered 
to categorize the considered X-ray image dataset into Normal/TB 
class. Initially, the performance of these DLPs is tested using SoftMax 
classifiers and the attained outcome confirms that the ResNet18 helped 
to get a better accuracy compared to other methods. 

Table II presents the information regarding the DLPs and their 
network parameters considered in this study. To implement a fair 
assessment, every network is assigned with similar parameters and the 
classification accuracy alone is adopted as the performance evaluation 
metric. In every image case, data augmentation is employed using; 
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horizontal flip, vertical flip, rotation=20º, zoom=0.2, width shift=0.2, 
height shift=0.2, and shear range=0.1. 

These images help the DLP to understand the information in the 
test pictures appropriately. 

The ResNet18 has a simple structure compared to its variants and 
in the proposed work, this scheme helped to get better classification 
accuracy and therefore this architecture was considered to detect TB 
using deep and integrated deep, LBP and DWT features.

C. Handcrafted Features
The performance of automatic medical image examination is 

monitored by the features extracted from the test images considered 
for the assessment. 

These features represent the technical information existing in 
the images and play a vital role in automatic segmentation and 
classification tasks in machine learning as well as DLP. The choice 
of a particular feature extraction procedure depends on; (i) Image 
modality, (ii) Methodology and (iii) Insight obtained from earlier 
literature. The previous works in the literature verify the use of LBP 
and DWT features to examine a class of images [40],[28],[29].

1. Weighted Local Binary Pattern
If LBP is an approved technique to mine the pixel level information 

from grayscale images and every LBP-treated image will help to get 
a one-dimensional feature vector of size 1x1x59. Recent procedures 
considered the LBP technique to mine the features from the normal/
disease class images and in this work, the LBP of varied weights (W= 
1 to 4) discussed in Gudigar et al. [40] is considered. 

Fig. 3 presents the weighted LBP enhanced TB class X-ray image 
and Fig 3(a) to (d) presents the images enhanced with various weights. 
Every X-ray picture is treated with this technique with chosen weights 
and the necessary features of size 1x1x236 are mined.  

For the normal class X-ray images, approximately similar results 
are obtained. Other information related to the LBP features can be 
found in [16].

(a) W=1 (b) W=2 (c) W=3 (d) W=4

Fig. 3.  Weighted LBP treated TB class X-ray pictures for W=1 to 4.

The LBP features of this study can be found below:

 (1)

 (2)

 (3)

 (4)

 (5)

Eqns. (1) to (4) present the features extracted for W=1 to 4 
respectively and Eqn. (5) presents the arithmetic sum of total features 
extracted from all four images

2. Discrete Wavelet Transform
The concept of DWT-based feature extraction is one of the most 

widely adopted techniques and in this method, the chosen test image 
(RGB/grayscale) is divided into 4 sections, such as approximate- (LL), 
vertical- (LH), horizontal- (HL) and diagonal-coefficients (HH) and 
from every picture, necessary features are extracted as discussed in 
the work of Mirniaharikandehei et al. [41]. 

This work pointed out the essential 13 features to be extracted from 
the DWT treated images (contrast, correlation, energy, homogeneity, 
mean, standard-deviation, entropy, root-mean-square-level, variance, 
smoothness, kurtosis, skewness, and inverse-difference-moment) as 
discussed in the earlier research.
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Fig. 4.  Normal/TB class X-ray images enhanced with DWT approach.

Fig. 4 presents the DWT enhanced X-ray images and in this work, 
Jet colour map is considered to differentiate the normal and TB class 
pictures. Fig 4(a) presents the normal image and Fig 4(b) denotes the 
image with TB infection. The test image of size 224x224x3 pixels 
is divided into 4 equal sub-sections with a dimension of 112x112x3 
pixels which gives a total feature vector of 1x1x52 (13 features x 4 sub-
sections= 52 features).

The DWT features obtained from all 4 image sections are presented 
below; 

 (6)

 (7)

 (8)

TABLE II. The Initial Parameters for the Considered DLP

Parameter AlexNet VGG16 VGG19 ResNet18 ResNet50 ResNet101
Initial weights Imagenet Imagenet Imagenet Imagenet Imagenet Imagenet

Epochs 100 100 100 100 100 100
Optimizer Adam Adam Adam Adam Adam Adam
Pooling Average Average Average Average Average Average

Hidden-layer activation Relu Relu Relu Relu Relu Relu
Classifier activation Sigmoid Sigmoid Sigmoid Sigmoid Sigmoid Sigmoid

Training data 2250 2250 2250 2250 2250 2250
Validation data 250 250 250 250 250 250
Total features 1000 1000 1000 1000 1000 1000
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 (9)

 (10)

Eqns. (6) to (9) present the features extracted in LL, LH, HL and HH 
respectively, and Eqn. (10) presents the arithmetic sum of total features.

D. Firefly Algorithm-Based Feature Optimization
Feature reduction with a preferred statistical/heuristic scheme 

is commonly adopted in automatic data assessment to reduce the 
over-fitting problem and implementation of conventional statistical 
procedure (Student’s t-test) is commonly adopted in the literature to 
reduce the features in medical data assessment [15]. Along with the 
statistical method, heuristic algorithm-supported feature selection is 
also widely considered by researchers to select the optimal feature set. 

In this work, the Brownian-walk Firefly Algorithm (BFA) is 
employed to select optimal values of deep, LBP and DWT features and 
after the selection, serial integration of features is employed to form a 
new 1D feature vector of reduced size.

BFA is an improved form of FA, in which the search process is 
monitored by a slow and steady Brownian-walk operator [42]. When 
this scheme is implemented, the agents (artificial fireflies) are allowed 
to slowly explore the normal/TB class features and select the features 
whose Hamming-Distance (HD) is large. 

Fig. 5 presents the feature selection procedure using the BFA and 
this technique helps to reduce the original features (F & F') of Normal/
TB class image into a reduced set (S) using HD'max (F & F') as the 
objective value. This procedure helped to reduce the deep, LBP and 
DWT features to an optimal value and the workflow of this technique 
is presented in Fig. 6 shows the implementation of the proposed 
scheme to optimize the Deep/LBP/DWT features.
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Initialize the Firefly Algorithm
with necessary parameters

Collect the raw features
(Deep, LBP, DWT)

Employ the FA optimization
and reduce the features

Use reduced features to get the
concatenated 1D feature vector

Fig. 5.  Feature selection with BFA – Flowchart.

In this work, the initial parameters for the BFA are allocated as; 
number of agents=30, search operator=Brownian motion, monitoring 
parameter=maximization of HD and number of iterations (Itermax) = 
1000. The search will be stopped after finding the necessary feature 
vector from the chosen features and in this work, the optimized values 
of the features of each case are presented in Eqns. (11) to (13).
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Fig. 6.  Feature optimization with BFA - Flowchart.

 (11)

 (12)

 (13)

 (14)

Eqns. (11) to (13) present the BFA selected features of Deep, LBP 
and DWT and all these features are then serially combined to get a 
new feature vector as presented in Eqn. (14). This feature vector is 
then adopted to train and confirm the binary classifiers.

E. Performance Validation
The merit of the proposed TB detection framework is tested and 

authorized using the well-known binary classifiers, such as SoftMax, 
NB, LD, DT, RF, KNN ad SVM and the necessary information 
about these techniques can be obtained from [17]-[20]. During the 
performance evaluation, the necessary metrics, such as ACC, MIC, 
PRE, SEN, SPE, F1S and NPV are computed and based on these values; 
the merit of the proposed DDF is verified.

The mathematical expressions of these metrics are presented in 
Eqns. (15) to (21) [16], [4], [43]:

 (15)

 (16)

 (17)

 (18)

 (19)

 (20)

 (21)

where FP, FN, TP, and TN represents false-positive, false-negative, 
true-positive, and true-negative, respectively.

V. Experimental Results and Discussion

This part of the work reveals the investigational result achieved 
by the proposed DDF and this scheme is implemented using a 
workstation of; Intel i5 2.5 GHz CPU with 16GB RAM and 4GB VRAM 
and equipped with Python®. 

In this work, 2500 images of Normal/TB class images are considered 
for the assessment, in which 90% of images (2250) are considered for 
the training and 10% images (250) are used for the validation process. 
During the deep-feature supported classification with a 5-fold cross-
validation, SoftMax based binary-classification is implemented and 
the attained performance metrics are evaluated. 
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The experimental outcome confirms that ResNet18 combined with 
the SoftMax helps to achieve a classification accuracy of >95%, which 
is better compared to other DLP adopted in this study. Due to its 
performance, the ResNet18 scheme is then considered to construct the 
necessary DDF to examine the X-ray pictures. 

ResNet18 consists of four separate levels as presented in Fig. 1 and 
each layer learns based on the information available in the images. 
The learned pixel information obtained from all these four levels is 
presented in Fig. 7, in which Fig. 7(a) to (d) represents the outcomes 
of levels 1 to 4, respectively.  The final level result is then connected 
to the fully connected layer, which then presents a 1D learned (deep) 
features with size 1×1×1000. 

(a) Level1 (8x8) (b) Level2 (10x12)

(c) Level3 (16x16) (d) Level4 (22x23)

Fig. 7.  Various convolutional-layer outcomes of ResNet18.

This feature is initially employed to train and authorize the SoftMax 
classifier existing in the DLP, and the attained results are presented in 
Fig. 8 and Table III. Fig. 8(a) and (b) present the accuracy and loss 
value achieved for the ResNet18 scheme and Fig. 7(c) and (d) depict 
the confusion matrix and the Receiver Operating Characteristic (ROC) 
curve (p-value >0.981) achieved with SoftMax. 

(a) Accuracy (b) Loss

(c) Confusion matrix (d) ROC curve
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Fig. 8.  Classification results achieved with ResNet18 with SoftMax.

In this work, a 5-fold cross-validation is considered, and the best 
result is selected as presented in Table IV.  In this table, Fold5 presents 
the best accuracy compared to other folds. Table III and IV values 
are graphically compared as presented in Fig. 9 (spider-plot). Fig 9(a) 
confirms the merit of ResNet18 and Fig. 9(b) verifies the merit of 
considered validation (Fold5). 

TABLE III. Experimental Cross-Validation Outcome Obtained for 
Various DLP With SoftMax

Method TP FN TN FP ACC MIC PRE SEN SPE F1S` NPV

AlexNet 237 14 238 11 0.9500 0.0500 0.9556 0.9442 0.9558 0.9499 0.9444

VGG16 238 10 236 16 0.9480 0.0520 0.9370 0.9597 0.9365 0.9482 0.9593

VGG19 239 11 236 14 0.9500 0.0500 0.9447 0.9560 0.9440 0.9503 0.9555

ResNet18 233 11 243 13 0.9520 0.0480 0.9472 0.9549 0.9492 0.9510 0.9567

ResNet50 233 11 242 14 0.9500 0.0500 0.9433 0.9549 0.9453 0.9491 0.9565

ResNet101 232 12 242 14 0.9480 0.0520 0.9431 0.9508 0.9453 0.9469 0.9528

(a) Spider-Plot for pre-trained DLP (b) Spider-Plot for 5-fold cross validation of ResNet18 with So�Max
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Fig. 9.  Spider plot demonstration of various DLP outcomes with SoftMax.
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TABLE IV. 5-Fold Cross-Validation Result of ResNet18 With SoftMax

Method TP FN TN FP ACC MIC PRE SEN SPE F1S` NPV

Fold1 237 14 238 11 0.9500 0.0500 0.9556 0.9442 0.9558 0.9499 0.9444

Fold2 238 10 236 16 0.9480 0.0520 0.9370 0.9597 0.9365 0.9482 0.9593

Fold3 239 11 236 14 0.9500 0.0500 0.9447 0.9560 0.9440 0.9503 0.9555

Fold4 233 11 243 13 0.9520 0.0480 0.9472 0.9549 0.9492 0.9510 0.9567

Fold5 233 11 242 14 0.9500 0.0500 0.9433 0.9549 0.9453 0.9491 0.9565

Fold1 232 12 242 14 0.9480 0.0520 0.9431 0.9508 0.9453 0.9469 0.9528

The achieved result of this experiment confirms that the deep 
feature-based classification helped to get an accuracy >on95% with 
SoftMax. To verify other classifiers’ merit, this experiment is repeated 
using the deep features and the attained results are then compared and 
in Table V and Fig. 10.  Fig 10(a) verifies that the binary classification 
with the DT helps to get better accuracy (>96%) on the considered 
X-ray picture dataset with deep feature.

In order to improve the accuracy further, the integrated deep, LBP 
and DWT features (Eqn. (14)) are considered, and the experiment is 
repeated with various classifiers using 5-fold cross-validation. The 
outcome of this experiment is also presented in Table V and Fig 10(b) 
verifies that the classification with DT helps to get a better result (99%) 
compared to other approaches. 

The Glyph-plot of Fig 10(b) confirms that the texture formed by DT 
is big compared to the alternatives, which verifies the overall merit of 

the DT classifier. This experimental investigation confirms that the 
ResNet18 with DT classifier helps to get better TB detection using the 
X-ray images. Further, the proposed DDF is tested using deep-feature 
and integrated features and the outcome verifies that the integrated 
feature supported DDF works well compared to the alternatives.

This research work confirms that the proposed scheme helps to get 
a TB detection accuracy of 99%. To verify the merit of this scheme, the 
results of Rahman et al. [19] and Rajakumar et al. [20] are compared 
with the outcome of the proposed scheme along with other methods 
discussed in Table I. 

Proposed work 99.00

98.62
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96.47
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Rohilla et al. [28]

Rajakumar et al. [24]
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Hooda et al. [11]

Hijazi et al. [10]

Afzali et al. [1]

Fig. 11.  Performance evaluation of the result of proposed work with recent 
existing works.

TABLE V. 5-Fold Cross-Validation Result of ResNet18 With SoftMax

Features Classifier TP FN TN FP ACC MIC PRE SEN SPE F1S` NPV

Deep features

SoftMax 233 11 243 13 0.9520 0.0480 0.9472 0.9549 0.9492 0.9510 0.9567

NB 240 10 241 9 0.9620 0.0380 0.9639 0.9600 0.9640 0.9619 0.9602

LD 238 12 243 7 0.9620 0.0380 0.9714 0.9520 0.9720 0.9616 0.9529

DT 238 8 244 10 0.9640 0.0360 0.9597 0.9675 0.9606 0.9636 0.9683

RF 234 14 241 11 0.9500 0.0500 0.9551 0.9435 0.9563 0.9493 0.9451

KNN 239 12 240 9 0.9580 0.0420 0.9637 0.9522 0.9639 0.9579 0.9524

SVM 242 7 237 14 0.9580 0.0420 0.9453 0.9719 0.9442 0.9584 0.9713

Deep + LBP + DWT

SoftMax 252 1 234 13 0.9720 0.0280 0.9509 0.9960 0.9474 0.9730 0.9957

NB 245 7 241 7 0.9720 0.0280 0.9722 0.9722 0.9718 0.9722 0.9718

LD 251 3 239 7 0.9800 0.0200 0.9729 0.9882 0.9715 0.9805 0.9876

DT 249 3 246 2 0.9900 0.0100 0.9920 0.9881 0.9919 0.9901 0.9880

RF 248 5 240 7 0.9760 0.0240 0.9725 0.9802 0.9717 0.9764 0.9796

KNN 246 2 243 9 0.9780 0.0220 0.9647 0.9919 0.9643 0.9781 0.9918

SVM 243 5 248 4 0.9820 0.0180 0.9838 0.9798 0.9841 0.9818 0.9802

(a) Performance with deep-features (b) Performance with FA optimized  Deep+LBP+DWT

 

So�Max NB LD DT

RF KNN SVM

So�Max NB LD DT

RF KNN SVM

Fig. 10.  Glyph-plot comparison of the performance of ResNet18 for various classifiers with deep and integrated features.
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Fig. 11 presents the evaluation of the proposed scheme with the 
existing scheme and this comparison confirms that the classification 
accuracy of the proposed technique is better compared to the earlier 
works. Further, these results outperform the results of dual-deep 
features of Rajakumar et al. [20] and CNN segmentation combined 
classification of Rahman et al. [19] on the chosen image database. 
In the future, the performance of the REsNet18 supported DDF can 
be tested and validated on other existing TB datasets and clinically 
collected X-ray images.

VI. Conclusion

Tuberculosis (TB) causes severe lung problems and early screening, 
and treatment will reduce the impact. X-ray-supported TB detection is 
a common clinical scheme, and the recorded X-ray is then examined 
by radiologists and pulmonologists to detect the infection rate and 
plan the treatment. 

Computerized X-ray detection is very common in hospitals and 
to support computerized screening of TB, this work proposed a DDF 
using the pre-trained DLP. This work initially executes a performance 
assessment of the DLPs such as AlexNet, VGG16, VGG19, ResNet18, 
ResNet50 and ResNet101 existing in the literature and finds that 
the ResNet18 along with SoftMax classifier helps to get a better 
classification result. 

To improve the result of this scheme, the deep features are then 
optimized with FA and then combined with FA-optimized LBP and 
DWT features. This scheme helps to get a reduced 1D feature vector 
of dimension 1×1×544, which is then considered to train and validate 
the classifiers. 

The DT classifier with a 5-fold cross-validation helped to get 
a classification accuracy of 99% with this feature vector and it is 
close to the earlier work implemented with CNN segmentation and 
classification. This outcome substantiates that the developed DDF 
helps to obtain an improved TB screening compared to the earlier 
methods. In the future, this scheme can be considered to evaluate the 
other X-ray image dataset in the literature and clinically collected 
X-ray images.
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