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Abstract

Internet is the largest source of data and the requirement of data analytics have fueled the data warehouse 
to switch from structured conventional Data Warehouse to complex Web Data Warehouse. The dynamic and 
complex nature of web poses various types of complexities during synthesis of web data into a conventional 
warehouse. Multi-Criteria-Decision Making (MCDM) is a prominent mechanism to select the best data for 
storing into the data-warehouse. In this article, a method, based on the probabilistic analysis of SAW and TOPSIS 
methods, has been proposed to select web data sources as data sources for web data warehouse. This method 
deals more efficiently with the dynamic and complex nature of web. Here, the result of the selection employs 
the analysis of both the methods (SAW and TOPSIS) to evaluate the probability of selection of respective score 
(1-9) for each feature. With these probability values, the probability of selection of the next web sources has been 
be determined. Moreover, using the same probability values, mean score and standard deviation of the scores of 
respective features of selected web sources have been deduced, which are further used to fix the standard score 
of each feature for selection of web sources. The standard score is a parameter of the proposed Mean-Standard-
Deviation (MSD) method to check the suitability of web sources individually, whereas others do the same on 
comparative basis. The proposed method cuts down the cost of the repetitive comparison operation, once after 
computation of the Standard score using Mean and Standard deviation of each individual feature. Here, the 
respective value of the standard score of each feature is only compared with the score of each respective feature 
of the next web sources, so it reduces the cost of computation and selects the web sources faster as well.
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I. Introduction

The evolution of Internet as well as the ease to share and to fetch the 
data from web have made web a magnificent platform of sources 

for information. Web is an independent platform to get and provide 
nearly all the types of information. At the mean time the requirement 
of data analytics for decision support system has obligated the data 
warehouse to deal with web data rather than traditional data, because 
the data from local data sources has turned insufficient for decision 
support systems. Despite being the data easily and publicly available 
on web, the web data cannot be queried and manipulated efficiently for 
data analytics as done in traditional Data Warehouse. So, the efficient 
way to use the data for data analytics is to exploit the warehouse 
technique rather than directly access the data. The Data warehouse 
main obligation is to collect information from various data sources 
to create repository and make integrated information available for 
Decision Support Systems. However, the exponential rising of web 
sources and complexity as well as dynamic nature of web have posed 

new challenges for data warehouse to deal with web-data from various 
and independent web sources [18], [22], [26], [27].

To find the suitable data to systematically incorporate it into a 
warehouse is an anticipating approach for data analytics. In order to 
collect the data for data warehouse, finding the relevant data on web 
is just as to find out needle in a haystack because of so many web 
sources [25], [26]. Besides, the dynamic nature of web data has made 
the situation more complicated and complex. So, the very first task for 
web warehouse is to find the relevant web sources as the data source 
for it. Thus, there is the requirement of evaluation of the relevancy and 
compatibility of the web sources. Various features must be entertained 
during evaluation of web sources. Zhu et al. have classified the features 
into three categories viz. web sources stability, web data quality and 
contextual issues of web data [25].

According to Zooknic statistics ( http://www.zooknic.com/Domains/
counts.html) on 15 December 2009, the total number of worldwide 
registered domains was 111,889,734, and these 111 million (around) 
websites are owned by government, private or individual organization 
and agencies, which causes complex (structured, semi-structured, 
unstructured) natured data designed in different (heterogeneous) 
styles. Besides so large number of websites, web sources are dynamic, 
the web data is updated frequently as well as even millions of new 

http://www.zooknic.com/Domains/counts.html
http://www.zooknic.com/Domains/counts.html
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web sources and web pages are being added every day on Internet. So 
already available sources may change or even disappear. 

Another challenge is the quality of web-data because the web 
techniques are so opened and independent that web masters can fire 
whatever data they like on web. A big amount of data on the web 
is not properly examined, retrospected and percolated as done in 
conventional publications. Wrong, inconsistent, incomplete or vague 
data are easily available on web and even correct data are not properly 
presented. So, the quality of data on web is maverick. Third challenge is 
the context of data should fulfill the requirements of the user, because 
the availability of data on web is with the intention of browsing usually 
rather than for warehousing and analysis. So, the web-data must fulfill 
the requirements of web-warehousing, as relevancy of web data for 
analysis, easily extraction of necessitated data, all-important metadata 
(data definition, data format and derivation rules) etc. Probably these 
requirements may not be fulfilled.

Therefore, the designer of web-warehouse must build a set of 
features to evaluate the web sources to select the most suitable sources 
as data source for warehousing. In this article we will look into these 
challenges and discuss the methods for relevant web sources selection 
for warehousing. Firstly, a set of selection features is formulated and 
then evaluation of the web sources has been performed using Multi-
Criteria Decision Method (MCDM) approach, (especially SAW and 
TOPSIS methods) with respect to these features.  Again statistical 
and probabilistic analysis of the selected web sources has been done 
with respect to the score of the corresponding features. Then mean 
and standard deviation of the score of the corresponding features 
have been evaluated. Now using mean and standard deviation the 
relevancy of web source can be computed without any further relative 
comparison of web sources. Here only a fixed number of comparisons 
as the number of features and one more with the threshold value are 
required. So the computational complexity of the proposed method 
becomes constant.

The rest of the paper is organized as follows: Section II presents 
related work on web source selection as data source for warehousing 
and various approaches including MCDM (SAW and TOPSIS specially) 
which is based on evaluation of web sources. Section III explains the 
complexity during web sources selection and set of features for web 
source evaluation. Section IV explicates SAW and TOPSIS methods of 
MCDM, for selection of web sources as data source for warehouse. In 
Section V the proposed work has been explained. This section consists 
of three parts viz. statistical analysis of SAW and TOPSIS, Probability 
of selection of new web sources and Mean-Standard-Deviation (MSD) 
method based on mean and standard deviation. Section VI analyses 
the experimental setup and results of SAW, TOPSIS and MSD Methods 
and at last, Section VII presents the conclusion.

II. Related Work

During incorporating the data from web into warehouses, the 
dynamic and complex nature of web [2], [3], [6], [8], [9], [14] poses 
various challenges. Different approaches have been developed to 
overcome the challenges during warehousing the web data [2], [6], 
[17], [25], [29]. Doan et al. have explained XML technologies to 
extract, incorporate, store, query and analyze web data as well as their 
application to data warehouse [6]. Boussaid et al. haves proposed a 
UML (Unified Modeling Language) and XML model of warehousing 
along with the attributes of XML [2]. Hao Fan used HDM (Hypergraph 
Data Model) for warehousing the web data [8].

Another approach is comparative analysis of web sources to select 
the best one. In order to select the web source as data source for 
warehouse, quality of data available on web source is an important 

criteria of source selection. To define the quality of data, multiple 
features of web sources are entertained [20], [25]. So, the selection 
of a web source is multi features selection task [16]. To deal with the 
multi features selection problem [20], [25], Multi criterion Decision 
Making (MCDM) [13], [23], [33], [34] methods have been employed. 
With this method, on the basis of score and weight of features, the 
comparative analysis has been done. Having multiple criteria of 
decision, the MCDM approach is applicable in various real problems 
besides ranking of web sources [25] like [4] and many other problems. 
Le et al. [11] proposed a dynamic approach of web data warehousing 
using object oriented methodology to design the logical level for 
apprehending and presenting basic semantics of web sources and user 
requirements in a flexible and sensible way.

Moreover, Dong et al. have proposed a marginalism approach 
to select the web source. The marginalism approach is based on the 
marginalism principle of economics [12]. It restricts the selection of a 
new source till the marginal benefit is more than the marginal cost of 
integration. The marginal benefit is here the difference between benefit 
after and before the new source integration. Similarly marginal cost is 
the difference between the cost after and before the integration [7].

III. Features to Evaluate Web Sources

The evaluation features of web sources have been roughly classified 
into three major categories viz. web sources stability, web data quality 
and contextual issues of web data [18], [22], [25], [28].

A. Web Source Stability
This selection features can be further subcategorized into 

availability, durability, accessibility, and refreshing rate. 

• Availability defines whether the specific site is up and in running 
mode, its response time and also reachability of the pages through 
the links. 

• Durability defines the time period by which the data is made 
available on the website. Historical data may or may not be 
available on the website. So, the volatile data must be extracted 
and warehoused for the purpose of availability [20], [25]. 

• Accessibility checks whether the data has been accessed without 
breaching any authenticity norms (registration or password) 
during the automatic extraction for warehousing [20, 25]. 

• Refresh rate defines the timeliness by which the data is made 
available on the website, at the meantime fast refresh rate means 
volatile data is overwritten quickly, so must be extracted with the 
same rate to make it available for data analytics [20], [25], [28].

B. Web Data Quality
This selection feature can be further split into Origination, 

Objectivity, Accurateness, Completeness, and Metadata. Origination 
usually refers to data lineage, i.e. origin of the data. Objectivity concerns 
with deficiency of biasness in the data. Accurateness concerns with 
the accuracy of web data, i.e. error free data. Completeness concerns 
with the coverage, whereas Metadata concerns with the derivation 
rules and interpretation of web data [20], [25], [28], [30].

C. Contextual Issues of Web Data
This feature can be further split into three sub-categories viz. 

Relevancy, Timeliness, Layout. Relevancy is the most important 
feature to select the web source, as how much the specific data is 
relevant for data analytics. Timeliness concerns with how timely the 
data is made available on the website. Layout defines different formats 
of data presentation like XML, HTML, pdf, docs, pictures, audio, video 
or any other representation [20], [25].
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IV. Evaluation and Selection of Web Source Using 
MCDM Methods (SAW and TOPSIS) 

Zhu et al. [25] proposed four approaches to select the Web sources 
in compensatory methods viz. Simple Additive Weighing (SAW), 
Analytic Hierarchy Process (AHP), Data Envelopment Analysis (DEA) 
and Technique for Order Preference by Similarity to Ideal Solution 
(TOPSIS). Here SAW and AHP come under the scoring group, 
DEA under the concordance group while TOPSIS comes under the 
compromising group [13]. This section presents SAW and TOPSIS 
methods to statically analyze the source selection.

A. Simple Additive Weighing (SAW) Method
In this method for every feature of the web sources, some weight 

has been provided with the constraint that the sum of the weights of 
all the features must be 1. For example, four web sources WS1, WS2, 
WS3 and WS4, and twelve features have been assumed as shown in 
the following Table I.

TABLE I. Weights of Quality Features

Feature Symbol Features Weight
F1 Availability 0.07
F2 Durability 0.08
F3 Accessibility 0.09
F4 Refreshing Rates 0.07
F5 Origination 0.10
F6 Objectivity 0.07
F7 Accurateness 0.11
F8 Completeness 0.06
F9 Metadata 0.08
F10 Relevancy 0.10
F11 Timeliness 0.08
F12 Layout 0.09

In the SAW method, no standard scale has been defined for rating 
i.e. for giving a score, so it is defined by a decision maker. In this 
example, the minimum and maximum scale for score have been taken 
1 and 9 respectively. Table II shows the performance score of the 
different web sources with respect to each feature. 

TABLE II. Scores of the Different Web Sources With Regard to Each 
Feature

FS WS1 WS2 WS3 WS4
F1 8 9 7 4
F2 6 1 9 8
F3 8 3 6 1
F4 4 3 2 2
F5 4 1 6 5
F6 7 7 6 1
F7 1 3 5 6
F8 4 8 7 9
F9 5 3 1 6
F10 8 4 1 3
F11 2 3 4 5
F12 5 8 5 4

Then

 (1)

Where SAWi : the SAW score of ith web source; M: number of web 
sources; N: number of features; Cij

 : score of ith source in jth feature;  
wj: weight of jth feature [4], [13], [15], [21]. Applying formula given 
in Eq. (1) to Table II, we find ranking score as SAW(W S1) = 5.09,  

SAW(W S2) = 4.19, SAW(W S3) = 4.83 and SAW(W S4) = 4.91. Here, 
Web Source WS1 is the best source for warehousing.

B. Technique for Order Preference by Similarity to Ideal Solution 
(TOPSIS) Method

This method was formulated by Hwang and Yoon as mentioned 
in the research article of Zhu et al. [25]. The fundamental approach 
of this method is to get an alternate solution in multi-dimensional 
computational area, such as; the solution is nearest to the ideal 
solution and farthest to the negative solution. The multi-dimensional 
computational area is defined by taking set of features as dimensions. 
Here the ideal solution is the positive extreme solution with a set of 
possible best synthetically scores with regard to each feature. Similarly, 
the negative ideal solution is the negative extreme solution with a set 
of possible worst scores. These two (ideal and negative ideal) solutions 
in computing area, are two points with extreme values as dimensions. 
This method has five steps to evaluate the best source [4], [12], [13], 
[21], [25]. They, with explanations taking the aforementioned example, 
are as follows:

1. Normalize the decision matrix.

 (2)

Where Xij is the performance score of ith Web Source in terms of jth 

feature; M is the number of Web Sources. The values of the result 
are shown in Table III.

TABLE III. Normalized Decision Matrix

FS WS1 WS2 WS3 WS4
F1 0.5521 0.6211 0.4830 0.2760
F2 0.4447 0.0741 0.6671 0.5930
F3 0.7628 0.2860 0.5721 0.0953
F4 0.6963 0.5222 0.3482 0.3482
F5 0.4529 0.1132 0.6794 0.5661
F6 0.6025 0.6025 0.5164 0.0861
F7 0.1187 0.3560 0.5934 0.7121
F8 0.2760 0.5521 0.4830 0.6211
F9 0.5394 0.3560 0.1187 0.7121
F10 0.8433 0.4216 0.1054 0.3162
F11 0.2722 0.4082 0.5443 0.6804
F12 0.3581 0.5729 0.3581 0.6445

2. Construct the weighted normalized decision Matrix.

 (3)

Where wj is the weight of jth feature (refer to Table I). The values of 
resultant matrix are shown in the Table IV.

TABLE IV. Weighted Normalized Matrix

FS WS1 WS2 WS3 WS4
F1 0.0386 0.0435 0.0338 0.0193
F2 0.0356 0.0059 0.0534 0.0474
F3 0.0686 0.0257 0.0515 0.0086
F4 0.0487 0.0366 0.0244 0.0244
F5 0.0453 0.0113 0.0679 0.0566
F6 0.0422 0.0422 0.0361 0.0060
F7 0.0131 0.0392 0.0653 0.0783
F8 0.0166 0.0331 0.0290 0.0373
F9 0.0475 0.0285 0.0095 0.0570
F10 0.0843 0.0422 0.0105 0.0316
F11 0.0218 0.0327 0.0435 0.0544
F12 0.0322 0.0516 0.0311 0.0580
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3. Fix the positive extreme and negative extreme solutions.

 (4) 

 (5) 

where i = 1, 2, ...

PES = (0.0435, 0.0534, 0.0686, 0.0487, 0.0679, 0.0422, 0.0783, 0.0373, 
0.0570, 0.0843, 0.0544, 0.0580); and NES = (0.0193, 0.0059, 0.0086, 
0.0244, 0.0113, 0.0060, 0.0131, 0.0166, 0.0095, 0.0105, 0.0218, 0.0322); 

4. Determine the Euclidean distance of both virtual solutions.

 (6)

 (7)

In current example it takes the values (DP ESW S1 = 0.0858, DP 
ESW S2 = 0.1100, DP ESW S3 = 0.0987, DP ESW S4 = 0.0950) and 
(DNESW S1 = 0.1217, DNESW S2 = 0.0717, DNESW S3 = 0.1085, 
DNESW S4 = 0.1135).

5. Compute the relative closeness for the ideal solution.

 (8)

and here the measure of relative closeness are found as: CW S1 = 
0.5864, CW S1 = 0.3946, CW S1 = 0.5237, CW S1 = 0.5444. 

Thus, Web Source WS1 is the best source for warehousing.

V. Proposed Work

In this article the proposed work consists of three parts. In first 
part statistical analysis of SAW and TOPSIS has been performed and 
the probability of selection with respective scores of each feature has 
been determined. In the second part, the probability of selection of 

a new web source has been determined using the probability of the 
respective scores of features. In the third part, improvised method 
(MSD method) has been proposed which is more efficient to handle 
the dynamic and complex behavior of the web.

A. Statistical Analysis of SAW and TOPSIS 
In the statistical analysis, we have entertained all the twelve features 

[5], [10], [31], [32]. After execution of the Matlab implementation of both 
methods (SAW & TOPSIS) repeatedly around 105 times, we have selected 
105 web sources, every time the best one out of 500 random sources. 
After that, the probability of selection of web sources respective to each 
score (1 to 9) for each feature has been determined using histogram 
methodology [19], [24]. The calculated value of the probabilities for both 
methods is shown in Table V and Table VI. The pictorial representation 
of the probability of selection with respective scores of each feature in 
both methods are illustrated in Fig. 1 and Fig. 2. As the figures show in 
both methods, as the score of the feature increases the probability of 
selection also increases irrespective of the weight.

Now, we are calculating the mean score and the standard deviation 
of score of each feature of the selected web sources for both the 
methods by employing the formulae:

 (9)

 (10)

The values of mean score and standard deviation [19], [24] of 
score are shown in Table VII and Table VIII respectively. The pictorial 
representation of mean score and standard deviation of the score, as 
shown in the Fig. 3 and Fig. 4, illustrate that there is minor variation in 
the mean score of respective features of the selected web sources while 
there is a significant variation in the standard deviation of respective 
features of the selected web sources for both methods. As Fig. 4 shows 
the value of standard deviation in SAW method is greater than what 
we get in the TOPSIS method. It depicts that TOPSIS method is more 
efficient than SAW method while selecting the web sources. 
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Fig. 1. Probability of selection with respective scores of each feature: SAW 
method.
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Fig. 2. Probability of selection with respective scores of each feature: TOPSIS 
method.

TABLE V. Probability of Selection With Respective Scores of Each Feature: SAW Method

Score F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12
1 0.0193 0.0144 0.0090 0.0186 0.0059 0.0192 0.0035 0.0258 0.0137 0.0059 0.0136 0.0091
2 0.0278 0.0205 0.0149 0.0285 0.0113 0.0276 0.0077 0.0366 0.0207 0.0102 0.0211 0.0150
3 0.0408 0.0328 0.0247 0.0406 0.0202 0.0406 0.0151 0.0496 0.0334 0.0202 0.0334 0.0265
4 0.0579 0.0504 0.0424 0.0587 0.0347 0.0589 0.0292 0.0690 0.0502 0.0343 0.0497 0.0435
5 0.0820 0.0749 0.0667 0.0837 0.0582 0.0814 0.0522 0.0882 0.0769 0.0597 0.0770 0.0681
6 0.1142 0.1102 0.1040 0.1134 0.0964 0.1160 0.0914 0.1193 0.1097 0.0982 0.1100 0.1053
7 0.1589 0.1591 0.1595 0.1582 0.1547 0.1582 0.1525 0.1527 0.1591 0.1590 0.1602 0.1565
8 0.2126 0.2262 0.2355 0.2131 0.2461 0.2141 0.2494 0.2026 0.2256 0.2413 0.2216 0.2350
9 0.2864 0.3115 0.3434 0.2853 0.3726 0.2841 0.3989 0.2562 0.3108 0.3711 0.3134 0.3411
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B. Probability of Selection of a New Web-Source 
As there is a large number of web sources available on web as well 

as an exponential growth of web sources, an efficient methodology 
to select the web sources for web warehousing is required. One way 
is to calculate the probability of selection of each new web source to 
evaluate the relevance of specific web source. In order to calculate the 
probability of selection of a web source by any comparative method 
(like SAW and TOPSIS methods), the probability of respective score 
and weight of each feature are required and the formula to calculate 
the probability is as follows [1]:

 (11)

Where

 (12)

 (13)

Here, n is the number of features of the web source (WS) and (1, 
2... m) are the scores of the features. pi (WSi (j)) is the probability of 
selection of ith feature having score value j. In this article n = 12 and 
m = 9. 

A higher value of the probability shows the specific web source is 
more relevant, so it is recommendable to be used as data source for 
warehouse. Here the individual web source relevancy can be assessed 
by probability without any comparison.

For example, if a new web source (WS) has the score of all twelve 
features as {1, 7, 5, 8, 9, 6, 3, 7, 2, 9, 5, 4} and the weight of each feature 
is as mentioned in Table I, then its probability of getting selected (in 
TOPSIS method) is as follows:

Here, WS(1) = 1, WS(2) = 7, WS(3) = 5, WS(4) = 8, WS(5) = 9, WS(6) = 
6, WS(7) = 3, WS(8) = 7, WS(9) = 2, WS(10) = 9, WS(11) = 5 and W S(12) 
= 4. The probability of selection of the respective feature with respect 
to the score in TOPSIS method is given in TABLE VI (highlighted in 
bold) which are: 

p1 (WS (1)) = 0.0135,   p2 (WS (2)) = 0.1819, p3 (WS (3)) = 0.0779,   p4 
(WS (4)) = 0.2038, p5 (WS (5)) = 0.3358,   p6 (WS (6)) = 0.1370, 

p7 (WS (7)) = 0.0028, p8 (WS (8)) = 0.1599, p9 (WS (9)) = 0.0135, p10 
(WS (10)) = 0.3353, p11 (WS (11)) = 0.0896, p12 (WS (12)) = 0.0384. 

Now, by applying the formula (11), the probability of selection of 
the web source (WS) is 0.1351. 

Similarly, the probability of selection in the TOPSIS method can 
also be calculated.
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Fig. 4. Standard deviation of the scores of features of selected resources.
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Fig. 3. Mean of the scores of features of selected resources.

TABLE VI. Probability of Selection With Respective Scores of Each Feature: TOPSIS Method 

Score F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12
1 0.0135 0.0055 0.0014 0.0141 0.0002 0.0137 0.0000 0.0273 0.0052 0.0003 0.0054 0.0014

2 0.0257 0.0130 0.0055 0.0257 0.0017 0.0266 0.0003 0.0430 0.0135 0.0016 0.0140 0.0053

3 0.0451 0.0289 0.0158 0.0469 0.0077 0.0462 0.0028 0.0610 0.0290 0.0073 0.0298 0.0166

4 0.0731 0.0556 0.0393 0.0730 0.0245 0.0713 0.0138 0.0844 0.0560 0.0253 0.0565 0.0384
5 0.1002 0.0911 0.0779 0.1014 0.0587 0.1018 0.0425 0.1110 0.0916 0.0597 0.0896 0.0760

6 0.1389 0.1348 0.1269 0.1377 0.1158 0.1370 0.1007 0.1355 0.1332 0.1162 0.1354 0.1262

7 0.1734 0.1819 0.1866 0.1726 0.1891 0.1713 0.1865 0.1599 0.1837 0.1881 0.1815 0.1884

8 0.2027 0.2265 0.2452 0.2038 0.2666 0.2055 0.2849 0.1824 0.2262 0.2680 0.2277 0.2495

9 0.2274 0.2628 0.3014 0.2250 0.3358 0.2266 0.3686 0.1954 0.2616 0.3353 0.2602 0.2982

TABLE VII. Mean Score of Selected Web Sources Features

Feature SAW Method TOPSIS Method Average
F1 6.9152 6.7088 6.8120
F2 7.1176 7.0549 7.0862
F3 7.3302 7.3479 7.3390
F4 6.9106 6.6940 6.8023
F5 7.5019 7.5914 7.5467
F6 6.9118 6.7043 6.8081
F7 7.6434 7.7822 7.7128
F8 6.6763 6.3394 6.5078
F9 7.1139 7.0502 7.0820

F10 7.4954 7.5920 7.5437
F11 7.1146 7.0426 7.0786
F12 7.3102 7.3509 7.3305

TABLE VIII. Standard Deviation of Score of Selected Web Sources Features

Feature SAW Method TOPSIS Method Average
F1 2.0876 2.0190 2.0533
F2 1.9693 1.8050 1.8871
F3 1.8289 1.6014 1.1715
F4 2.0863 2.0272 2.0567
F5 1.7157 1.4148 1.5653
F6 2.0839 2.0265 2.0552
F7 1.5990 1.2630 1.4310
F8 2.2028 2.2141 2.2084
F9 1.9672 1.8063 1.8836

F10 1.9694 1.8136 1.8915
F11 1.8430 1.5952 1.7191
F12 1.3420 1.7920 1.8121
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C. The MSD Method 
The proposed MSD method is an enhancement of the already 

defined methods to handle the complex and dynamic nature of the 
web. It is based on probabilistic analysis of MCDM methods. The 
proposed method consists of two parts: (i) fixing the standard score 
Sscore of each feature for selection, and (ii) checking the suitability of 
the coming web sources. The steps of the method have been elaborated 
in the following algorithm.

Algorithm:
(i) Fixing the standard score:
1. Determine the mean score (Mscore(i)) and standard deviation 
of score (Sscore(i)) of ith feature from selected web sources, where 
i = {1, 2, ..., m}. 

2. Determine the standard score (Sscore(i)) for ith feature using 
formula: 

 (14) 

3. Set the Sscore(i) as the selection parameter for ith feature. 

(ii) Check the suitability:
1. Set the threshold value Th: (where Th ≤ m). 

2. For each feature of a web source (WS) calculate: 

if WS(i) ≥ Sscore(i)

          Suitability(i) = 1; 

otherwise,

          Suitability(i) = 0; 

3. If , then the web source is suitable to 
select, otherwise rejected. 

Here the standard score of each feature is derived from the mean 
score and the standard deviation of the scores, using the probability 
values of the respective score of each features employing SAW and 
TOPSIS methods. Now the standard score of the respective feature 
is used as parameter to check the suitability of the web source with 
respect to that feature. If a new web source has the number of features 
(whose score is greater than the respective standard score) more 
than the threshold value, then the web source is selected otherwise 
rejected. Here the threshold value is only to check the number of 
features whose value is more than the standard score.

VI. Experimental Setup and Result Analysis 

For the implementation of all the three methods (SAW, TOPSIS and 
MSD), we have used Matlab12a, Windows 8 (64 bit Operating System), 
Intel CITM) i3-4005U CPU @ 1.70 GHz. In order to determine the 
standard score (Sscore), we calculate the average of the mean scores 
and average of the standard deviation of the scores of each feature 
of the selected web sources employing SAW and TOPSIS methods, 
and results are shown in the TABLE VII and TABLE VIII respectively. 
Using the aforementioned algorithm of MSD method, the worthy web 
sources have been selected as shown in TABLE IX, here NFS stands 
for ‘None Found Suitable’. For implementation and analysis, we have 
taken fourteen data-sets and each data-set consists of twenty randomly 
generated web sources with some score value for each feature. All 
these data-sets are given in the Appendix I.

The results and comparative analysis of all the three methods as 
shown in Table IX, show the effectiveness of the proposed MSD method 
while dealing with the complex and dynamic nature of web. The MSD 

method also shows improvisation during selection of web sources in 
comparison with SAW and TOPSIS methods in the following way: 

• MSD method assures the suitability of web sources individually, 
whereas SAW and TOPSIS methods find the best one, on relative 
comparison basis. 

• SAW and TOPSIS methods will select available single web source 
by default without any evaluation. However, the MSD method 
either selects or rejects depending on whether the threshold value 
is met or not. 

• When the data-set consists of worthy web sources, the MSD 
method either agrees or disagrees with the SAW and TOPSIS 
methods due to the involvement of weight of features, as shown 
in Table IX for Data-sets 1, 2, 3, 4, 5, 6 and for Data-sets 7, 8, 11 
respectively. 

• SAW and TOPSIS methods usually select one web source (the best 
one) while the MSD method may select more than one suitable 
web sources in a single execution as shown in TABLE IX for Data-
sets 3, 4, 5, 6, 10, 13 and 14. So it is effective to handle the dynamics 
of web. 

• If all the new web sources are bad, both SAW and TOPSIS methods 
will select the best one from all the bad, but the MSD method will 
reject all of them as shown in in TABLE IX for Data-sets 9 and 12.

TABLE IX. Selected Web Sources Features

Data Set SAW Method TOPSIS Method MSD Method
1 7 7 7

2 9 9 9

3 4 4 4, 8

4 6 6 6, 15

5 16 15 15, 16

6 5 5 5, 10, 20

7 4 3 14

8 17 17 15

9 16 16 NFS

10 10 8 6, 9, 12

11 11 16 13

12 10 8 NFS

13 15 17 11, 17, 19

14 9 10 9, 17

VII. Conclusion 

In this article, statistical analysis has been performed on SAW 
and TOPSIS methods to study the behavior of both methods and 
also propose an efficient method based on this statistical study. In 
statistical analysis, the probability of the scores of each feature in 
both methods enforces that, as the value of the probabilities increases, 
the chance of selection increases. Using these probability values of the 
score of the features, the probability of selection of a new web source 
can be calculated by eq. (11). Furthermore, the mean of the score of 
a feature in both methods is almost the same but there is significant 
variation in standard deviation of the scores of the respective 
features. It shows the TOPSIS method is more effective than SAW to 
select the web sources. SAW and TOPSIS methods always yield the 
best one among all the available web sources on comparative basis 
without checking the quality of web sources, while the MSD method 
deals individually with each web source and assures its quality while 
selecting. So, if there is single web source, it is selected by default by 
both the methods because there is no other source to compare, but 
not in the MSD method. 
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Once after the computation of Mean Score and Standard Deviation 
Score, there is no further comparisons of feature score as in SAW 
and TOPSIS methods for selection of web-sources. So, the proposed 
method is more efficient in selection of web-sources where the data is 
updated frequently.

The proposed MSD method is only based on standard scores of 
each feature so gets rid from manually/randomly fixing weight of 
features as well as comparison among the web sources. Thus checking 
the quality of web sources individually in the MSD method makes it 
more efficient to deal with the dynamic and complex nature of web. 
Moreover, the computation cost in both methods is always higher than 
the MSD method due to the involvement of comparison operations to 
select the best one but it is linear for the proposed method and it will 
based on the number of evaluation features of the web-sources. If the 
number of the features are n then the computational cost is O(n).

VIII.   Future Work 

A lot of enhancement is still required to design the effective web 
warehouse. Further research is needed to analyze the sensitiveness 
of the selected web sources when various critical factors are changed 
simultaneously. The MCDM approaches for selecting suitable web-
data sources have a number of methods to evaluate the suitability. The 
proposed work is based on the aggregated study of SAW and TOPSIS 
methods. Various other MCDM methods like TOPSIS-COMET, 
COCOSO, and MABRAC [34] may be statistically investigated and 
incorporated with the proposed MSD method to improve the suitability 
of the selection of web-data sources for the data-warehouse storage.  
Moreover, the contents over the web sources change randomly and 
dynamically. So our focus in the future is to identify the updated 
relevant data over the selected web sources with minimum latency in 
order to update the web warehouse. 

Appendix

Data Set: 01

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 7 6 8 7 8 1 4 1 1 9 7 6
WS2 5 3 8 9 9 8 2 3 4 9 5 6
WS3 1 3 3 4 5 4 5 3 2 4 7 5
WS4 3 2 9 4 5 6 1 9 8 4 8 1
WS5 4 4 6 2 9 9 8 9 7 7 3 5
WS6 2 9 1 4 6 3 3 1 7 7 9 1
WS7 1 8 4 5 7 9 7 6 9 8 6 8
WS8 5 4 5 5 6 8 8 1 8 6 3 6
WS9 4 7 6 2 5 8 7 4 5 1 3 7
WS10 8 3 5 2 2 6 6 5 1 6 9 6
WS11 5 9 8 4 6 5 3 8 1 1 4 6
WS12 8 6 2 8 2 4 5 6 5 7 2 9
WS13 5 2 9 2 2 8 9 3 9 6 9 2
WS14 1 1 8 5 8 6 3 9 8 6 6 5
WS15 1 6 4 2 2 8 2 7 9 3 9 8
WS16 2 3 6 8 6 9 3 6 9 7 2 5
WS17 4 1 3 7 4 8 7 9 4 7 8 7
WS18 7 2 1 6 6 8 3 4 3 4 5 2
WS19 2 1 5 4 7 5 6 4 8 1 6 7
WS20 3 7 8 5 3 8 2 6 2 8 1 9

Data Set: 02

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 7 6 5 7 8 4 3 2 7 6 6 1
WS2 1 6 3 5 1 3 7 1 8 4 9 1
WS3 4 9 7 6 7 6 3 6 5 6 6 2
WS4 5 2 9 1 6 4 9 1 1 4 5 5
WS5 7 8 6 3 7 2 5 7 1 2 6 1
WS6 2 4 3 1 9 9 4 2 2 1 9 1
WS7 5 9 9 8 2 5 6 3 8 2 5 1
WS8 1 8 1 1 1 5 6 9 4 4 4 6
WS9 8 7 6 5 8 3 8 2 8 8 9 1
WS10 4 2 9 2 5 2 8 8 2 4 9 6
WS11 3 1 5 6 1 8 2 1 7 6 9 6
WS12 1 2 9 6 1 3 1 3 2 4 7 1
WS13 1 5 3 7 2 5 3 9 8 8 6 3
WS14 9 1 5 3 2 5 6 3 5 7 7 4
WS15 2 8 9 9 9 9 4 2 9 2 4 2
WS16 9 9 2 8 3 3 9 8 4 4 8 1
WS17 4 4 8 1 6 3 1 6 9 6 2 5
WS18 9 5 2 3 8 3 9 8 4 4 8 1
WS19 4 1 4 9 3 6 7 9 1 1 9 7
WS20 1 3 8 1 7 4 6 1 9 6 9 8

Data Set: 03

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 4 7 4 2 6 4 9 2 5 7 3 1
WS2 2 7 3 2 6 2 8 5 6 7 4 8
WS3 7 7 3 6 8 4 9 9 1 5 5 3
WS4 2 8 3 7 9 8 7 4 6 9 9 8
WS5 9 6 1 8 1 4 3 6 7 9 1 2
WS6 1 5 9 1 8 7 7 1 6 9 7 7
WS7 1 3 5 2 6 3 7 2 5 5 9 8
WS8 8 9 6 5 2 6 7 2 8 9 8 7
WS9 8 3 3 4 2 8 7 1 9 4 2 3
WS10 6 5 9 4 7 2 3 3 3 6 9 4
WS11 7 7 9 1 6 5 5 3 8 6 4 4
WS12 5 3 9 7 6 2 7 4 3 8 8 3
WS13 6 8 6 4 9 2 6 2 1 3 8 4
WS14 2 5 7 7 6 1 9 9 1 6 4 1
WS15 5 9 4 5 1 1 2 5 3 6 6 5
WS16 1 4 5 1 2 6 9 4 3 6 8 5
WS17 1 9 3 3 1 4 7 3 1 3 1 1
WS18 4 9 7 9 2 6 3 4 2 3 1 6
WS19 6 6 8 9 7 8 6 4 4 2 4 1
WS20 9 1 1 4 6 7 5 9 7 1 2 2

Data Set: 04

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 3 9 7 1 9 5 9 3 8 8 5 6
WS2 7 1 6 6 2 1 3 4 4 5 5 9
WS3 9 3 2 3 5 3 9 3 3 1 7 1
WS4 8 5 1 5 9 2 5 2 4 9 9 2
WS5 6 3 4 6 6 1 6 6 4 4 9 4
WS6 6 5 5 1 6 9 9 8 8 7 9 7
WS7 9 8 2 1 5 1 7 2 1 2 6 9
WS8 4 5 8 3 6 8 3 9 7 8 9 1
WS9 3 9 6 5 9 5 1 7 8 9 2 2
WS10 6 2 1 6 4 2 1 5 3 8 4 4
WS11 3 4 9 3 3 5 8 9 6 7 1 7
WS12 6 3 5 9 4 6 4 6 3 4 5 5
WS13 1 6 1 8 3 1 4 2 6 7 7 7
WS14 9 1 1 5 5 9 5 8 1 6 2 2
WS15 2 1 9 9 6 6 9 8 9 6 4 7
WS16 6 3 8 6 5 5 4 3 6 4 1 6
WS17 4 1 6 3 4 8 6 3 4 7 3 1
WS18 7 2 1 8 8 3 1 8 1 2 5 9
WS19 1 4 3 5 3 8 4 5 8 1 5 9
WS20 1 1 5 3 4 3 2 1 6 6 7 2
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Data Set: 05

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 4 4 1 3 3 2 6 7 7 3 1 1
WS2 9 2 9 8 3 3 2 1 9 7 3 7
WS3 4 2 6 8 2 3 5 9 9 3 8 7
WS4 7 1 6 3 2 8 5 8 4 7 1 2
WS5 1 8 5 9 4 2 8 6 2 8 6 8
WS6 2 8 5 2 9 7 6 8 4 1 9 2
WS7 1 9 5 8 8 8 2 2 8 9 9 9
WS8 2 4 7 8 7 7 2 2 6 2 9 3
WS9 2 5 6 5 6 8 6 1 6 2 1 7
WS10 5 6 2 2 3 7 2 7 9 6 4 6
WS11 2 7 4 1 3 8 5 3 3 3 3 2
WS12 5 9 6 2 1 4 7 7 3 9 4 3
WS13 7 6 5 7 8 9 6 5 3 6 9 2
WS14 8 9 2 5 7 5 3 3 9 9 3 9
WS15 7 9 8 5 7 8 7 9 8 2 6 5
WS16 9 9 8 9 3 9 4 8 9 1 8 9
WS17 2 3 3 2 8 8 1 5 2 9 7 2
WS18 2 9 2 2 5 4 7 2 8 7 9 6
WS19 9 2 8 4 2 6 7 1 4 1 1 8
WS20 9 8 3 2 8 5 1 7 6 1 8 4

Data Set: 06

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 8 8 1 8 8 2 3 2 4 7 6 2
WS2 3 4 8 9 6 7 3 3 8 8 2 6
WS3 4 6 5 2 9 5 5 8 9 8 2 7
WS4 4 9 9 5 6 6 5 5 4 9 1 3
WS5 7 8 8 7 8 4 6 5 7 8 7 8
WS6 9 8 2 1 2 4 6 8 9 5 6 2
WS7 2 9 4 1 8 7 2 9 9 5 8 3
WS8 7 2 1 4 9 9 4 1 1 1 1 6
WS9 5 7 4 2 3 8 4 4 1 5 3 8
WS10 7 7 4 9 9 6 1 5 6 6 1 8
WS11 8 8 3 9 7 9 3 7 1 1 6 6
WS12 3 7 9 9 7 6 9 9 2 4 3 1
WS13 9 3 5 9 7 7 9 7 1 3 7 9
WS14 1 1 7 7 8 9 8 3 8 6 2 8
WS15 6 2 6 7 5 3 2 9 2 4 5 4
WS16 9 3 8 4 7 1 5 9 9 4 1 8
WS17 2 8 3 1 5 8 1 5 7 1 1 7
WS18 4 9 7 4 9 4 7 7 8 3 5 3
WS19 3 5 4 5 2 7 8 6 4 3 7 2
WS20 6 9 1 5 8 9 9 9 3 7 6 8

Data Set: 07

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 9 1 1 6 6 7 3 4 5 1 3 7
WS2 4 3 1 2 3 2 1 1 3 8 9 3
WS3 7 7 7 6 8 1 8 9 4 6 5 1
WS4 2 8 4 7 8 7 4 6 3 5 7 9
WS5 1 5 6 5 5 5 6 3 3 5 7 9
WS6 6 9 3 2 4 5 6 1 2 5 8 8
WS7 7 4 7 4 9 3 1 3 2 6 3 9
WS8 3 3 4 6 1 3 6 9 5 6 3 5
WS9 6 5 7 3 4 9 3 2 1 2 7 2
WS10 3 2 9 8 5 5 3 5 9 8 2 5
WS11 8 2 1 2 6 7 5 9 2 2 8 7
WS12 4 3 5 3 1 2 6 2 2 4 2 7
WS13 7 7 1 9 2 1 8 5 7 3 9 8
WS14 6 6 7 6 6 2 6 6 7 3 7 7
WS15 9 9 9 7 2 6 1 6 4 1 2 6
WS16 2 7 1 8 2 6 8 6 1 9 8 3
WS17 6 6 5 1 1 9 3 3 1 5 9 4
WS18 1 5 5 4 2 1 8 4 4 5 6 8
WS19 5 3 7 7 5 2 7 8 8 5 4 4
WS20 8 7 3 2 8 4 6 9 5 4 4 1

Data Set: 08

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 8 2 2 6 1 1 4 7 9 9 8 3
WS2 2 3 3 1 9 3 6 1 1 4 3 5
WS3 5 6 5 4 6 5 9 1 9 5 9 9
WS4 3 4 3 9 5 3 8 8 9 8 9 6
WS5 6 6 5 9 9 9 8 4 9 2 9 1
WS6 5 3 8 3 7 2 1 6 7 9 1 4
WS7 3 9 6 3 5 3 8 7 7 3 6 8
WS8 5 7 1 8 4 5 4 9 1 7 4 4
WS9 1 7 2 4 4 6 3 1 2 5 1 7
WS10 6 4 4 8 2 8 1 2 8 6 9 7
WS11 8 6 9 5 5 6 7 2 8 7 7 3
WS12 7 5 6 5 9 8 8 8 1 3 1 9
WS13 5 9 2 4 2 6 1 2 7 5 7 2
WS14 7 1 4 4 7 5 3 5 3 2 3 8
WS15 8 5 3 5 8 8 9 7 3 9 9 4
WS16 5 7 4 7 9 4 1 9 8 6 2 7
WS17 9 9 8 7 6 1 9 6 4 8 6 4
WS18 6 6 5 4 6 9 4 3 6 5 9 5
WS19 8 6 3 5 7 7 8 5 1 8 4 8
WS20 5 6 6 4 3 6 3 5 7 5 8 2

Data Set: 09

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 7 7 4 9 8 5 4 3 4 8 2 6
WS2 3 5 6 1 5 6 4 7 1 5 9 6
WS3 1 1 9 4 4 3 8 3 8 7 7 5
WS4 8 4 9 1 7 2 2 2 6 7 9 2
WS5 7 4 3 3 5 7 6 5 5 5 7 5
WS6 9 6 2 7 3 4 9 4 6 8 2 7
WS7 9 2 4 7 1 5 6 9 3 5 3 4
WS8 5 1 5 3 6 7 1 3 7 9 1 7
WS9 9 5 1 3 7 6 7 6 4 8 1 7
WS10 5 7 8 1 6 5 3 6 8 2 3 9
WS11 9 6 9 1 5 7 7 6 4 3 2 3
WS12 1 9 5 7 5 7 4 6 8 2 7 4
WS13 2 3 2 3 3 3 5 3 8 5 9 4
WS14 7 2 7 5 4 8 2 2 1 1 4 1
WS15 4 3 7 9 7 6 4 1 9 9 8 6
WS16 4 8 5 7 9 6 4 1 9 9 8 6
WS17 6 7 2 5 3 1 1 8 4 7 5 4
WS18 1 8 8 6 8 8 1 4 3 8 7 4
WS19 4 7 8 6 2 2 6 8 6 5 7 5
WS20 1 6 2 3 1 8 9 9 8 6 4 3

Data Set: 10

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 8 8 9 3 2 8 8 2 6 1 7 1
WS2 3 3 5 2 8 8 7 3 4 1 8 6
WS3 2 7 4 8 5 1 6 2 4 6 5 8
WS4 7 4 6 7 2 8 4 3 1 2 1 3
WS5 9 3 8 2 1 4 2 2 5 5 6 6
WS6 9 8 8 8 3 6 4 5 6 6 9 2
WS7 2 5 7 4 1 1 8 6 9 3 5 8
WS8 2 4 9 3 9 8 2 4 7 9 5 8
WS9 5 6 2 8 8 5 1 5 8 7 9 7
WS10 9 2 9 9 3 3 8 9 5 4 7 9
WS11 2 7 9 3 2 5 4 2 6 3 5 5
WS12 7 3 8 9 7 8 2 8 6 9 1 7
WS13 5 3 3 1 3 7 8 3 3 4 5 7
WS14 8 5 3 6 1 8 1 6 2 1 7 4
WS15 6 8 5 8 4 9 3 5 3 2 1 9
WS16 4 4 9 2 4 6 8 1 3 6 1 8
WS17 5 6 5 9 5 4 3 5 3 5 6 3
WS18 9 2 7 6 7 7 7 6 2 3 4 6
WS19 9 6 2 1 9 3 7 4 8 4 4 5
WS20 6 3 6 1 7 4 3 3 5 2 5 9
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Data Set: 11

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 3 3 7 5 9 7 6 9 4 1 3 6
WS2 2 2 8 9 3 8 5 8 4 3 2 3
WS3 6 8 6 4 4 7 3 8 8 3 2 1
WS4 9 7 5 6 6 2 8 9 1 2 6 1
WS5 7 4 2 4 3 3 7 9 9 7 4 9
WS6 2 6 2 2 9 3 7 1 5 5 1 1
WS7 2 4 8 8 2 9 8 9 3 2 3 6
WS8 3 5 4 9 7 8 3 8 5 9 6 4
WS9 1 2 4 5 1 7 5 1 7 1 5 6
WS10 7 6 5 3 3 8 9 3 2 6 8 8
WS11 5 5 5 9 8 4 9 9 6 1 8 8
WS12 2 4 4 2 2 8 2 5 6 4 9 7
WS13 6 8 8 7 3 7 9 5 2 3 9 8
WS14 2 1 4 5 7 6 6 1 9 1 1 4
WS15 2 7 2 8 3 1 1 5 2 3 9 8
WS16 6 1 6 1 6 9 5 4 8 9 9 7
WS17 3 6 9 5 7 7 3 4 3 7 2 1
WS18 5 4 2 4 7 3 5 1 5 5 6 1
WS19 2 4 8 1 6 1 3 7 9 5 1 8
WS20 1 7 4 9 4 5 3 9 6 5 8 6

Data Set: 12

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 2 8 3 1 3 9 6 8 1 4 5 8
WS2 8 2 4 1 7 5 7 2 9 8 8 6
WS3 1 1 5 5 3 6 8 5 6 5 6 9
WS4 4 6 1 5 9 1 4 7 2 6 2 6
WS5 3 1 4 5 3 6 7 3 4 3 6 4
WS6 9 8 3 2 2 9 5 5 8 1 2 6
WS7 8 9 5 4 5 5 4 4 5 6 4 5
WS8 8 3 8 8 8 4 4 8 5 9 5 1
WS9 9 3 4 7 4 1 7 7 4 1 8 6
WS10 8 1 5 4 9 6 3 9 2 2 6 9
WS11 8 5 1 9 4 9 9 9 3 1 8 5
WS12 3 9 9 1 3 7 9 6 3 8 2 6
WS13 7 7 2 2 3 4 3 1 5 5 5 6
WS14 6 3 4 9 9 6 4 4 6 5 9 3
WS15 3 6 6 1 3 6 9 2 4 9 1 7
WS16 4 8 7 4 4 7 8 9 9 4 6 2
WS17 9 2 2 3 3 6 8 5 3 5 1 7
WS18 1 6 5 1 3 5 6 8 6 7 4 2
WS19 7 8 9 2 4 9 8 6 3 1 7 2
WS20 2 7 7 4 9 6 5 5 3 5 1 7

Data Set: 13

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 8 2 2 6 1 1 4 7 9 9 8 3
WS2 2 3 3 1 9 3 6 1 1 4 3 5
WS3 5 6 5 4 6 5 9 1 9 5 9 9
WS4 3 4 3 9 5 3 8 8 9 8 9 6
WS5 6 6 5 9 9 9 8 4 9 2 9 1
WS6 5 3 8 3 7 2 1 6 7 9 1 4
WS7 3 9 6 3 5 3 8 7 7 3 6 8
WS8 5 7 1 8 4 5 4 9 1 7 4 4
WS9 1 7 2 4 4 6 3 1 2 5 1 7
WS10 6 4 4 8 2 8 1 2 8 6 9 7
WS11 8 6 9 5 5 6 7 2 8 7 7 3
WS12 7 5 6 5 9 8 8 8 1 3 1 9
WS13 5 9 2 4 2 6 1 2 7 5 7 2
WS14 7 1 4 4 7 5 3 5 3 2 3 8
WS15 8 5 3 5 8 8 9 7 3 9 9 4
WS16 5 7 4 7 9 4 1 9 8 6 2 7
WS17 9 9 8 7 6 1 9 6 4 8 6 4
WS18 6 6 5 4 6 9 4 3 6 9 5 9
WS19 8 6 3 5 7 7 8 5 1 8 4 8
WS20 5 6 6 4 3 6 3 5 7 5 8 2

Data Set: 14

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 3 9 2 5 5 6 2 9 8 1 6 1
WS2 6 7 1 9 8 1 8 4 9 5 6 8
WS3 2 3 2 2 6 4 1 3 4 2 3 5
WS4 9 7 1 9 3 4 2 5 1 5 8 7
WS5 7 3 3 4 5 7 2 2 1 6 4 3
WS6 8 6 1 5 9 4 9 4 8 1 9 1
WS7 5 3 7 4 8 5 5 8 9 8 2 2
WS8 9 5 9 2 8 6 1 3 7 1 8 6
WS9 8 7 2 8 9 4 8 7 9 6 8 1
WS10 2 7 6 2 7 8 9 6 5 5 5 9
WS11 9 4 4 8 1 5 5 8 5 6 7 9
WS12 7 2 2 4 9 8 4 5 6 8 8 4
WS13 3 1 2 4 5 3 6 4 9 2 3 9
WS14 8 1 2 5 5 8 3 6 9 2 7 6
WS15 9 9 9 4 1 2 7 6 1 2 9 8
WS16 7 6 5 1 8 2 9 5 6 8 9 4
WS17 6 6 8 6 7 1 2 7 7 7 8 1
WS18 2 1 2 3 5 2 6 4 2 9 5 5
WS19 9 2 3 6 7 8 6 2 1 2 1 3
WS20 8 1 8 4 7 9 6 4 5 4 1 9
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