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Abstract

Learning Analytics (LA) is increasingly used in Education to set prediction models from artificial intelligence 
to determine learning profiles. This study aims to determining to what extent K-nearest neighbor and random 
forest algorithms could become a useful tool for improving the teaching-learning process and reducing 
academic failure in two Physics courses at the Technological Institute of Monterrey, México (n = 268). A quasi-
experimental and mixed method approach was conducted. The main results showed significant differences 
between the first and second term evaluations in the two groups. One of the main findings of the study is that 
the predictions were not very accurate for each student in the first term evaluation. However, the predictions 
became more accurate as the algorithm was fed with larger datasets from the second term evaluation. This 
result indicates how predictive algorithms based on decision trees, can offer a close approximation to the 
academic performance that will occur in the class, and this information could be use along with the personal 
impressions coming from the teacher.  
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I. Introduction

Learning Analytics (LA) is understood as statistical work and 
computer science applied to educational environments to enhance 

learning. Educational processes generate much data that can be used 
to generate actionable insights to innovate the way students learn. 
LA represents a huge opportunity in higher education for teachers, 
researchers, and education officials [1]. However, it is not hard to find 
many educational institutions that have a vast amount of data, but it 
is not utilized to improve educational processes [2] and [3]. A major 
limitation is a fact that the data is generated after the courses are 
completed [4], too late to provide timely feedback to the student and to 
offer adaptative measures to improve their learning. Also, researchers 
like Vieira, Parsons & Byrd [5], & Wong [6] claim that currently 
there is not yet a knowledge field that combines effectively LA and 
educational theory. In addition, most of what has been developed in 
this direction are related to online education [7] and [8] and cannot be 
applied to face-to-face instruction. 

The damage caused by the COVID-19 pandemic has spread to 

most of the countries of the world, not only in the field of health 
and economics but also to education [9]. While some educational 
institutions decided to stop their academic activities, others decided 
to continue online. This represented a significant change for both 
teachers and students, which has led to rethinking the teaching-
learning process [10]. These changes have also affected students 
emotionally and have urged educational institutions to design 
strategies to minimize the damage. The Association for Psychological 
Sciences [11] summarized mental health impacts in children and adults: 
increased stress levels due to isolation (with consequences on mental 
and physical health), and anxiety and depression due to overflow 
of information. This problem takes on various nuances in a world 
in which inequality prevails. While some educational institutions 
have the resources to offer online educational environments, others 
do not have an adequate technological infrastructure to deal with 
confinement, or rather than following a traditional system schools 
do not have innovative methodologies to optimally cope with the 
effects of the pandemic [9] and [10]. Thus, taking as a starting point 
the ecosystems of educational institutions that have the resources to 
continue with classes online, it is important to promote motivation to 
reduce frustration, promote autonomy, flexibility, and frequently give 
positive feedback [12]. Likewise, it could be valuable for both teachers 
and students to have a predictive algorithm that allows the teacher 
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to have a general forecast about the performance of the group and 
thus redouble efforts in those cases with grim predictions. Similarly, 
the student could have the option of knowing their forecast to better 
manage their academic period.

Olmos et al. [13] developed an Artificial Intelligence (AI) algorithm 
based on classification algorithms to forecast the students’ academic 
performance in a Physics engineering course. The forecasting model 
uses the algorithms K-nearest neighbor and random forest at its core. 
K-nearest neighbor is a non-parametric algorithm that works by 
grouping data in similar sets for continuous or categorical prediction 
[14]. On the other hand, the random forest algorithm uses a group 
of decision trees, each of them initiated randomly and independently 
[15]. To begin the process of predicting academic performance, both 
algorithms are trained with data from a similar sample of students. 
In 2016, the model training was initially carried out using biometric 
information such as neuronal frequencies, facial recognition, heart 
rate, as well as student academic information [13]. Then, to make the 
predictions of the target group, the algorithm received the students’ 
some set of grades of each of the various activities from the first 
evaluation period, one by one, making a new prediction with the 
grades of each activity. In the fourth run, the photographs of each 
student were used for facial geometric recognition and the final 
prediction was obtained. In Fig. 1 it can be seen how the predictive 
algorithm acquires more precision as more data it receives more input.
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Fig. 1.  Algorithm training with a) Quizzes. b) Quizzes + Homework (HW). c) 
Quizzes + HW + Students surveys to evaluate teachers (ECOA). d) Quizzes + 
HW + ECOA + Biometrics.

Based on these promising results, we decided to replicate the 
study with two Physics courses: Physics I (two groups) and Physics II 
(three groups). These five groups had different instructors. The course 
consists of three evaluation periods. This study focuses on the first 
two terms evaluations. The main objective is to determine to what 
extent the algorithm could become a useful tool for improving the 
teaching-learning process and reducing academic failure through the 
timely implementation of preventive adaptive measures.

This research work first presents a theoretical framework that 
addresses concepts around the artificial intelligence algorithms 
used. The importance of testing learning models in education based 
on predictive algorithms serves as a reference in the application of 
adaptive learning paths in face-to-face learning environments. Then, 
the methodology is explained and finally, the most relevant results are 
presented.

II. Theoretical Framework

In the last five years, the use of prediction models that use 
artificial intelligence to determine profiles has increased dramatically. 
Companies such as Netflix, Facebook, and Amazon, are examples 
of this [16] and [17]. This technological development has also been 
recently spreading to the educational field. The first focuses on the 
result of student performance, searching through data and automated 
mechanisms in intelligent Machine Learning algorithms, to draw a 
line of action that allows the student to strengthen their deficiencies 
and gradually achieve their performance objectives [18], such as 
the ALEKS platform, online tutoring, and assessment program, to 
supplement math instruction [19]. The second way is related to 
the adaptation of the instructor’s actions, intending to generate the 
actions necessary to adapt to the student’s profile and thereby achieve 
an improvement in their learning [20] and [21]. Adaptive Learning is 
possible and has become a field of research, particularly in contexts 
where a vast amount of data can be gathered, and variables can be 
more controlled. This is the case of Massive, Open, and Online 
Courses (MOOCs), other online courses, tutorials, computer games, 
among others [20]. Adaptive Learning has also been tried in hybrid 
models or Blend Learning. López, Muniesa, and Gimeno [22] designed 
an adaptive experience on the Moodle platform, in which users were 
guided through the instructional design activities, adapting at their 
own pace, the results were positive.

Learning Analytics aims to collect data, analyze it, and generate 
insights about the students and their contexts to improve their 
learning, as well as the learning environment [23]. Thanks to advances 
in the field of computing, interesting opportunities have been created 
to collect and analyze big datasets [5]. Many algorithms can be 
applied to the data to discover patterns and make predictions. Random 
forest is an example of such algorithms [24]. Random Forest uses a 
combination of predictive variables and a group of decision trees. Each 
tree provides a prediction based on a random sample of data. The most 
common prediction becomes the final prediction of the model [15],   
[25]. Thus, with the help of artificial intelligence, specifically, the 
use of random decision tree algorithms, it is possible to analyze and 
identify patterns in populations with a large number of variables [26]. 
Another algorithm is the K-Near Neighbors which has the purpose of 
agglutinating the information in similar groups [14].

The combination of algorithms is an innovative model in 
educational processes since it is presented as a combination of 
statistical, probabilistic, and forecasting models, in addition to being 
affordable for most educational institutions. 

III. Methods

A. Methods
This study is a result of a research project entitled: “Adaptive based 

on predictive” carried out at the Tecnologico de Monterrey (Mexico) in 
a Physics course for undergraduate students.  The research embraces a 
mixed and quasi-experimental methodological approach [27] and [28] 
with an emphasis on the quantitative data (QUANàqual) to validate 
and complement the quantitative findings.

A questionnaire of fourteen Likert-type items was handed out to 
participants. Responses were ranked from 0 (completely disagree) to 
5 (completely agree). The research study followed four phases [29]: 
a.Questionnaire design and validation, b.application and uploading of 
the online questionnaire, c. statistical data analysis, and d. final report 
and improvement proposals.
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1. Materials
The materials used were the inputs that were used to train the 

algorithms and to conduct the forecasts. They consisted of teachers’ 
notes, students’ photographs, academic records, and the teachers’ 
grades of two terms evaluation.

2. Participants
The sample consisted of 268 graduate students enrolled in Physics 

I and Physics II courses in engineering. Each course was divided into 
control and experimental groups. Five instructors (teachers) delivered 
the instructional content.

3. Tasks and Methods
Initially, the algorithms were trained with the graduate students’ 

grades and self-photographs from previous editions of the Physics I 
and Physics II courses. In a second phase, the predictions of grades 
for the first evaluation period were calculated for the experimental 
groups, using the photographs of the students as the only input. 
Photography as input was used to recognize facial features so that 
the algorithm could generate an association matrix, when there is 
not enough academic information on students n < 5 activities. The 
information generated from the identification image of each student 
is used as a reference mark, associating the semantic vector extraction 
property of the image [13]. At this very moment, the forecasts were 
released to each teacher so that they applied adaptive measures 
based on these grades’ predictions. The teachers communicated these 
adaptive measures to the research team through interviews. In a third 
phase, after the end of the first evaluation period, three forecasts were 
recalculated for each group, one using only the photography as input, 
another using photography and the first evaluation period grade, 
and the third, using only the first evaluation period grade. As the last 
phase, interviews were done with the students at the end of the course 
to know their perception of the possibility of knowing the prediction 
of their grades.

The algorithms used to calculate the forecasts of the first-period 
grades were K-Nearest Neighbors and Random-Forest. Only the 
Random-Forest was used to forecast the second evaluation period 
since it was the one that gave the best result the first time.

To evaluate the precision of the forecasts, 2 error measures were 
used, and a very elementary reference forecast was constructed for 
comparison purposes. The error measures used were: Mean Absolute 
Deviation (MAD) and Average Absolute Percentage Error (MAPE). 
Equations (1) and (2) show how these measurements are calculated.

 (1)

 (2)

where n is the number of data entries.

The second partial grades were collected from both the control and 
experimental groups to determine the extent of the adaptive routes 
in the control groups. Averages are compared with the parametric 
hypothesis test using the Student’s t-statistic.

It is important to mention that, at the beginning of the data 
collection process, the students signed a letter in which they agreed 
that their academic photographs be used for this research.

IV. Results

A. Results
The results of the forecasts of the five instructors for the first and 

second evaluation periods are shown in Fig. 2.
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Fig. 2.  Predictive and real results of the first and second evaluation period. The 
Physics I instructors are 1 and 2, the rest are from Physics II (blue= forecasted 
student performance, orange=actual performance).

Fig. 3 shows the set of adaptative measures implemented by each 
instructor once they knew the first forecasts for their groups. Each 
instructor chose what kind of intervention to do for those students 
with a failing grade forecast. The idea was to prevent the forecast to 
happen in those cases.

In a second stage, three predictions were calculated for the second 
evaluation term: one using only photography as input, another using 
photography and grades from the first evaluation period, and a third 
using only the grades. Then the best of the three forecasts was selected 
for each teacher. For instructors 1 and 3 the best forecasts were first 
period grades and photographs; while for Instructors 2, 4, and 5, the 
best forecast was generated using only the first-period grades. See Fig. 
4. As it might have been expected, grades from the first evaluation 
period were a good predictor for the second-period grades.
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Fig. 3.  Summary of interviews with instructors. The Physics I 
instructors are the first two, the rest are from Physics II.
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Fig. 4.  Predictive and actual students’ performance from the second term 
evaluation using different inputs (Experimental groups). Note that the highest 
grades in 3 of the groups correspond to some of the highest predictions.

Comparing the first and second term forecasts, the gap observed 
in the second one is smaller, particularly in the results obtained from 
instructors 2, 3, and 4. It can be noted that the forecasts generated by 
the model have a smaller standard deviation than the actual grades 
because grades vary based on many factors.

To validate the quality of the forecasts generated by the algorithm, a 
reference forecast was built as a basis for comparison [30]. A reference 
forecast is also called a naïve forecast and it must be very simple. In our 
case, the prediction for each student will be simply the average of the 
forecasts of all the students with the same instructor. This reference 
forecast can also be called the do-nothing forecast because it does not 
differentiate between students in the same class.

Fig. 5 and Fig. 6 show the Mean Absolute Percentage Error of the 
forecast for the second period generated by the algorithm and the 
reference forecast. Random Forest forecasts had an average error of 
16.4% meanwhile the reference forecast average error is 17.8%. As 
expected, the reference forecast average error is higher for each of 
the 5 instructors when we use the grades as the only input. However, 
the difference is very slight (especially for Instructor 3, where the 
difference of 0.1% is hard to see in Fig. 5). 
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Fig. 5.  Validation of the Random Forest forecast compared against a reference 
forecast. Input: First-period grades.

Surprisingly, when we use the grades and photographs as input 
(Fig. 6) the difference between both forecasts is less obvious. 

Also, second-period grades were harder to predict for instructor 5 
class. This may be because this instructor evaluated the first period 
using some assignments and evaluated the second period with an exam.
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Fig. 6. Validation of the Random Forest forecast compared against a reference 
forecast. Input: Photograph + First period grades.

Table I presents average results for the first and second evaluation 
periods of all groups along with the forecast MAD. Note that forecast 
tends to have a larger MAD in groups when grades have more deviation 
since it’s usually harder to predict values with more dispersion.
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TABLE I. Grades From the First and Second Evaluation Periods. The 
Mean Absolute Deviation of the forecast Produced by the Random 

Forest Algorithm Is Included

  Period 1 Period 2
  n Average Std Dev MAD Average Std Dev MAD

Instructor 1
Control

31 78.6 13.1 11.7 80.5 12.2 6.2

Instructor 1
Experimental

38 77.2 12.9 11.9 80.9 12.6 11.1

Instructor 2a
Experimental

17 67.8 13.9 11.8 74.1 14.4 11.3

Instructor 3
Control

19 93.9 5.8 5.5 95.4 5.5 11.5

Instructor 3
Experimental

18 88.6 9.3 7.6 95.4 6.2 11.9

Instructor 4
Control

31 95.0 8.4 10.6 90.8 13.3 7.4

Instructor 4
Experimental

28 95.5 5.8 8.3 89.4 10.0 8.1

Instructor 5
Control

58 73.8 15.2 12.8 82.3 19.3 19.2

Instructor 5
Experimental

28 72.3 16.8 13.3 70.6 20.9 16.4

a Instructor 2 only taught one group which was considered an experimental 
group.

From the interviews, information was obtained regarding the 
adaptive processes applied by each instructor and in each evaluation 
period, which lasted five weeks. It is important to clarify that given the 
number of students per group and that the courses are face-to-face it 
was complex for teachers to take personalized adaptive measures, so 
they opted for group measures. Instructors 1 and 2 taught Physics I 
course, based on the predictions calculated before the first and second 
periods. They decided to provide more practical exercises give more 
tutoring time. Instructor 2 also showed the students motivational 
videos and videos about the subject matter. Instructor 3 was in 
charge of two honors Physics II groups, that is, students who receive 
more advanced training than those in a regular course. In the first 
period of the course, he made available a series of videos that help 
to complement or review the classes, as well as personal tutoring to 
the experimental group. In the second period, he added immediate 
response online tests such as Kahoot, questionnaires for review, and 
more practice exercises. This instructor is willing to use the Predictive 
Algorithm as a didactic tool. Instructor 4 had two regular courses of 
Physics II. This instructor decided that the experimental group would 
be the group that seemed to be lagging behind. Instructor 4 applied 
collaborative work and offered tutoring in the first period to the 
experimental group. In the second period, he changed the collaborative 
work to in-class discussions as plenary sessions. This instructor does 
not plan on using the Predictive Algorithm as a didactic tool. Lastly, 
Instructor 5 also taught two regular Physics II courses. This instructor 
did not distinguish between the control group and the experimental 
group, and in the first period offered tutoring and practice exams. 
In the second period, in addition to providing the same options as 
in the first evaluation period, he changed the sitting arrangement of 
the problematic students. Instructor 3 is willing to use the Predictive 
Algorithm as a didactic tool.

In order to analyze the effectiveness of the adaptive routes applied 
by each instructor, except for instructor 2 who led only one course, the 
means of the grades of the second period of both the control group and 
the experimental group were calculated to determine if the differences 
were significant. The conclusions are shown in Table II and Fig. 5.

TABLE II. Averages of the Second Evaluation Period for the Control 
and Experimental Groups of the Three Instructors a

Instructor

Average of 
the control / 

experimental 
group

P (T ≤ t)
 one-tail Conclusion

1 80.55 / 80.89 0.454

There is no statistical 
evidence that the average of 
both groups corresponds to 
different populations.

3 95.42 / 95.39 0.493

There is no statistical 
evidence that the average of 
both groups corresponds to 
different populations. 

4 90.84 / 89.43 0.325

There is no statistical 
evidence that the average of 
both groups corresponds to 
different populations.

5 82.26 / 70.57 0.006

Statistical evidence that the 
experimental group obtained 
a lower average than the 
students in the control group.

a Instructor 2 only taught one group, which was considered an experimental 
group. Therefore, no comparison control vs experimental is done for instructor 2.

Another result observed pointed out a significant difference 
between the undergraduate student’s mark averages in both 
groups led by Instructor 5. The interpretation can be explained by 
comparing with other instructor’s groups. For instance, Instructor 
3 had honors groups (advanced students) while Instructor 4 opted 
that the experimental group would be the group more behind, which 
implies that he managed to raise the academic level of the group. 
Regarding Instructor 5, dissonance was noted between the forecast 
and what happened in the classroom, which arouses suspicion about 
inconsistencies in the teaching-learning process.

Fig. 5 presents a boxplot for the second-period grades for each group. 
It shows that the variation among grades given by each instructor 
is similar in their control and experimental groups (the box height 
is similar). The groups of Instructor 5 are those that show greater 
dispersion. The four control groups show atypical observations in the 
range of low scores. That is, some students obtained atypically low 
marks concerning the rest of the group. In the experimental groups, 
only two atypical points are observed in the groups of Instructors 1 
and 3. For instructors 4 and 5, although the average of the experimental 
group is not better than that of the control group, atypically low 
grades are observed only in the control groups (indicated in Fig. 7 with 
a circle).

Although it is true that the experimental group was expected to 
have a better result in statistical terms, it is worth considering external 
factors that could affect the empirical study: e.g., , class schedule, 
students’ group characteristics, teacher’s pedagogical style, etc. 
Furthermore, it is not possible to know what the performance of the 
experimental group would have been if the teacher had not taken 
adaptive actions based on the predictions. On the other hand, an 
improvement is noted in the groups of instructors 1, 2, and 3 when 
compared to the qualifications of the first and second periods of the 
experimental groups (Table I).

We wanted to know the students’ opinions about the potential use 
of the algorithm as a learning tool. At the end of the program, and after 
learning of what this research was about, students voluntarily answered 
a questionnaire to let us know their opinion about the scenario when 
they know their own prediction at the beginning of the semester and 
what they would do if they were giving their grade forecast. A total of 
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45 students submitted their answers. Questionnaires results show that 
around 80% of the undergraduates agreed and strongly agreed with 
the grades they got for assignments, quizzes, and mid-term exams. In 
other words, their grades aligned with what they expected.

Second evaluation period grades
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Second evaluation period grades
EXPERIMENTAL GROUPS
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a Instructor 2 only taught one group, which was considered experimental group.

Fig. 7. Comparative boxplots. Grades from the second term in both 
experimental and control groups. The horizontal line inside the boxes 
represents the median. The little red circle inside the boxes represents the 
mean and it is labeled with its value.

Also, when they were asked about the chance of using AI to predict 
their final course exams, they declared that they would like to know the 
prediction of their academic performance in their courses. See Fig. 8.

I wouldn’t like
4% (2)

I would like it
36% (16)

I would love it
53% (24)

It’s the same
7% (3)

Fig. 8.  Undergraduates’ opinions about knowing in advance their academic 
performance prediction by using AI.

In general terms, 53% of the undergraduates would love to use it and 
36% would like it. Few students (4%) disagreed with the idea of using 
this technology to know their performance prediction beforehand.

Another question was about the reason why the undergraduates 
would like to use the predictive algorithm as part of their academic 
tools. The answers were grouped into five categories, which are 
shown in Fig. 9.

Results

0

To improve

Being in control

Interesting

It would help to plan

I prefer the traditional process

2 4

5

3

6 8

8

9

10 12 14 16

17

18

Fig. 9.  Undergraduates’ opinions about why they would use or not AI to know 
their forecasted performance.

It is interesting how most students are eager about using predictive 
algorithms to improve or have greater control of their grades (red 
color bar). At the same time, other students showed some resistance 
(purple color bar). Some outstanding opinions of the students were 
the following:

“It could allow planning and detecting on time what are your weak 
topics, and you will know what grade you need to stay away from the 
risk of losing a scholarship” (Student 1).

“It would be interesting, but it could also be a little terrifying” 
(Student 2).

V. Discussion

Predictions become more accurate as of the algorithm trains with a 
larger amount of data. This is observed in Fig. 1, where the predictions 
improve as the inputs were made. This matches with what [31] found: 
the final academic performance of the students could be predicted 
with greater precision when a third of the semester had already 
elapsed. So, decision tree-based AI processes can offer more accurate 
predictive algorithms as they are fed by a greater amount of data of 
the current course.

Predictive algorithms, based on decision trees, can offer a close 
approximation to the academic performance that will occur in the 
classroom in general. This can be seen in Fig. 2 and 4, where the trend 
between the first and second evaluations is similar. [4] warn in their 
study that computer-assisted assessments are the best predictor for 
the detection of low-performing students. This shows that a blend 
learning format should be adopted in the face-to-face courses using a 
technological platform. The computerized resource should be selected 
consensually to homogenize the activities and evaluations.

Although the predictions were not accurate in terms of students’ 
evaluations, they provide an overview of the group’s performance. 
In this sense, the instructor can take group adaptive measures to 
preventively improve student performance. On the other hand, 
Adaptive Learning can be complex because the role of the instructor 
as a mediator is difficult to perform. [32] found in their study that 
mediators can influence the dynamics of social learning and adaptive 
learning. Therefore, the use of predictive algorithms can be a didactic 
tool that favors adaptive learning, offering the possibility of improving 
teaching practice and student performance.

In this study, both teachers and students agree to use this type 
of technology as a tool, both to improve teaching practice and to 
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improve academic performance, respectively. However, although 
today’s technology can support vast data processing, unlike the 1970s 
when AI   began [19] and [33], there are serious limitations in its use 
due to the data protection law and ethical aspects [34] that strongly 
advise not to use facial recognition, for instance, as an input for these 
algorithms [35].

In this regard, it turned out significant how three of the five 
predictions were more accurate than using the students’ academic 
records alone. Therefore, colleges and universities could facilitate 
access to a greater number of data and thereby improve the predictive 
power of algorithms by covering greater possibilities and reducing 
the margin of error. In other words, if the algorithm is trained based 
on students’ academic history such as recorded homework, quizzes, 
and exams, it could be possible to accurately predict that those with 
a good track record will get good grades. However, it might happen 
otherwise, as factors such as teacher pedagogical style, students’ 
study habits or personal circumstances may influence the real results. 
For this reason, feeding the algorithm with a greater amount of data 
encompasses a greater number of possibilities for future teaching. For 
example, it will ease teachers’ work if they forego initial evaluations 
of students’ aptitude or spot students with difficulties in the course 
of the teaching program.  Or, if the teachers can foresee any group 
performance trend, then grouping students with low, regular, and high 
levels could be optimal, as proposed in the work of Villagrá-Arnedo 
et al. [36]. 

VI. Conclusion

Based on the research results, the algorithm delivered a forecast 
of the group performance in general. Therefore, the algorithm can 
be a valuable resource for the instructor to design and implement 
adaptative measures. We expect that the forecast will be more precise 
on final grades.

At the same time, we expect that the individual forecast will be 
more accurate when the algorithm uses a larger number of variables. 
In face-to-face courses, there is a legal limitation about the use of 
personal data, which is an obstacle to getting better data timely.

Given that the forecasts of three out of the five instructors had a 
smaller margin of error using only the student’s academic information, 
the possibility of making predictions without using facial recognition as 
the input remains open, eliminating concerns about ethical questions.
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