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Abstract

There is growing concern among users of computer systems about how their data is handled. In this sense, IT 
(Information Technology) professionals are not unaware of this problem and are looking for solutions to meet 
the requirements and concerns of their users. During the last few years, various techniques and technologies 
have emerged that allow us to answer to the problem posed by users. Technologies such as edge computing 
and techniques such as one-shot learning and data augmentation enable progress in this regard. Thus, in this 
article, we propose the creation of a system that makes use of these techniques and technologies to solve 
the problem of face recognition and form a low-cost security system. The results obtained show that the 
combination of these techniques is effective in most of the face detection algorithms and allows an effective 
solution to the problem raised.
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I. Introduction

Nowadays, we live in a society governed by technology and its 
advances, which generally aim to help society and make its 

day-to-day life easier and simpler. Large technology companies and 
in many cases public institutions are participants in these advances 
and put them into practice to obtain a business benefit in many cases. 
Society is aware of this benefit that companies and institutions can 
obtain and sometimes show rejection or mistrust of these innovations. 
Such systems can often reuse the information obtained from the user 
for other purposes, although this is not always the case. Given these 
circumstances, it is important to inform and educate users about these 
new technologies and how their information can be processed. Hence, 
this is an agreement in which companies and institutions have to 
participate with their commitment to being more transparent and, at 
the same time, users with the pro-activity to learn and understand the 
new systems.

With this in mind, one of the fields that most concerns society is 
the field of Artificial Intelligence (AI). In recent years, the advances 
developed in this field have been tremendous and its applications 
extend to practically all fields of society and in almost all areas of 
knowledge. Therefore, it is understandable that these systems, and 
especially the information they use and collect to provide results and 

benefits, can be a source of concern to users. In particular, when the 
data collected is related to them and can be used for other purposes or 
even sold to third parties. This collected data is commonly processed 
and stored in cloud systems. This is also where there is fear on behalf 
of users as they lose the perception of where their data is located.

Progress in computer science has led to the emergence of new 
computing techniques which are closer to the user, such as Fog and 
Edge computing. These techniques significantly reduce the amount 
of data sent over the Internet. However, the complexity of many AI 
systems and the number of resources they require make it impossible 
for such systems to run on devices with these computing architectures. 
Consequently, at present, it appears necessary to send data over the 
Internet to cloud services to obtain accurate and fast results in AI 
models with high computational needs.

However, currently, some techniques allow to reduce the amount 
of data sent through the Internet and they may reduce the amount 
of information obtained from the user or his environment (however, 
they still can collect huge amount of data from the users and theirs 
environments). However, these techniques, in which less data is used 
to train AI models, often have certain disadvantages associated with 
them, such as a decrease in the efficiency of the algorithms. Indeed, 
this makes perfect sense since complex models need large amounts of 
data to get good results, and if this data is reduced, the efficiency of 
the systems is reduced accordingly. However, it is important to note 
that despite this lack of data, many systems have been able to achieve 
high efficiency.

Unfortunately, this is not always the case; in fact, the vast majority 
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of systems reduce their effectiveness. As a result, it is necessary to 
implement techniques that increase effectiveness despite the lack of 
data or that increase effectiveness even more despite a large amount 
of data. These techniques are known as data augmentation, which 
generates new data by applying slight modifications to the original 
data. In this way, the combination of data augmentation with the 
limited amount of user data can allow systems to achieve the minimum 
required performance and at the same time minimise the use of user 
data and/or information.

In this way, this paper presents the research developed by 
combining one-shot learning and data augmentation techniques to 
evaluate their effectiveness in systems that use fewer user data and 
also avoid sending data over the Internet. In this regard, the aim is 
to develop an edge computing system that makes use of an AI model 
developed through a combination of the two previous techniques for 
the intelligent recognition of different people.

A. Background
In this subsection, we analyze and explain the main concepts 

and techniques related to the areas of our research. Therefore, brief 
descriptions of each of the areas are included along with some of the 
most recent studies.

1. One-Shot Learning
The one-shot learning technique was first introduced in 2000 by 

Miller et al. [1] It is a subtype of supervised learning; as is well known, 
supervised learning uses labelled data or examples to learn and obtain 
knowledge and generate a model. Generally speaking, these types of 
training and models require a large amount of data to obtain good 
results. Nevertheless, the one-shot learning technique aims to do the 
opposite, with only one or a few samples it can train and generate an 
AI model [2]. However, this lack of data often has consequences in 
terms of model and results’ efficiency.

An area where this technique has particular application is in 
the field of computer vision, where datasets with a large variety of 
samples are often not available. On the other hand, this area is one 
of the major applications of deep learning models; as is well known, 
these models require huge amounts of data to obtain highly efficient 
models. However, advances in science and research have led to the 
emergence of techniques such as transfer learning that allow the use 
of one-shot learning and obtain outstanding results.

The one-shot learning approach has been used in recent studies. 
Vinyals et al. [3] use it to increase the efficiency of other one-shot 
approaches on Omniglot and ImageNet datasets; specifically, they use 
matching nets to facilitate fast learning from a few labeled samples 
and classify images into the corresponding class. Another application 
is the use of one-shot learning for image segmentation [4]; they use 
a few labelled samples to extract the area of the image where the 
desired objects are located. This solution increases the efficiency of 
other similar investigations. Others, Woodward and Finn [5], have 
combined reinforcement learning and one-shot learning to increase 
the efficiency of pure supervised systems. They allow the systems to 
determine when is worth doing the classification or pay a penalty to 
receive the correct label. Another interesting approach is developed 
by Wang et al. [6] they combine the features extracted from the image 
along with the features located in the embedding of the class name. 
They mix these two pieces of information to map images and labels to 
predict unlabelled images. This approach obtains better performance 
than the baselines used in the research.

Moreover, one-shot learning techniques can also be applied to other 
areas. For example, [3] applies one-shot learning to text processing 
tasks, although not very successfully. In contrast, [7] applies this 
technique to drug discovery using a combination of LSTM (Long 

Short-Term Memory) and graph convolutional neural networks and a 
small number of samples.

2. Data Augmentation
As mentioned above, many models do not have the appropriate 

amount of data to train and implement a quality model. Furthermore, 
given the characteristics of these models, they are not able to obtain 
the insights needed from techniques such as one-shot learning. Thus, 
it is necessary to look for a solution capable of handling these two 
challenges. This solution is called data augmentation.

The main objective of data augmentation techniques is to increase 
the size and quality of the datasets. Like the previous technique, it is 
extremely related to the field of computer vision and imaging. Thus, 
image augmentation techniques [8] are the following: geometric 
transformations, color space augmentations, kernel filters, mixing 
images, random erasing, feature space augmentation, adversarial 
training, Generative Adversarial Networks (GAN), neural style 
transfer, and meta-learning. Generally speaking, these techniques 
can be classified into two main groups, (I) the most basic techniques, 
and (II) techniques based on deep learning solutions, especially those 
based on GAN architectures.

Besides, other more recent data augmentation techniques have 
emerged recently. A study developed by Zhong et al. [9] proposed to 
select a rectangle area of an image and erase its pixels with random 
values. This technique is called Random Erasing. On the other hand, 
Perez and Wang [10] proposed neural augmentation; this technique 
is based on a neural network that learns which data augmentation 
technique to use to maximise the performance of the system.

It can be observed that new data augmentation techniques are being 
proposed; in fact, new techniques are being proposed even outside 
the area of computer vision. This is the case of the study developed 
by Park et al. [11]; the researchers have developed SpecAugment, an 
augmentation method for automatic speech recognition.

3. Face Recognition
One of the most active areas of research in recent years in computer 

science is object recognition; one of its subfields is face recognition. 
This is a set of techniques that aim to identify faces within a set of 
images. The task of face recognition involves the development of other 
subtasks in a pipeline necessary for the correct performance of face 
recognition. These subtasks are listed and explained below:

1. Face detection: it determines the position and size of a human face 
in a digital image [12]. During the years several approaches have 
been presented, like Viola and Jones’ Haar cascade method [13] 
to find face features with Haar-like features. A similar approach 
is Dlib HOG [14] which uses Histogram of Oriented Gradients 
(HOG) in the combination of Support Vector Machines (SVM) 
to detect faces. Dlib CNN [14] uses the power of Convolutional 
Neural Networks (CNN) to extract the features in faces; this is 
combined with Maximum-Margin Object Detector to maximize 
the results. Also, another well-known method is the SSD-Resnet 
[15], another CNN method to detect objects in digital images. 
More recent approaches like Multi-task Cascaded Convolutional 
Networks (MTCNN) [16] are also based on deep learning. 
MTCNN uses three subnetworks, P-Net, R-Net, and O-Net. These 
subnets are responsible for producing proposed regions, refining 
the proposals, and do face landmarking. Similarly, FaceNet [17] 
follows a process and uses CNN to detect a face on images.

2. Face alignment: it is the process in which the face landmark is 
usually rotated to obtain a face perfect alignment in case the face 
was originally rotated. Through the years several methods have 
been used to resolve this problem, ASMs [18], AAMs [19], CLMs 
[20], and cascade regression models [21]. Nonetheless, more recent 
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methods based on CNNs have been presented. These methods are 
divided into two main categories, coordinate regression models 
and heatmap regression models. A few examples of the first 
category are [22], [23]. On the other hand, examples of the second 
category are [24]–[26].

3. Face encoder: it is the process in which a face is transformed 
into an array representation. This array contains the features 
of the face and it is a numeric representation of it. This array 
of features is what usually is stored in a system that makes use 
of face recognition with its users. There are several techniques 
normally used to obtain the face features, such as LBPH (Local 
Binary Patterns Histogram) [27]; this technique divides the face 
into different blocks and obtains a histogram for each block, after 
that, it combines the histograms in only one. Another solution is 
OpenFace [28], a toolkit for face recognition. Also, ResNet [29] 
improves the encoding process as well as the whole process. 
Moreover, FaceNet [30] can also accomplish the encoding process.

4. Face classifier: this is the last stage of the process and consists of 
classifying the encoders from the previous phase into one of the 
classes provided during the classifier training or as an unknown 
person. Supervised learning algorithms are generally used. Thus, 
at this last stage, we obtain the results of the process, a label, and 
the confidence of the label.

This process is followed in recent studies using face recognition for 
different purposes. Such is the case of the [31]–[34] studies, among 
others.

4. Edge Computing
According to the European Edge Computing Consortium (EECC) 

edge computing is a computing paradigm in which certain services 
run near or on the very devices that request them [35]. Among other 
advantages, this type of computing increases privacy and decreases 
network latency. However, let us briefly describe some of the main 
features of edge computing according to the EECC [35].

• Security: security is an important aspect of all computing systems 
and it is important to ensure security between communications 
in an edge network. In terms of privacy, edge computing-based 
systems increase the privacy of data as all data is processed on 
these devices and the ownership of the data is kept between the 
owners of the edge devices.

• Real-time: the responses of services hosted on edge systems 
generally offer a much faster response and decrease the waiting 
time for users. This is mainly caused by lower data traffic between 
devices.

• Acceleration: resource-intensive processes that require large 
amounts of resources to respond to users, such as AI processes, 
can speed up their responses by finding computing centers closer 
to the user.

• Management: another important feature is the management 
that can be performed over edge computing networks. Firstly, 
its architecture allows it to be fail-stable and new devices can be 
added easily and with little or no change to the network topology. 
And another fundamental advantage is that by not depending on 
external services, it is possible to have a great deal of reliability in 
its operation.

The edge computing paradigm is widely used, proof of which are 
the studies carried out in recent years in areas such as autonomous 
vehicles [36], smart cities [37], smart homes [38], and even security 
systems such as the one proposed by Dirgantoro et al. [39] which 
proposes a security system based on recognition through Generative 
Adversarial Networks.

Taking all this into account, this article proposes the use of one-
shot learning, data paradigm, face recognition, and edge computing 
paradigm to create a security system that is as transparent as possible 
for the end-user and based on edge devices.

The rest of the article is structured as follows: section II describes 
the proposed system, materials and methods of this study; section III 
shows the results obtained in the research; section IV explains the 
main ideas obtained from the results analysis; and finally, section V 
talks about the study conclusions and future lines of research.

II. Methods

In this section, we will describe the main features of the system 
proposed in this article as well as its software and hardware 
characteristics. The section is divided into three subsections.

A. Proposed System
The proposed system is based on the four concepts explained in 

the subsection A. To explain in a more detailed and precise way the 
proposed system in the following subsections, each of its modules is 
illustrated in Fig. 1 providing an overall view of the system.
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Fig. 1. Proposed system.

1. Edge Camera Device
As shown in Fig. 1, the system is composed of three main modules. 

The first one is the “Edge camera device”, which is a hardware edge 
device that will take images whenever it detects movement in its 
proximity. Details of the specific hardware that composes this device 
will be explained in detail in 2. In addition, while the device detects 
movement, the system will take pictures every second to be able 
to detect in some of these images the faces of the people who have 
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caused the camera to wake up. In this way, this device will act as 
a mini edge security camera that will send the images obtained to 
another edge device.

2. Raspberry Pi Edge Server
The second module is the “Raspberry Pi edge server” which is formed 

by a Raspberry Pi (we will describe its features in the next section) that 
will act as a mini server to store both the images received by the edge 
camera device, the facial recognition model, and the Telegram bot in 
charge of notifying the user. The images are sent through the HTTPS 
protocol within a local network, so the images and the system aim 
to work as close as possible to the user and on devices that the user 
can have at home. On the other hand, the facial recognition model is 
trained from a single image of the users of the system using the one-
shot augmented learning technique. In this way, the proposed system 
not only reduces the transit of user images over the Internet by using a 
local network but also reduces the number of user images required for 
the system to work. Furthermore, the models used to implement this 
model are proposed based on the study we implemented in this work 
where all possible combinations with the most relevant models for face 
recognition are studied (this part of the study is detailed in more detail 
in the next paragraph). Finally, this second module will also contain 
a space to store the API (Application Programming Interface) of the 
Telegram bot configured for our system. The bot will be in charge of 
using the facial recognition model to identify the faces in the images 
and program notifications to the Telegram account of the users when 
unknown people are identified in the images.

Face Recognition Study The facial recognition study was based 
on the techniques explained in A. With this study, we intend to test the 
effectiveness of the various existing models for face recognition with 
one-shot learning and one-shot augmented learning techniques. To 
carry out this study we propose different stages that allow us to obtain 
comparative results between the different methods. In Fig. 2 we can see 
a scheme of each of these stages and therefore of the general behaviour 
of this study. Likewise, this scheme is explained in detail below.

• Data augmentation: one of the objectives of the research is to 
compare the efficiency of one-shot learning and

• one-shot augmented learning techniques. To do so, we need to 
build two datasets for each of these techniques. The datasets are 
obtained from an original dataset (1) that is formed by folders 
associated with each of them to a person. To generate the one-
shot augmented dataset, an image is selected and 100 new images 
are randomly generated from the selected one.

• The new images are generated by randomly modifying a series of 
variables: width and height shift range, brightness, zoom range, 
and rotation range.

• Training datasets: after the data augmentation process two 
datasets are obtained, the one-shot dataset obtained

• with the selected image and the one-shot augmented dataset 
obtained from the images generated from the image selected for 
the one-shot dataset.

• Testing dataset: the test set has the same structure as the previous 
datasets and contains the rest of the images not

• selected for the training sets. This set is used to test the resulting 
models after the training phase.

• Face recognition: the next step is to evaluate the techniques 
with each of the generated datasets. Therefore, a process is 
generated for the one-shot learning technique and another 
one for the one-shot augmented learning technique. For each, 
different combinations of models are tested; in particular, face 
detector models, face encoder models, and different classification 
algorithms are combined. In this way, it is possible to evaluate 

which combination of models works best with which dataset. The 
face detection models used are Haar Cascade (HC), Dlib HOG, Dlib 
CNN, SSD-Resnet, MTCNN, and FaceNet. On the other hand, the 
encoder models used are OpenFace, Dlib ResNet, and FaceNet. 
Finally, the classification models are as follows: Naive Bayes (NB), 
Linear Kernel SVM (LKSVM), Radial Basis Function (RBF) kernel 
SVM, k-Nearest Neighbours (k-NN), Decision Tree (DT), Random 
Forest (RF), Neural Network (NN), AdaBoost (AB), and QuaDrAtic 
(QDA) classifier.

After the training process, the resulting models are evaluated 
using the test set. The metrics used to evaluate these methods are 
explained in 2.
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Fig. 2. Face recognition study proposal.
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This process is repeated for different configurations of the datasets 
in which the number of classes and therefore of people vary. The 
purpose of this is to see how the effectiveness of both techniques also 
varies according to the number of classes.

3. Notification System
The last module, “Notification system”, is responsible for receiving 

notifications received by the Telegram bot on a device compatible 
with the Telegram application. In this way, the user can consult 
them whenever he/she wishes, together with the image in which an 
unknown individual/s has/have been detected by the edge security 
system proposed in this article.

B. Materials
In this subsection, we will explain the dataset and hardware used 

during the course of this research.

1. Datasets
For the comparative study of one-shot learning and one-shot 

augmented learning techniques, a well-known dataset prepared for 
facial recognition models has been used. This dataset is called The 
labelled Faces in the Wild (LFW) dataset [40]. The dataset contains an 
average of 2.03 images per person, which is a total of 13,233 images for 
a total of 5,749 people. The internal structure of the dataset is divided 
into folders, one for each of the persons included in the dataset. Within 
these folders, we will find at least one image of the person to whom the 
folder refers. These images have a series of characteristics in common, 
all of them have a size of 250 x 250 pixels and are in JPG digital format.

According to [40] each of the images, belonging to the LFW 
dataset, are obtained employing the Haar cascade method proposed 
by [13] and increasing the detection area by a factor of 2.2 in each of 
its dimensions. This is done to obtain a larger viewing area than that 
provided by the Haar cascade. In this way, each image contains only 
one face per image allowing us to better evaluate one-shot learning 
and one-shot augmented learning techniques.

2. Hardware
The hardware used for the development of the prototype used in 

this article is detailed below.

• ESP32-CAM: this is one of the main components of the proposed 
system. The ESP32-CAM (embedded microcontroller, Espressif 
Systems, Shanghai, People’s Republic of China) is an embedded 
microcontroller that operates independently. It has WiFi and 
Bluetooth connectivity. It also has a small integrated video camera 
and a MicroSD slot. Some other features of this microcontroller 
are as follows:

 - Connectivity: WiFi 802.11b/g/n, and Bluetooth 4.2 with BLE. 
Supports image upload over WiFi.

 - Connections: UART, SPI, I2C, and PWM. It has 9 GPIO pins.

 - Clock frequency: up to 160Mhz.

 - Microcontroller computational power: up to 600 DMIPS.

 - Memory: 520KB SRAM, 4MB PSRAM, and SD card slot.

 - Extras: has multiple sleep modes, firmware upgradeable by 
OTA, and LED for flash memory built-in.

 - Camera: supports OV2640 cameras that can be bundled or 
purchased separately. This type of camera has:

 ◦ 2 MP sensor.

 ◦ UXGA array size of 1622×1200 px.

 ◦ Output format YUV422, YUV420, RGB565, RGB555 and 
8-bit data compression.

 ◦ It can transfer images between 15 and 60 FPS.

• PIR sensor AM312: it is a Passive Infrared Sensor (PIR sensor, 
ARCELI) that can detect the presence of moving objects in its area 
of action. Some of its characteristics are the following:

 - Working voltage: DC 2.7-12V.

 - Static power consumption: <0.1mA.

 - Delay time: 2 seconds.

 - Blocking time: 2 seconds.

 - Trigger: repeatable.

 - Detection range: cone angle of ď100 degrees, 3-5 m (required 
depending on the lens).

 - Working temperature: -20 to + 60.

 - Size PCB: 10 mm x 8 mm.

 - Overall size: Approx. 12 mm x 25 mm.

 - Lens Module: Small lens.

• 10k ohm electrical resistor: 10k ohm electrical resistor (electrical 
resistor, AZ-Delivery Vertriebs GmbH, Deggendorf, Germany).

• 1k ohm resistor: a 1k ohm electrical resistor (electrical resistor, 
AZ-Delivery Vertriebs GmbH, Deggendorf, Germany).

• Transistor 2N3904: a transistor (transistor, BOJACK, Guangdong, 
People’s Republic of China) in charge of amplifying the signal 
coming from the PIR sensor AM312 and transmitting it to the 
ESP32-CAM.

• Raspberry Pi 4 Model B: the Raspberry Pi (computer board, 
Raspberry Pi, Cambridge, United Kingdom) will serve as a local 
server to host both the images transmitted by the ESP32-CAM and 
the Telegram bot that will be in charge of notifying the user. The 
technical characteristics of the model used are as follows:

 - RAM: 8GB.

 - Type of RAM: DDR3 SDRAM.

 - Operating system: Raspbian OS.

 - Processor: A-Series Dual-Core A4-3305.

 - Hardware interface: Bluetooth 5.0, WiFi 802.11b/g/n, Ethernet, 
Micro-HDMI, USB-C, USB 3.0, and USB 2.0.

 - Graphics card: Radeon Vega 8.

 - Graphics memory type: DDR4 SDRAM.

 - Graphics card interface: PCI-Express x4.

 - Voltage: 5 Volts.

C. Methods
In this subsection, we will explain all the methods and processes 

that have been followed during this research in such a way that the 
whole process is reproducible.

1. Materials Manipulation
Generation of Datasets and Subsets Generation of datasets and 

subsets: The dataset used for this research has been explained above 
(1). However, this dataset is modified to obtain two different datasets, 
one for the evaluation of the one-shot augmented dataset and the 
other for the evaluation of the one-shot dataset. Thus, the process to 
obtain these two datasets is explained below.

Most of the folders (people) of the LFW dataset contain only one 
image; in our experiment, these folders are not taken into account 
for the evaluation of the methods, since no different image would be 
available for the testing process. Therefore only folders containing 
more than one image will be taken into account in our experiments. 
From these folders we select a random image that will form the 
training subset for the one-shot dataset; on the other hand, the rest 
of the images in this folder will form the test subset for the one-shot 
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dataset. Once the one-shot learning dataset is formed, the process 
explained in 2 can be followed to generate the one-shot augmented 
learning dataset. To obtain the augmented images of the one-shot 
augmented learning dataset, the parameters and intervals described in 
Table I have been used.

TABLE I. Parameters Used for Data Augmentation

Parameter Interval/value
Width shift range [-1, 1]
Height shift range [-1, 1]
Brightness range [0.7, 1.3]

Zoom range [-9, 11]
Rotation range 0.4

This methodology allows us to obtain two different datasets 
originating from the same input, the one-shot dataset and the one-
shot augmented dataset. However, to evaluate the effectiveness of 
both techniques, several datasets have been configured for one-shot 
learning and one-shot augmented learning. The datasets are obtained 
in the same way but differ in the number of classes/people. As the 
number of classes decreases, the number of images available for each 
person is considered; in such a way that priority is always given to 
those that have more images that can be used for the test stage. As a 
result, pairs of datasets (one-shot and one-shot augmented) with 143, 
85, 57, 41, and 19 classes are formed.

Edge Hardware Configuration The hardware components 
described in 2 constitute the different subsystems of the proposed 
system in A. In this way, we are going to explain how to configure 
each of these subsystems.

• Edge camera device: it consists of an ESP32-CAM, an AM312 
PIR sensor, a 10k ohm electrical resistor, a 1k ohm electrical 
resistor, and a 2N3904 transistor. The electronic schematic of this 
subsystem is shown in Fig. 3. Also, keep in mind that the ESP32-
CAM will remain asleep until the PIR sensor detects motion, and 
then the ESP32-CAM will wake up and take the necessary pictures 
that will be sent to the Raspberry Pi edge server.

• Raspberry Pi edge server: in this case, the system consists of a 
Raspberry Pi 4 Model B with Raspbian OS. In this device, an HTTP 
server has been configured to receive and store the images sent by 
the edge camera device. In addition, this device is responsible for 
processing these images with a facial recognition model, which we 
will specify in later sections, and will send the results through a 
Telegram bot to warn the user of possible intrusions.
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Fig. 3. Electronic scheme of the edge camera device.

2. Metrics
As explained above, the comparative study between one-shot 

learning and one-shot augmented learning techniques aims to obtain 
the best combination of models and therefore to establish the models 

to be used in the face recognition stage of the proposed system. 
However, the evaluation and comparison must be carried out taking 
into account some quality metrics. In this study, the accuracy metric 
described in (1) has been used for the evaluation:

 (1)

where TP (True Positive) are the instances correctly classified as a 
positive class, TN (True Negative) are the instances correctly classified 
as negative instances, FP (False Positive) are the instances incorrectly 
classified as positive, and FN (False Negative) are the instances 
incorrectly classified as negative class.

III. Results

This section will explain the results of the different sub- systems or 
studies of the proposed system. This section will analyze and explain 
these results in an objective way.

A. Face Recognition Study Results
When analyzing the results of the face recognition study, different 

situations are observed, which we will show in this subsection. The 
totality of the results of each of the experiments can be seen in Table 
III which is included in the annex A.

Analyzing the results obtained and shown in Table III it can be 
observed that the one-shot augmented learning technique increases 
the efficiency of the combinations of the different algorithms 
concerning the one-shot learning. In the experiment with 143 classes, 
the one-shot augmented learning increases the results in 99 out of 162 
algorithm combinations; in the experiment with 85 classes there are 
also 99 out of 162 algorithm combinations that improve their accuracy 
with the one-shot augmented learning technique; the experiment with 
57 classes obtains better results in 95 algorithm combinations using 
the one-shot augmented learning; with 41 classes it improves in 94 
algorithm combinations; while in the case study with 19 classes 110 
combinations out of 162 increase their accuracy with the one-shot 
augmented learning technique.

Dlib HOG & Dlib ResNet &
NB not augmented

A
cc

ur
ac

y

Number of classes
143 classes

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

85 classes 57 classes 41 classes 19 classes

Dlib HOG & Dlib ResNet &
NB augmented

Dlib HOG & Dlib ResNet &
Linear SVM not augmented

Dlib HOG & Dlib ResNet &
Linear SVM augmented

Dlib HOG & Dlib ResNet &
RBF SVM not augmented

Dlib HOG & Dlib ResNet &
RBF SVM augmented

Dlib HOG & Dlib ResNet &
RF not augmented

Dlib HOG & Dlib ResNet &
RF augmented

Dlib HOG & Dlib ResNet &
NN not augmented

Dlib HOG & Dlib ResNet &
NN augmented

Fig. 4. One-shot augmented learning vs. one-shot learning.

However, it is important to mention that this increase in accuracy 
in many of the combinations is not significant. Nevertheless, there 
are certain combinations of algorithms especially those involving NB, 
Linear SVM, RBF SVM, RF, and NN classifiers. This can be seen in Fig. 
4 where the evolution of these algorithms with the two techniques 
and in combination with the Dlib HOG and Dlib ResNet algorithms 
is illustrated. Thus, it can be seen that in general, these classifiers 
perform much better as they have more information to train their 
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models. Similarly, and in general, for all the combinations studied, it 
can be observed that as the number of classes decreases, the accuracy 
of the algorithms increases.

Similarly, it is important to analyze which combination of 
algorithms is most effective in each of the experiments that have 
been developed. These can be found in Table II. It is interesting to 
note that the best combination of algorithms is the one formed by the 
Dlib HOG algorithm for face detection, the Dlib ResNet for the face 
encoder, and the k-NN algorithm as the face classification method. 
This combination of algorithms and methods obtains the best results 
in every experiment carried out in this study.

TABLE II. Best Algorithms Combinations

Experiment case Algorithms combination Accuracy 
value

143 classes not 
augmented

Dlib HOG & Dlib ResNet & k-NN 0.9096

143 classes 
augmented

Dlib HOG & Dlib ResNet & k-NN 0.8720

85 classes not 
augmented

Dlib HOG & Dlib ResNet & k-NN 0.9326

85 classes 
augmented

Dlib HOG & Dlib ResNet & k-NN 0.9201

57 classes not 
augmented

Dlib HOG & Dlib ResNet & k-NN and Dlib 
HOG & Dlib ResNet & NB

0.9427

57 classes 
augmented

Dlib HOG & Dlib ResNet & k-NN 0.9254

41 classes not 
augmented

Dlib HOG & Dlib ResNet & k-NN 0.9429

41 classes 
augmented

Dlib HOG & Dlib ResNet & k-NN 0.9102

19 classes not 
augmented

Dlib HOG & Dlib ResNet & k-NN 0.9477

19 classes 
augmented

Dlib HOG & Dlib ResNet & k-NN 0.9400

B. Hardware Systems Results
Following the design model of the hardware components shown 

in Fig. 3, an edge camera device that sends photos to the Raspberry Pi 
edge server every time it detects movement in the viewing area of its 
PIR sensor has been formed. This hardware is complemented with the 
software loaded in the ESP32-CAM microcontroller that is in charge 
of reading the signal received from the PIR sensor and waking up the 

ESP32-CAM module to capture and send the images to the edge server.

To protect the hardware, it is housed in a 3D printed casing so that 
its components are protected and less accessible to users. This housing 
will be located at the entrance door of a house as shown in Fig. 5a. In 
addition, a view of what the ESP32-CAM’s optical sensor observes can 
be seen at Fig. 5b.

C. Notification Systems Results
The notification system consists of a Telegram bot that the user has 

to start in his Telegram application and from that moment on he will 
receive notifications when an unknown person approaches the edge 
device. This notification will provide a picture of the unknown person 
along with the exact time the image was taken. An example of the bot 
chat can be seen at Fig. 6.

D. System Recognition Results
The resulting system has been tested in a real environment to prove 

its effectiveness with images captured by the hardware developed 
during the research. As explained in B the hardware has been placed 
at the front door of a house. This way when a person walks into the 
hardware the PIR sensor wakes up the ESP32-CAM module and takes 
pictures which are sent to the Raspberry Pi edge server for analysis.

In this sense, we have performed tests to capture images that are 
analyzed by the Telegram bot and generated models based on the Dlib 
HOG detector, the Dlib ResNet encoder, and the k-NN classifier. Thus, 
the system has been tested with different lighting conditions and by 
placing the face in different positions.

During these experiments, we have trained a model based on a 
photograph of any of the people that the model will be able to identify 
(in our case a single person) that has been augmented following the 
data augmentation principles already followed previously. This model 
will be in charge of analyzing the images captured by the hardware.

After analyzing the results, it is observed that in the real 
environment the model obtains an accuracy value of 100%.

IV. Discussion

After observing the results shown in III, certain conclusions can be 
drawn that are interesting to discuss in this section.

In general, it can be observed that the one-shot augmented learning 
approach increases the results concerning the one-shot learning 
approach. However, in certain combinations of algorithms, the 

(a) (b)

Fig. 5. Edge camera device location and view.
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difference is practically negligible, or in others, the results are lower. 
But in the same way, certain combinations of algorithms such as 
those shown in Fig. 4 greatly increase the results concerning one-shot 
learning. This makes us think that specifically these combinations of 
algorithms, especially the classifier, work better the more data variety 
they have.

Similarly, it can be seen that the best performing combination of 
algorithms is the combination of the Dlib HOG, Dlib ResNet, and 
k-NN algorithms. It is this combination of algorithms that has been 
used to identify the faces captured by the edge camera device. And 
as mentioned in D, the accuracy of the model is 100%. In principle, 
the expected efficiency of the model was high, although such a high 
efficiency was not expected. The efficiency is likely to be increased 
as the model has fewer classes and can discern better between users 
and because the position of the sensor allows good quality images to 
be obtained. The fact that the accuracy of the algorithm increases as 
the number of classes decreases is also supported by the results shown 
in Table 3; it can be observed that the efficiency and the number of 
classes are inversely proportional to each other.

Furthermore, in this study, it has to be taken into account that 
the use of edge and one-shot learning technology reduces one of 
the concerns of computer system users, the use of their data. The 

proposed system makes use of easily and cheaply available hardware 
that is always within the user’s reach and connected to a local Internet 
network. On the one hand, the edge solution allows the user’s data to 
be processed on devices close to the user and reduces the transit of 
information through cloud systems, with the user being the owner of 
his or her information. On the other hand, the use of one-shot learning 
reduces the amount of user information needed to train AI models.

On the other hand, the alert system tries to be as unobtrusive as 
possible for the user. First of all, using an instant messaging application 
such as Telegram allows the user to easily use the notification system. 
Secondly, the configuration of the Telegram bot itself prevents it from 
sending constant notifications to the user; only when a user unknown 
to the system approaches the edge camera device. Thus, it can be 
seen that the proposed system offers a comprehensive system for 
home security control using little data and powerful and accurate AI 
algorithms for the correct functioning of the alert system.

V. Conclusions

In this paper, we have built a face recognition system based on edge 
computing technologies and the combination of one-shot learning 
and data augmentation. The recognition system also has a notification 
system based on a bot of the Telegram application capable of notifying 
the user of intruders or unknown persons in the vicinity of their home.

In addition, the facial recognition system is efficient and capable of 
running on systems with limited computing capabilities. On the other 
hand, the effectiveness of the one-shot augmented learning technique 
has been demonstrated in certain algorithms focused on facial 
recognition. Moreover, we have discovered the perfect combination 
of detection, encoder, and classification algorithms for tasks in this 
domain.

Also, the fact that the system is focused on the edge computing 
paradigm allows users to be more aware of the information that is 
used about them in a local network environment. In this way, users 
are less reticent to use these technologies, and the security and speed 
in the delivery of results are improved concerning computing systems 
such as the cloud.

Thus, this article also demonstrates that complex artificial 
intelligence models can now be run on edge devices with certain 
computational capabilities without time and response delays. In the 
case of the proposed system, this is an important feature because 
the speed of intrusion detection and notification is essential for the 
physical security of the system’s users.

On the other hand, following the conclusion of this study, new 
lines of research have emerged that may be interesting to address in 
the future. For example, it would be interesting to implement a face 
detection model for microcontrollers in such a way as to reduce the 
transit of images between the ESP32-CAM microcontroller and the 
Raspberry Pi edge server; in this way, the risk of the photos taken 
by the edge camera device being leaked to third parties can be 
minimized as much as possible, as only the identity of the person/s 
detected would be transmitted. Another interesting area of research 
is to analyze whether the one-shot augmented learning technique 
is equally effective in other areas of object detection, such as traffic 
analysis in urban environments.

Appendix

A. Face Recognition Study Results
We show in Table III a complete table with the results of all the 

experiments carried out in the facial recognition study.

Fig. 6. Telegram bot chat screenshot.
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