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Abstract

Internet of Things, Machine learning, and Cloud computing are the emerging domains of information communication 
and technology. These techniques can help to save the life of millions in the medical assisted environment and can 
be utilized in health-care system where health expertise is less available. Fast food consumption increased from the 
past few decades, which makes up cholesterol, diabetes, and many more problems that affect the heart and other 
organs of the body. Changing lifestyle is another parameter that results in health issues including cardio-vascular 
diseases. Affirming to the World Health Organization, the cardiovascular diseases, or heart diseases lead to more 
death than any other disease globally. The objective of this research is to analyze the available data pertaining to 
cardiovascular diseases for prediction of heart diseases at an earlier stage to prevent it from occurring. The dataset 
of heart disease patients was taken from Jammu and Kashmir, India and stored over the cloud. Stored data is then 
pre-processed and further analyzed using machine learning techniques for the prediction of heart diseases. The 
analysis of the dataset using numerous machines learning techniques like Random Forest, Decision Tree, Naive 
based, K-nearest neighbors, and Support Vector Machine revealed the performance metrics (F1 Score, Precision 
and Recall) for all the techniques which shows that Naive Bayes is better without parameter tuning while Random 
Forest algorithm proved as the best technique with hyperparameter tuning. In this paper, the proposed model is 
developed in such a systematic way that the clinical data can be obtained through the use of IoT with the help of 
available medical sensors to predict cardiovascular diseases on a real-time basis.
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I. Introduction

Since the last few decades, the World witnessed an increase in the 
death rate due to cardiovascular diseases (CVD). In the United 

States of America, one person is dying every minute due to the arrest 
of CVD. Numerous researchers had tried the classification techniques 
of machine learning to diagnose CVDs to help medical practitioners 
in improving the health care system world-widely. According to the 
World Health Organization (WHO), an estimation of 30% of global 
deaths is caused by CVDs over three-quarters of which catch a spot 
in low and middle-income countries. CVDs also killed 25% of the 
population in the age group of 25-69 years in India[1]. Internet of 
Things (IoT) is usually referred to as physical things connected to the 
internet world with limited storage and processing ability. It is still 
struggling with performance, interoperability, security, and privacy 
issues challenges with a huge scope for improvement in the near 
future [2], [3], [4]. IoT is also proven as a benchmark for healthcare 
systems wherein smart objects are used to continuously monitor the 

patient for particular diseases [2]. Smart objects comprise biomedical 
sensors which gather health-related information and pass it to the 
physician through cloud/edge for further diagnosis. Hence, IoT helps 
in bridging the gap between patient and Physician located at any 
geographical location [5], [6]. Cloud computing has the nearly endless 
capacity of processing power and storage capacity, which is a more 
advanced technology to a specific extent to resolve the technical issues 
in the IoT while data mining is an intelligent technology that is used to 
extract new information by examining huge voluminous datasets [7]. 
It can be utilized to make certain decisions, estimates, and predictions 
using different machine learning algorithms. In the present era, most 
of the data in the medical sector are collected via the computerized 
system but not utilized world-wide for analysis. It is stacked up in 
a database like old handwritten records and put to no use. This data 
can be harnessed to predict diseases such as Cancer, CVDs, Diabetes, 
Dengue, etc., [2], [8]. Thus, an innovative Information technology (IT) 
paradigm is proposed, in which IoT and machine learning with cloud 
computing are the three interrelated technologies integrated together 
to overcome both current and future world obstacles related to the 
health-care system and termed as IoT-ML-Cloud paradigm. Medical 
assisted technologies and healthcare services are nearly related and 
remedial to the public welfare for better health-care facilities. The 
collaboration of cloud computing and IoT for the applications of 
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modern medical assisted technologies play an important role in the 
prediction of chronic diseases. The development of public cloud (cloud 
computing) in hospitals, which has benefits like high security, improved 
efficiency, virtualization, reliability, and scalability can promote 
resource sharing, cost savings, medical monitoring, management, and 
administration system with high efficiency and accuracy.

II. Related Work

Many research studies have been done for the prediction of diseases 
using artificial intelligence, machine learning algorithms, IoT, etc. 
In paper [9], the authors proposed a healthcare monitoring system 
using a random forest algorithm assisted by the IoT. In this paper, 
different diseases like Heart diseases, Diabetes, and Breast Cancer 
were predicted and achieved a maximum accuracy of 97.26% on the 
Dermatology dataset using the Random Forest algorithm. In paper [10], 
the authors proposed a hybrid recommender system for cardiovascular 
diseases using IoT in a cloud environment and also introduced the 
multiclass classification problem which can predict the eight types 
of cardiovascular diseases [11] [12]. Further, the model improved 
accuracy by 98% using the feature selection techniques. In paper [11], 
the authors worked on lung cancer and built an IoT-based prediction 
system using Fuzzy Cluster-Based Segmentation and Classification. 
The proposed system was developed in a MATLAB environment that 
focused to classify the lung X-ray images. The proposed model got 
85% accuracy. In paper [13], the authors developed an online web-
based platform for Clinical Decision Support System (CDSS) which 
is based on Optimal Deep Neural Networks (DNN). They developed 
a Cloud-based CDSS framework for the prediction of Chronic Kidney 
Diseases (CKD) with their level of severity. They employed IoT sensors 
to get the clinical data from disease-affected patients and predict the 
condition of normal & abnormal and achieved the highest accuracy of 
98% using DNN. In paper [14], the researchers built an android-based 
monitoring system that can monitor the heart rate of cardiac patients. 
Decision Tree algorithm was used to develop the model which can 
trigger an alarm if a patient has an abnormal heart rate. In the paper 
[15], the authors proposed an IoT-based system that is used to early 
detect cardiac disease using machine learning algorithms. In this work, 
they took heart data from the MAX30100 Sensor connected to Arduino 
and sent the observed data to Oxywatch for further analysis. In paper 
[16], the researchers analyzed IoT safety, security, and privacy feature 
including the requirements of a security issue, use patterns, and 
attack taxonomies from the health care prospect. They also invented a 
wearable health care environment to decide how people get facilities 
by economic and societies in terms of sustainability for handling 
noisy, missing values using Decision tree-based C4.5 classifier.  In 
the paper [17], the authors used some statistical methods like Nearest 
Neighbor Imputation, Hot Deck imputation, Cold Deck Imputation, 
Substitution, and Mean Substitution for prediction. In [18], the 
authors worked with 6 predictive state imputations, the frequency-
based imputation used by the C4.5 algorithms, and reduces modeling 
for a classification tree. In the paper [19], the authors suggested 
the approach of only numerical values to assign the disappeared 
values that can able to handle categorical attributes, and in last, they 
compare with the different factors i.e. cost, space, time, etc., which 
further helps in analyzing the data [19] [20]. In the paper [21], the 
researchers performed the comparison between decision trees, 
k-nearest neighbors’ algorithm (K-NN), and Naïve Bayes algorithm 
using Rapid miner, WEKA, Tanagra, Knime, and Orange tools on 
Dataset of Liver Patients [22]. In the paper [23], the authors proposed 
a system to deal with missing values in test datasets and training 
datasets for predicting diabetic disease in patients. Paper [24] showed 
a comparison of different machine learning algorithms with the help 
of RapidMiner, Tanagra, WEKA tool, Knime and Orange. In paper [25], 

the diabetic dataset was analyzed with Classification and Regression 
Trees (CART), Support Vector Machine (SVM), K-NN, J48 algorithms 
for finding classifications. The accuracy rate of K-NN was 53.39% for 
correct classification and incorrect classification was 46.605%. 

III. Findings From Related Work

We did not find any reliable model which can accurately predict 
cardiovascular disease in developing nations. Most of the researchers 
developed the cardiovascular disease models based on single and two 
algorithm combinations which are not strong enough to make accurate 
predictions in developing nations. To overcome these research gaps, 
we performed the following:

I. We used three different feature selections and also the five classifiers 
for cardiovascular disease prediction. Till date, we have not found any 
research work which utilized such classifiers for feature selections 
and cardiovascular disease predictions. Mostly, research scholars 
used only one or two algorithms in their research work.

II. We did not find any research work pertaining to cardiovascular 
disease prediction based upon clinical data for the area of Jammu 
and Kashmir (India) using machine learning techniques, therefore, 
this research work may be considered as the first cardiovascular 
disease prediction model for such developing areas. 

III. We applied machine learning techniques for cardiovascular 
disease because it is considered to be one of the best and most 
innovative techniques for prediction work and is also used for 
other disciplines like cancer disease prediction, stock market 
predictions and weather forecasting, etc.

IV. Machine Learning Algorithms

In this research, five types of machine learning algorithms are used 
for the development of the disease prediction model. The algorithms 
for disease prediction model are k-Nearest Neighbor (KNN), Decision 
Tree classifier (DTC), Support Vector Machine (SVM), Random Forest 
(RF), and Naïve Bayes (NB). The main aim of these algorithms is 
classification. As our dataset has an output class label, hence these 
supervised algorithms have been chosen because they work with class 
label problems.

A. K-Nearest Neighbors
K-Nearest Neighbors is the most simple classifier that stores all 

the available cases and classifies new instances based on nearest 
majority neighbors (for example distance function) [26]. K-NN has 
been adopted in statistical estimation and pattern recognition was 
already considered as a non-parametric tool. K-NN assumes that 
identical classes exist in shut proximity i.e entities that are similar, 
exist together. In the name of the K-NN algorithm, the alphabet ‘K’ 
means the number of nearest neighbors for determining the class of 
an instance, as shown in Fig. 1 [9].

In this algorithm, two parameters are obligatory that is 
neighborhood cardinality (K), and measure to evaluate the similarity. 
Mathematically, we can calculate the Euclidean distance between two 
points. The Euclidean distance equation is given below.

  (1)

K represents the number of the data point in the KNN algorithm 
that is close to the new data point [11]. For instance, if K = 1, 2, 3 
then it will choose one nearest neighbor, two nearest neighbors three 
nearest neighbor data points respectively. 
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Fig. 1. K-Nearest Neighbors.

Now, it will classify the data point based on the majority of voting 
[27]. This idea is portrayed in Fig. 1. After classification, the new 
data point is represented by the green star point using the nearest 
neighbor technique, as depicted in Fig. 1. Here two classes A and B 
which is represented by a sky color rectangle and black color circle 
respectively. For K = 7, the star is close to the rectangle, hence the KNN 
algorithm classified it as a class A.

Before applying KNN, data should be cleaned and no outlier or 
noise value should be presented in the dataset. And also, the variable 
should be normalized otherwise the higher value variables can lead 
the model bias.  

B. Random Forest 
Random forest is a classification algorithm and it constructs 

multiple decision trees during the training phase[13]. The random 
forest algorithm takes a final decision to choose the trees based on the 
majority of voting [14]. It reduces the risk of overfitting of the model 
based on the utilization of multiple trees [10]. It works efficiently on a 
large database and produces highly accurate results [27]. 

Steps of Random Forest algorithm:

• Pick random R data objects from the training dataset.

• Create a DT (Decision Tree) for the K data point. 

• Picks the n-tree subset from the newly generated trees and execute 
step 1 and step2 

• Take the decision or result based on the majority of voters.’

Fig. 2 portrays the working of the Random Forest algorithm. We made 
three different Decision trees from the dataset, but the final classification 
algorithm takes decisions based upon the majority of voters.

Class-A

Class 0 Class 1

Class-B

Class 1

ROOT NODE

Class-B

Majority-Voting

Final-Class

Fig. 2. Random Forest Algorithm.
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Fig. 3. Support Vector Machine.

C. Support Vector Machine (SVM) 
SVM is a classifier or a classification algorithm that uses the 

hyperplane to classify the data [15]. The primary objective of SVM 
has to find the best and optimal hyper-plane in n-dimension space 
because it requires such type of hyper-plane which has a maximum 
margin [16]. Hence, the thumb rule is choosing the hyper-plane, 
which separates the two classes better. 

In Fig. 3, the circle and rectangle are two classes and separated 
from each other by hyper-plane. But the queries raised here that how 
many hyper-planes are possible and which one has to choose out of 
possible hyper-planes. It will be chosen based upon the maximum 
margin between the classes. For the non-linear data points, SVM uses 
the kernel trick to draw the hyper-plane between them. Hence, it can 
say that SVM also works for non-linear data points [27].

D. Decision Tree
A decision tree can be used for both regression and classification 

problems.  It is a non-parametric supervised learning method. It is a 
tree-structured classifier where the characteristic of a dataset is defined 
by internal nodes and branches of the tree represent the decision rules 
and the outcome is defined by each leaf node [28].

Root NodeDecision Node

Decision Node Decision Node

Decision NodeLeaf Node Leaf Node Leaf Node

Leaf NodeLeaf Node

Le� Sub-Tree Right Sub-Tree

Fig. 4. Decision Tree.

There are two nodes in the Decision tree, which are the leaf node 
and the decision node. Decision nodes have several branches and are 
used to make some decisions while leaf nodes are the outcome of such 
decisions and do not have any further branches. A test or decision is 
carried out based on features of the dataset. 

A decision tree asks a question, and it further partitions the tree into 
sub-trees based on the appropriate response (Yes / No), as portrayed 
in Fig. 4. A decision tree includes categorical data (YES/NO) as well as 
numeric data [29].
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V. Primitive Statistics

The aim of this research work has to predict heart diseases which 
is a very delicate factor and risky as well. If done properly, it can 
be used by the medical administration for the proper diagnosis of 
patients who are suffering from CVDs. The dataset is obtained from 
Jammu and Kashmir (India), which is a real-world dataset. Thereafter, 
a combination of five ML-based classification algorithms used viz-a-
viz Naïve Bayes, K-Nearest Neighbors, Decision tree, Random Forest, 
and Support Vector Machine. 

The heart disease prediction model was developed using the 
anaconda tools which can handle large datasets with Jupyter notebook 
in python language. The developed model is then validated by medical 
domain experts.

To initialize the development of the model following suitable steps 
were performed:

A. Data Collection
This is the first step of model development in this step’s dataset 

related to cardiovascular disease is collected from Jammu and Kashmir 
(India). Information and description of the dataset are given in Table I.

TABLE I.  Attributes Information and Description of Dataset

S.No. Attribute Description
1 Age Age in Years

2 Sex Gender

3 trestbps Resting blood pressure (in mm Hg

4 chol serum cholesterol in mg/dl

5 fbs fasting blood sugar > 120 mg/dl

6 restecg resting electrocardiographic results

7 thalac maximum heart rate achieved

8 Alcoholic Alcohol Consumption

9 oldpeak ST depression induced by exercise relative to rest

10 Ca number of major vessels (0-3) colored by fluoroscopy

11 Slope_0  the slope of the peak exercise ST segment

12 Stress_0 Stress level

13 Thal_0 Thalassemia

B. Data Preprocessing:
In this step, the collected data is preprocessed using various 

methods like mean, mode, and median.

C. Feature/Attributes Selection Techniques:
After the dataset is cleaned and is ready for the mined purpose. We 

applied various attributes/features selection algorithms like Embedded 
Methods, Wrapper Methods, and Filter Methods. Then we take the 
mean of all the utilized methods and based upon the obtained mean 
we observed the weightage of each attribute.

D. Classification Algorithms:
Supervised learning algorithms like SVM, k-NN, Decision Tree, etc.  

were employed for the development of the proposed model.  

VI. Experimentation

The proposed heart disease prediction model based on IoT-Cloud-
ML consists of four-tier architecture starting from data collection, data 
storage, data pre-processing & analysis, and development of Graphical 
User Interface (GUI). Tier 1 focused on collecting health care data using 
IoT or wearable devices. Tier 2 and Tier 3 focused on cloud computing 
where data storage service and machine learning models are deployed. 
Tier 4 focuses on the front-end graphical user interface from where a 

patient or a doctor can view and interpret the results.

Tier 1 – Data Collection: Data collection tier is employed for 
collecting the patient’s data using different IoT medical sensors and 
wearable devices. These IoT-based healthcare devices attached to 
the patient’s body continuously collect clinical data. These devices 
then transmit the data to the cloud using various communication 
technologies like Wi-Fi, ZigBee, GPRS/LTE. Algorithm 1 shows IoT 
device initialization, data collection in a continuous manner, and 
transmission of data to the cloud database. In this system, we used 
‘THINGSPEAK Cloud’ to collect the medical sensor data with the help 
of the NODEMCU server. The data which we used in our work was 
taken from Jammu and Kashmir as a repository system. Further data 
collected from IoT-based devices will be employed in this model for 
real-time prediction [30].

Algorithm 1: IoT device initialization and sending data to the cloud 

Step 1: attach the IoT medical sensors in patients’ body and Start 
Device Initialization
Step 2: configure the nodemcu with ssd and password and connect 
with wifi
Step3 : attach nodemcu with sensor to work as a mediator
If(nodemcu==connectedwithwifi)
{
     If(sensor==attachedwithnodemcu)
     {
          Read data and send it to the cloud
     }
     Else
     {
          Error: Sensor is not attached
     }

} else {
     Error: Nodemcu is not connected 
}

Tier 2- Data Storage: IoT devices employed in Healthcare, Industrial 
IoT have the objective of sensing patient clinical data and transmit it 
to data storage service in a continuous manner [31], [32], [33]. But it is 
a very complicated task to sense and send such data by conventional 
data processing tools and techniques. IoT devices and physical 
personal computers do not have sufficient storage to store and process 
the voluminous clinical data of cardiovascular patients etc., [34]. 
Hence, the proposed method used cloud computing for this task. In the 
proposed model, HEROKU cloud PostgreSQL is used for storing and 
pre-processing the data. HEROKU PostgreSQL cloud is a data storage 
service widely used for data storage as described in Algorithm 2. 

Algorithm 2: Storage of Patient Data onto Heroku PostgreSQL database

Step 1: initialize PostgreSQL in Heroku cloud 
Step 2: setup PostgreSQL with user name and password
Step 3: if the database and table not created Then
create a database and table.
Step 4: configure IOT sensor data by using a thing speak write API 
key to insert 
Step5: if (thingspeakDiseaseData==True or 
PatientPersonalData==True)
{
     Insert data into the table
}
Else {
     Error: no data to insert}
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Tier 3 – Data Analysis on a cloud: Data analytics tier uses the machine 
learning models and techniques to predict the output class label. The 
proposed methodology implemented various types of machine learning 
algorithms and chose one of them which gives the best and accurate 
results. The dataset is divided into training and testing datasets. The 
trained data was treated with different classification algorithms like 
Decision Tree, SVM, KNN, Random Forest, and Naive based to further 
test the model for prediction of cardiovascular diseases as described 
in Algorithm 3.

Algorithm 3: Predication of the diseases using the proposed model

Step 1: select the patient of which we need to predict the disease 
Step 2: check the patient data and its attribute
If(Any Attribute==null)
{
insert the required data into the database 
}
Else {
Predict the disease and show the result}

Tier 4 - GUI on a cloud: This tier provides the frontend interface 
which can be accessed by both patient and the doctor (expert). The 
patient can view their clinical results using patient_id. This GUI was 
developed using the python flask library. The flask application is 
deployed on the cloud so that it can easily communicate with other 
services on the cloud.

Fig. 5 shows the overall proposed system composed of a four-
tier system and able to communicate with each other by integrating 
Cloud computing, Machine Learning, and the Internet of things in a 
precise manner.

Tier-3

Tier-4

Tier-2

Tier-1

Doctor

IoT Sensor data
or

Wearable device

NODEMCU Server

ThingSpeak and
Heroku

PostgreSQL

Proposed
system

front-end

Machine
Learning

Model

Fig. 5. Proposed Methodology Diagram.

VII.  Results and Discussion

In this section, the authors applied different feature selection 
techniques like filter method, embedded method, and wrapper 
methods, and finally, their mean weightage is obtained for all attributes 
for their use in the development of the model, which are depicted in 
Table II and Fig. 6. 

The results of the developed model are described in this section. 
From Fig. 6, it is clear that the persons having a high old peak has more 

chance of getting heart disease as compared to the Alcoholic person 
which has less chance of having heart disease based on weightage. In 
this way, the weightage scale can be analyzed.

TABLE II. Attributes Along With Their Mean Weightage

Feature Selection 
techniques

Filter 
Method

Embedded 
Method

Wrapper 
Method Mean

age 0.98 0.18 0.92 0.69
sex 0.81 0.82 0.50 0.71

trestbp 0.99 0.20 0.75 0.65
chol 1.00 0.18 1.00 0.73
fbs 1.00 0.13 0.00 0.38

restecg 0.97 0.00 0.25 0.41
thalach 0.93 0.11 0.83 0.62

Alcoholic 0.08 0.73 0.33 0.38
oldpeak 0.73 0.90 0.67 0.77

Ca 0.61 0.97 0.58 0.72
Slope_0 0.98 0.14 0.17 0.43
Stress_0 0.00 1.00 0.42 0.47
Thal_0 1.00 0.18 0.08 0.42
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Fig. 6. Attributes along with their Weightage.

After obtaining the mean weightage of all the attributes, various 
Machine learning classifiers like Decision tree (DTC), Random Forest 
search (RFS), K-nearest neighbor (KNN), Support vector machine 
(SVM), and Naïve Bayes (NB) are utilized in various situation and 
tested the performance of each classifier. 

The confusion matrix along with the AUROC curve of a Decision 
tree is shown in Fig. 7.

Fig. 7 depicted the confusion matrix and AUROC curve for the 
decision tree, and its use to measure the performance of the classifier 
in terms of Accuracy, Precision, Recall, and F1-Score. Firstly, the 
Decision tree algorithm was applied to the test data set and found 
83.43% accuracy with 84.38% precision, 81.63% recall, and 82.98% 
F1-Score. It means that the decision tree model has the capability of 
differentiating the person having heart disease or not is 83.43%.

The confusion matrix along with the AUROC curve of the Random 
forest Model is shown in Fig. 8.

Fig. 8 depicts the confusion matrix along with the AUROC curve for 
the Random Forest model. After applying Random Forest Algorithm on 
the test dataset, it was found that the (RF) model has 87.72% accuracy 
with 86.16% precision, 89.59% recall, and 87.84% F1-Score. It means 
that the Random Forest model has the capability of differentiating the 
person having or not having heart disease is 86.16%.
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Fig. 7. Confusion matrix and AUROC curve of Decision Tree Model.

Confusion Matrix of Decision tree on Test DataSet

AUROC Curve For Random Forest Model
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Fig. 8. Confusion matrix and AUROC curve of Random Forest Model.

Confusion Matrix of KNN Classifiers on Test DataSet

AUROC Curve For K-Nearest Neighbors Model
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Fig. 9. Confusion matrix and AUROC curve of K-Nearest Neighbor Model.

The confusion matrix along with the AUROC curve of the K-Nearest 
Neighbors algorithm is shown in Fig. 9.

Then, the K-Nearest Neighbors algorithm was applied and found 
81.31% of accuracy on the test dataset with 85.79% of precision, 74.59% 
of recall, and 79.80% of F1-Score. It means that the K-Nearest Neighbor 
model has the capability of differentiating the person having or not 
having heart disease is 81.31%. The confusion matrix along with the 
AUROC curve of the K-Nearest Neighbor model is shown in Fig. 9.

The confusion matrix along with the AUROC curve of the Support 
Vector Machine model is shown in Fig. 10.

Fig. 10 shows the confusion matrix along with the AUROC curve of 
the Support Vector Machine model. The obtained results of (SVM) are 
much better than KNN, in which the accuracy is 85.40% with precision 
84.24%, Recall 86.73% and F1-Score is 85.47% respectively. It means that 
the Support Vector Machine model has the capability of differentiating 
the person having or not having heart disease is 85.40%. 

The confusion matrix along with the AUROC curve of the Naïve 
Bayes model is shown in Fig. 11.

Finally, a Naïve Bayes classifier was applied and found 82.62% of 
accuracy without hyperparameter tuning. It means that the Naïve 
Bayes model has the capability of differentiating the person having 
or not having heart disease is 82.62%. The obtained precision of 
Naïve Bayes is 80.57%, with Recall and F1-Score8 5.51% and 82.97% 
respectively. The confusion matrix along with AUROC is shown in 
Fig. 11. Overall results of all models are shown in Table III.
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Confusion Matrix of Support Vector Machine on Test DataSet

AUROC Curve For Support Vector Machine Model
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Fig. 10. Confusion matrix and AUROC curve of Support Vector Machine Model.

Confusion Matrix of Naive Bayes Model on Test DataSet

AUROC Curve For Naive Bayes Model
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Fig. 11. Confusion matrix and AUROC curve of Naïve Bayes Model.

For the refinement of results, hyperparameter tuning was applied 
which uses the Grid Search method of Scikit-Learn. The conventional 
approach of performing hyperparameter optimization has been Grid 
search, or a parameter sweep, which is simply a comprehensive search of 
candidate parameter values over all appropriate values in the specified 
search space [19]. After all possible parameter combinations which are 
calculated for a model; the finest combination will be retained. Grid 
search gives the training to an algorithm for all possible combinations 
using two hyperparameters sets (learning rate and several layers) and 
measures the performance using a cross-validation technique [21]. 
These validation techniques ensured that the trained model gets most 
of the patterns from the dataset. Grid Search uses a manual method 
to apply the parameter to the algorithm [23]. Naïve Bayes does not 
support Grid Search because it doesn’t have any parameter. Hence, we 
applied Parameter Tuning on the other algorithms.

TABLE III. Performance Comparison of Different Proposed Heart 
Disease Prediction Models

Performance 
Metrics

Comparison of Heart Disease Prediction Models

Decision 
Tree

Random 
Forest

KNN SVM
Naïve 
Bayes

AUROC 0.834163 0.877459 0.812459 0.854173 0.826551

F-1 Score 0.829876 0.878439 0.799035 0.854701 0.829703

Accuracy 0.834343 0.877273 0.813131 0.854040 0.826263

Recall 0.816327 0.895918 0.745918 0.867347 0.855102

Precision 0.843882 0.861629 0.857981 0.842418 0.805769

Error Rate 0.165657 0.122727 0.186869 0.145960 0.173737

From the above results, we came to the conclusion that without 
parameter tuning of Naïve Bayes performed better which gave 82.63% 
accuracy, and with hyperparameter tuning, the Random Forest 
search gave 87.72% accuracy which is higher than all other proposed 
classifiers. So, for this research work, the Random Forest model is the 
best for implementation and model building.

The experimental result is shown in Table III which shows that the 
Random Forest model outperforms other proposed models. So, for this 
research work the Hyperparameter Random Forest model is selected 
for making final outputs because of its higher accuracy and lesser error 
rates. The performance of the proposed model is tested and compared 
with existing models that portray very promising results.

VIII.  Conclusion and Future Work

The main aim of this research was to develop an efficient 
cardiovascular disease prediction model for Jammu and Kashmir 
(India). Machine learning algorithms with IoT were utilized towards 
this aim. The prediction model is developed based on parameters. The 
parameters are selected after consulting with the domain experts. 
This research work came out to the conclusion that the Naïve Bayes 
algorithm performed better without hyper tuning of parameters 
while the Random Forest model is proven as an efficient technique 
with hyper parameter tuning. Because the Hyperparameter Random 
Forest model has higher accuracy and low error rates in comparison 
to all other selected models thus we select the Hyperparameterized 
Random Forest model for making the final output. After applying the 
machine learning classifiers to the heart disease dataset, it appears 
not astonishment that the complex classifiers like SVM and Random 
Forest brought better results with the loftiest accuracies of 0.8772% 
and 0.8540% as compared to the K-Nearest neighbor 0.8131%, Naïve 
Bayes 0.8262%, and Decision tree 0.8343% respectively. It is well worth 
emphasizing that in most instances hyper-parameter tuning is a must 
prerequisite to get sturdy results out of these classifiers. For future 
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improvements, our preference will be that further research should 
certainly be conducted to simulate this proposed model by adding 
new parameters with hybrid methods like ensemble techniques and 
more real-world datasets. These techniques can also be applied for 
predicting other fields like weather forecasting, election predictions, 
sales predictions, and other Bioinformatics predictions, etc.

Hence, we conclude this work by stating that the combination of IoT, 
Machine learning, and Cloud computing can be proven as a future reality 
for the prediction of diseases in general and cardiovascular diseases.

IX. Current and Future Developments

In this research work, a novel technique is developed for predicting 
cardiovascular disease for Jammu and Kashmir (India) based upon 
parameters. Machine learning algorithms with python language 
were utilized towards the objective of this research.  While the 
results of this model are promising, if we add more parameters the 
accuracy of forecasting may increase. In this model, we had predicted 
cardiovascular disease for Jammu and Kashmir. In future, the further 
research will be forecasting the election outcomes for the whole 
of India’s well. Currently, this model can predict cardiovascular 
disease only for Jammu and Kashmir but using this methodology 
researchers will extend this research work to other developing areas 
also by incorporating certain parameters pertaining to those areas. 
Further researchers can develop the new algorithm or combine all the 
algorithms using an ensemble technique in order to achieve better 
accuracy with low error rates.
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