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Abstract

Video surveillance is one of the important state of the art systems to be utilized in order to monitor different 
areas of modern society surveillance like the general public surveillance system, city traffic monitoring system, 
and forest monitoring system. Hence, surveillance systems have become especially relevant in the digital era. 
The needs of the video surveillance systems and its video analytics have become inevitable due to an increase in 
crimes and unethical behavior. Thus enabling the tracking of individuals object in video surveillance is an essential 
part of modern society. With the advent of video surveillance, performance measures for such surveillance also 
need to be improved to keep up with the ever increasing crime rates. So far, many methodologies relating to 
video surveillance have been introduced ranging from single object detection with a single or multiple cameras 
to multiple object detection using single or multiple cameras. Despite this, performance benchmarks and metrics 
need further improvements. While mechanisms exist for single or multiple object detection and prediction on 
videos or images, none can meet the criteria of detection and tracking of multiple objects in static as well as 
dynamic environments. Thus, real-world multiple object detection and prediction systems need to be introduced 
that are both accurate as well as fast and can also be adopted in static and dynamic environments. This paper 
introduces the Densely Feature selection Convolutional neural Network – Hyper Parameter tuning (DFCN-
HP) and it is a hybrid protocol with faster prediction time and high accuracy levels. The proposed system 
has successfully tracked multiple objects from multiple channels and is a combination of dense block, feature 
selection, background subtraction and Bayesian methods. The results of the experiment conducted demonstrated 
an accuracy of 98% and 1.11 prediction time and these results have also been compared with existing methods 
such as Kalman Filtering (KF) and Deep Neural Network (DNN).
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I. Introduction

The human visual system detects and recognizes objects within 
dense groups of multiple objects very efficiently. But this task 

proves to be difficult and is riddled with challenges when it comes 
to artificial systems. Modern surveillance systems have been used 
in public civil monitoring by implementing object detection and 
motion tracking. Object detection is a subsidiary topic under the field 
of Computer Vision which is a study of how computers detect and 
classify different types of objects in an image or a video. There are 
numerous applications of such systems in the modern world that 
detect and track objects in a region such as surveillance systems 
for military use, modernized traffic control systems, public weather 

observation systems, etc. [1], [2], [3]. Researchers are working on 
various techniques to increase the speed and overall accuracy of such 
object recognition and tracking. Recent advancements in the field 
of information technology have increased the need for more robust 
and intelligent surveillance systems with better speed and accuracy. 
Therefore, object detection and tracking have shown great potential 
while emerging as an important technology in the field of surveillance 
related to security. 

Unlike humans, computers see images as several clusters. Each 
pixel in an image contains data corresponding to the colour values 
i.e. red, green and blue. If an image contains all three colour values 
then there are three channels present in that image. A grayscale 
image contains only one channel [4]. Determining the location of an 
object and the region of interest is a challenging task in the field of 
computer vision. In general, two methods are used for determining 
the location of the object and they are object detection and object 
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tracking. To locate an instance of the object in images or videos, the 
object detection technique is used. The popular Convolutional Neural 
Networks (CNN) [5] was trained using a large set of labelled data and 
it is used to detect a region of interest within a completely new given 
image. Hence using this method one can determine the location of an 
object within a given image, whereas in the case of object tracking 
only the pixel information of the region of interest is provided and the 
region having the highest amount of similarity is searched.

During the process of object detection, objects are detected based 
on various points such as objects of interest, face, colour, shape, and 
skin. The process involves the extraction of frames from an image 
or video. Subsequently, various such features of objects are extracted 
for video surveillance systems and this is discussed in detail [6]. The 
detected object is then continuously tracked in the input video stream. 
Numerous factors make it difficult to track objects after their detection. 
Several times, the object is occluded by its surroundings which makes 
it difficult for the tracking algorithm to track the object in real-time. 
Additionally, sudden movements which lead to changes in the shape or 
size of the object or changes in the observed scene are a few of the factors 
that can affect object-tracking. Researchers are continuously working 
on improving these algorithms for the better tracking of objects despite 
the above-mentioned hindrances that affect the procedure.

Real-time object tracking algorithms are being studied where the 
detector learns about all the changes in the object and its environment 
and uses it to better track the object. Some of the popular object 
detectors are Region-based CNN (R-CNN), Faster R-CNN, Single Shot 
Detectors and You Only Look Once (YOLO). Among these object-
detectors, Faster R-CNN and Single Shot Detectors have greater 
accuracy, while YOLO has better speed.  In this paper, we look at 
the benefits and drawbacks of two-stage detectors and single-stage 
detectors. Moreover, we explore how to improve the speed and 
accuracy of modern security surveillance systems,. Furthermore we 
fine-tune object detection with direct comparison to state-of-the-art 
detecting techniques.

The topics discussed in this research paper in the subsequent sections 
are as follows. Section II discusses current and related work on object 
detection methods, single-stage and multistage as well as multi-object 
target methods. Section III delves into the working methodologies 
and the multi-object detection approaches in DFCN-HP. Section IV 
contains the implementation and performance analysis of the proposed 
work along with the existing works followed by the conclusion.

II. Related Works

This section discusses the technology related to object detection 
(detection of the object in the image), classification (classifying objects 
into different categories such as dog, cat, person), and tracking of 
the objects. The main body of work done related to object detection, 
tracking and classifications are the standard methods for the general 
one-stage object detection and multistage object detection which are 
expanded further. 

A. Object Detection Methods
Various algorithms have been developed to detect objects in images 

or videos. The goal of every object detection algorithm is to improve 
the overall accuracy by improving the confidence level of the object 
detector while minimizing the time taken to detect the object in the 
image or video. One stage detector and two-state detector are the two 
key object detection algorithms in use today and they are extensively 
used in surveillance object detection. Fig. 1 shows the processes 
involved in an object detection flow. The surveillance image or video 
has to be pre-processed to detect the object and subsequently, the 
detected object has to undergo a feature extraction process.

Image/Video Pre-Processing

 

Video Surveillance System
 

Object DetectionFeature Extraction

Fig. 1.  Object Detection processes.

B. Single-Stage Detectors
The separate region proposal steps are not applied in single-state 

object detector algorithms. Instead, they consider every position on 
the image as a potential object and then try to classify each region of 
interest as an object or background. A few of the popular single-stage 
object detectors are discussed below.

YOLO: Joseph Redmon along with Ross Girshick and others 
proposed a new approach for object detection in which they framed 
object detection as a regression problem. This method divided the 
entire image into spatially separated bounding boxes with class 
probabilities associated with them. It could be an optimized end-to-
end process since the whole framework was a single network. YOLO 
gained a remarkably faster speed than its predecessors by processing 
images in real-time at 45 frames per second [5].

Single-Shot Multibox Detector (SSD): W. Lue and others 
proposed a single-stage detector (2016) that used a single DNN for 
detecting objects in images. The output of space-bounding boxes for 
each grid cell was created to discretize after dividing the images into 
a grid cell. It has further been trained straightforwardly using SSD. 
SSD achieved 74.3% mAP(mean average precision) for the input size 
300X300 using Visual Object Classes Challenge (VOC) 2007 at 59 
frames per second [6].

YOLOv3: Joseph Redmon and Ali Farhadi (2018) proposed an 
improved version of YOLOv2, YOLOv3. They introduced a few design 
changes in YOLOv2 to make it better. The SSD runs 3 times faster for the 
input 320X320 using YOLOv3 and achieved 28.2 mAP just in 22ms [7].

C. Two-Stage Detectors
Two-stage detectors divide the detection of the object into two 

stages: in stage one, it identifies the subsets of the image that might 
contain an object (region proposal); and in-state two, it classifies 
the object for making predictions within the proposed region. The 
detector identifies the subset of the image which may potentially 
contain an object during the first state of two-stage detectors. This 
is done so that every object inside an image can belong to one of the 
proposed regions. The deep learning model has been applied further in 
these objects and labels are assigned based on object category and this 
is called the second stage of two-stage detectors. CNN before R-CNN 
mainly used a sliding window to generate regions individually with 
CNN classifiers to produce a set of probabilities. A general region-
based CNN has the same approach but instead of selecting a huge 
number of regions to examine, this independently generates about 
2000 regions of interest.

A few of the popular two-stage detectors are discussed below. Ross 
Girshick et al. proposed a novel two-stage detector using R-CNN 
(2014) [8]. When compared to the state-of-the-art traditional detectors 
(40.4% mAP), it obtained a 53.7% mAP performance and it significantly 
improved overall detection using R-CNN [9]. R-CNN involves three 
sequences in its pipeline: (i) proposal generation: to find regions in 
the image that might contain an object, and these regions are called 
region proposals, (ii) feature extraction: to extract all the CNN features 
from the region proposals, (iii) region classification: to classify all the 
objects using the extracted features.
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Fast R-CNN [10]: This method is called a multi-task learning 
detector introduced by Ross Grishick et al. that overruns the 
R-CNN and also SPP-net [11]. It has R-CNN with ROI (Region of 
Interest) pooling layer to extract the feature of the region. The Fast 
R-CNN obtains an accuracy that is better than R-CNN and SPP-net 
and is of major significance. Fig. 2 shows the representation of 
Fast R-CNN objects.

 

Input image 
of the person

 

 

Extract Region 
Proposals

Compute 
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Cat? No

Person? Yes

Plate? No

Fig. 2.  R-CNN.

Faster R-CNN [12]: Subsequently, Ross Girshick and others 
proposed the state-of-the-art version of the R-CNN family in 2015. 
Here, the region proposals have been generated by Region Proposal 
Network (RPN) in Faster R-CNN. This method generates region 
proposals directly into the network instead of using an external 
algorithm. The frame rate of 5 fps for the Very Deep Convolutional 
Networks (VGG-16 model) [13] has been gained in Faster R-CNN. This 
performance is a remarkable achievement with an object detection 
accuracy of mAP 73.2% and 70.4% using Faster R-CNN’s object proposal 
and this mAP has produced coloration with PASCAL 2007 and 2012 
respectively. Fig.3 shows the Faster R-CNN working mechanism along 
with its object components.

Insert Image 

Region proposal function

ROIs

Feature
Extraction

 

CNN

Classification Classification Layer

ROI
Pool

Fig. 3.  Fast R-CNN.

Mask R-CNN [14]: The Faster R-CNN has generated a pixel-level 
mask of an object that has achieved state-of-the-art results. Further, 
the Mask R-CNN proposed by K. He, et al. has a branch for the 
prediction of an object which works parallel to the existing branch-
box recognition and this parallel object prediction has proved to be 
more significant than the Faster R-CNN method and has outperformed 
it in all aspects concerning object detection and prediction.

D. Multi-Object Targets Methods
The geometric constraints method is used for target detection, 

recognition and tracking of objects using a distributed algorithm,  [15]. 
This work is applied to different applications such as mobile cameras, 
multiple object detection in Multi-view, etc. The video surveillance 
techniques such as tracking and multiple object detection are discussed 
further. In this method, the Bayesian tracking multimodal framework 
is used without clearly associating object tracking and detection. It 
is observed to have an errorless performance, with missing detection 
problems also solved [16]. The real-time multiple objects tracked 

from the multiple camera surveillance systems were observed. In this 
work, object tracking and detection were performed using the feature 
selection parameter   [17], with multi-object tracked from the multiple 
cameras put forward [18] from the surveillance of the video for which 
tracking and object detection was used  [19]. This work uses the Pseudo 
motion algorithm, the Fourier shift theorem, and the two-stepped 
morphological operation is used to identify object properties such 
as region, size, etc. Here the Kalman Filtering (KF) is used for object 
tracking. The Local Maximal Occurrence Representation (LOMO) 
feature extraction algorithm is used to feature the representation 
of the objects and the Hankel matrix is used to manage the target 
objects, while the IHTLS algorithm is used to estimate the ranking of 
the objects.  The real-time tracking of the objects from the multiple 
cameras was observed [20]. These works were applied to trace path 
tracking and trajectory finding using multiple cameras in different 
positions and multiple tracking of objects using the dual camera used 
to track it [21]. The geometry, homographic calibration was used for 
spatial mapping and a pan–tilt–zoom camera was used to detect the 
objects automatically. Multiple object detections continuously from 
the multiple cameras using single Target Track-Before-Detect, Particle 
Filter and predict and update methods are used to track the objects 
and were observed [22]. The video surveillance system computational 
cost for object detection was proposed by Rakesh Chandra Joshi et al. 
(2019) [23]. They use the Kalman Filter Assisted Occlusion Handling 
(KFAOH) technique for handling occasions. Table I shows the multi-
targets tracking methods, with mention of the processing methods 
and algorithms, etc.

In the previous methods of object tracking, the detection was used 
for single or multiple objects from single and multiple cameras [35], 
[36], [37]. Here, it was proposed that multiple objects and multiple 
cameras be used to track and detect the objects automatically. Most of 
the works involved manual predictions with only the MGC algorithm 
having automatic tracking and detection. Hence, the work in question 
has multiple objects prediction from the multiple cameras atomically 
in different surveillance systems and from the sequence of videos. The 
work has also been compared with KF and DNN methods. Ahmad Jalal 
et al. (2017) [38] proposed a human activity recognition technique 
for a video surveillance system. The health care application of elder 
people monitoring was discussed in this work and used Hidden 
Markov Models (HMM) and robust multi-features model. This model 
recognized human activity in the experiment.  Anahita Ghazvini et 
al. (2019) [39] discussed counting individuals in video surveillance 
as multiple object detection. The work used a  Convolution Neural 
Network (CNN) to detect and count several objects in the surveillance 
video dataset.

III. The DFCN-HP

Multiple object detection from multiple cameras is called DFCN-
HP. The DFCN-HP method consists of the following steps to detect 
multiple objects.

1. Pre-request information

2. Dense Block

3. Feature selection

4. Multiple Object detection and tracking

5. Hyperparameter Tuning

6. Data Acquisitions and Training

The first step is to pre-request information of multiple object 
detection from multiple cameras having detected multiple objects 
from multiple channels. Each channel has N objects and is selected. 
The channel and object combinations are shown in Fig. 4.
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Fig. 4. Multiple channel combinations.

The n objects from each channel and the combination of objections 
are shown in Equation (1).

 (1)

Let D = {D1, ..., Dk} denote a set of k trained object boundary 
detectors of objects for a corresponding set of k situations S = {S1, 
..., Sk}. Applying the j-th detector Dj to an image I give the boundary 
prediction Dj (I). The final object detection equation is shown in 
Equation (2). 

 (2)

Equation (2) denotes the sum of inter-product of probability 
between the set of various (k) situations of images and boundary 
detection of images.

The second step is a dense block and it is used to increase the 
prediction of the neural network. An important usage of the dense 
block is to increase the predictability of objects. Fig. 5 shows the dense 
block and Equation (3) represents the dense block target function in 
linear and nonlinear Equations. 

 (3)

The f (x) is the target activation function and is used in the entire 
linear and non-linear prediction of the objects (y) concerning weight 
(w), and block (b).

Input
Dense
Block 2

Pooling
Dense
Block 1

Output

Fig. 5.  Dense block.

The dense block connectivity between each layer receives the 
features of each input. The pooling layer operations are used to 
change the features from one layer to other layers between each block. 
Finally, each layer’s features are concatenated for final operations. 
The concatenation operations of each layer’s feature are shown in 
Equation (4).

 (4)

C - Concatenation of layers, H - Histogram Values, M - Multiple 
Inputs, (c1, c2, c3, ..., cn−1) are the concatenations of the features.

The third step is object selection and tracking is based on the 
features of the objects. The important features of the object selection 
and tracking depend on the following parameters such as (s) similarity 
of the objects (a) appearance of the objects (c) structure of the objects. 
The similarity of the objects is measured based on the following 
Equation (5).

 (5)

Where Sim(I, J) is the cost distance between the similarity of the 
objects, W is the weight of each attribute, a - appearance, s - structure, 
l - locations, sd - size difference. Equation (5) is used to manage each 
object in consecutive frames.  

The appearance of an object is important to track and recognize 
the object continuously. The appearance depends on the viewpoint 
change, a correlation between objects (C), histogram (H) matching 
against the RGB, object orientation, transformation, keypoint features, 
etc. Equation (6) is used to match the appearance of the image for 
continuous detection and tracking in a dense block network from the 
sequence of frames. It reduces training time.

TABLE I. Multiple Object Target Tracking Methods

Algorithm Features Calibration Multi-target Limitation

KFAOH (Kalman Filter Assisted 
Occlusion Handling) (2019) [23]

Object detection Manual Yes Only a single object detected with multiple cameras

GM (Graph matching) (2009) [24] 2D position, size, velocity Manual Yes Only a single object detected with multiple cameras

CFI (Caratheodory-Fejer Interpolation) 
(2006) [25]

Pixels, manifold learning Manual Yes
Ambiguity occurs when detecting a single object 

with multiple cameras

GMPHD (Gaussian Mixture Probability 
Hypothesis Density filter) (2007) [26]

Position, size and colour 
histogram

Manual Yes Limited with object tracking infused video data

MGC (Minimum graph cut) (2009) [27] Multiple planes occupancy map Automatic Yes Plane view data object alone detected 

VA (Viterbi algorithm) (2008) [28] Colour and motion Manual Yes Single object detection and probability is low

BT (Bayes tracker) (2008) [29] Head position Manual Yes
Dense crowed single object detection and time is 

more to detect a single object

PF (Particle Filter) (2006) [30]
The vertical axis of the target, 

ground position
Manual Yes

Guided particle filtering needed more dataset and 
time-consuming process

PF (Particle Filter) (2009) [31] Signal intensity Manual Yes More segmentation noise in object detection 

NCA(neighbourhood components 
analysis) (2018) [32]

Posture change, Pedestrian 
tracking

Manual Yes
Poor performance for low-quality videos object 

detection

KF(Kalman filtering) (2019) [33] Multi-Object detection Manual Yes Only Aerial Imagery data objects are detected 

DNN (Deep Neural Network) (2019) 
[34]

Tracking multiple objects Manual Yes
A deep neural network takes more time to detect a 

blurred object
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Where k denotes the combined histogram data in memory from the 
past data, n denotes the number of frames detected from the tracking 
of frames. The structure of the features is another important clue to 
track the image and with it, the structure distance is also included. The 
structure distance is calculated based on the linear binary pattern [40] 
of the objects. The linear binary pattern captures the structure from 
the image. LPBH is used to recognize all the structures of the frames 
such as the face, nose, mouth, etc [41].

The fourth step is object detection and subtraction based on the 
shelf background subtraction method [42]. This shelf background 
method learns online information and undertakes foreground object 
subtraction and background information subtraction from the 
sequence of frames. The moving objects are detected from the frame 
regions pixel by pixel using Gaussians represented static sense. The 
fitting ellipse is used for foreground detection which combines the 
expectation from maximum methods used to estimate the number 
of the ellipse and the parameters [43] for the tracking of the objects 
traced using the Bayesian method. The general tracking of moving 
objects is represented in notation by Equation (7).

 (7)

Where T is tracking, N is denoting the number of moving objects 
in each frame with time t. The nth frame is denoted by Equation (8).

 (8)

Where P denotes object position, V denotes velocity, E denotes 
ellipse object position.  Equation (9) represents the posterior 
probability density function to recursively measure the objects based 
on the current time slap.

 (9)

Where P (xt | z1: t−1) denotes prior probability, P (zt | xt) denotes  
likelihood, and P (zt | z1: t−1) denotes normalization factors.

The fifth step is the optimization step using hyperparameter tuning 
to select a learning process.  Before the learning process begins, the 
values of the hyperparameters are set. Tuning hyperparameters is 
often a difficult task and is used to train the dense block and their 
various parameters. Below there are a few of the hyperparameters that 
are considered. The optimization steps of hyperparameter turning are 
as following steps.

Step 1: An activation function introduces the non-linear 
functionality to our network. The activation function helps the neural 
network to understand something complicated and complex. The 
main purpose of the activation function is to change the input signal 
of the sequence of the frame into the output signal.

Step 2: The learning rate controls the rate of learning for each 
batch of iteration.

Step 3: The Number of Epochs is the number of times training sets 
are passed into the dense neural network.

Step 4: The batch size parameter denotes the size of the batches 
that are used during the training process. Mini batch size or frames is 
preferable in the training process.

Step 5: Step 5 is the backbone for the pre-processing of the dense 
block of the network.

Step 6: To train the maximum number of regions of interest. 

Step 7: This step is the validation of every epoch in the training 
steps. If the value of the validation steps increases, then the accuracy 
of validation states will improve, but it will slow down the training.

Step 8: The confidence threshold step is determining how confident 
it can allow the correct detections to be. It will filter out the non-
confident findings by the dense block. This threshold can increase its 
value to generate more proposals.

The sixth step is data acquisition. Training is used to train the 
multiple objects and the training data is an acquisition from the huge 
amount of data. The entire neural network is trained using a stochastic 
gradient descent using a dense batch size of 64 for 400 and 50 epochs, 
correspondingly. The starting learning rate is 0.1 divided by 20 at 60% 
and 85% of training epochs. The dense block network train models 90 
epochs using 256 batch sizes. The learning rate start is set to 0.1 and 
lowered by 10. The graphic processor memory constrains the trained 
data to a mini-size batch of 156. To compensate for the small batches 
of frames, we increase the model for 100 epochs and divide the rate by 
20 at 90 epoch. Based on the training, the objects are detected from a 
huge number of datasets.

Finally, the object tracking and detection of the entire process are 
shown in Algorithm 1.

Algorithm 1: Multiple object detection and tracking - DFCN-HP
Input: Sequence of frames from multiple cameras
Output: predicted objects and tracking
Initial: Capture the frames from the multiple cameras
Begin
If the objects are selected from the multiple frames
Combine the objects for tracking (Equation -1)
For each frame of multiple sources
  Use the features
 Predict the objects
 Add objects from multiple frames
End For
End If
For each 
 The similarities of the objects are tracked (Equation -6)
 The appearance of the objects are tracked using various  
 parameters (Equation -7)
 Objects are tracked using the Bayesian method (Equation 8)
End For
If Objects recursively traced on current time slap (Equation 10)
Return Optimal value
Performing hyperparameter tuning 
Else 
Continuously trained and Acquisition 
End

IV. Implementation

The real-time datasets and CIFAR datasets [44] are used for 
implementations. The real-time datasets are captured from the 
multiple cameras for the implementation shown in Fig. 6. 

Table II gives the configuration details used in image training and, 
based on the training, the DFCN-HP provides the results. The testing 
of the data is also associated with real-time and CIFAR datasets. Before 
testing the real-time and CIFAR datasets, its samples are fine-tuned. 
The fine-tuning does not increase the object tracking performance. 
The validation tests of a set of frames are used to verify the validity of 
the frames of objects. Accordingly, the static and dynamic objects are 
trained continuously using a dense block model.
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Fig. 6. Set of images used for results.

TABLE II. Configurations Details for Training of DFCN-HP

Backbone of network Dense block
Backbone Strides 16, 32, 64

Batch Size 64

The detection of max Instances 100

The detection of Min Confidence 0.9

Detection dense block Threshold 0.3

Frames per Graphics Processor Unit 1

Image Shape [1024, 1024, 3]

Learning Momentum 0.9

Learning Rate 0.1

Min size of the image 156

Threshold 0.5

Max size of the image 256

Steps Per Epoch 1000

Train ROIs Per Image 200

Validation Steps 50

Most of the previous works used the small size of samples and it 
is difficult for detection and tracking. But using DFCN-HP, medium-
size objects with fine-tuned objects are detected and tracked.  Before 
tuning and after tuning results are shown in Table III. The proposed 
work of DFCN-HP consists of 50 sequences of frames which are 
grouped into 25 sequences of frames for training and 25 sequences of 
frames for testing. The targeted public real-time sequence of frames 
datasets from the different cameras are different in the following 
parameters such as viewpoint, camera motion, object density, target 
motion, object motion direction and objects movement direction, etc.

TABLE III. Parameters Details Before and After Tuning

Parameters Before tuning After tuning
Train Anchors Per Image 256 32

Detection Min Confidence 0.9 0.8

Learning Rate 0.1 0.01

Weight Decay 0.0001 0.1

RPN NMS Threshold 0.5 0.7

The implementation of DFCN-HP is similar to Mask R-CNN with 
ResNet-101 [19] and YOLOv3 for object tracking and detections from 
the sequence of frames. The fine-tuning of the process for the entire 

proposed work is according to the DFCN-HP needs and flow of the 
work. Here, it was run as a sequence of images similar to Mask R-CNN 
with ResNet-101 and YOLOv3, although DFCN-HP speed was taken 
into consideration. Based on the proposed work the object detection 
and tracking are shown in Fig. 7. For security surveillance systems, 
accuracy and details are far more important than is the case the field 
of security.

Fig. 7. Objects detection and tracking.

A. Improvement Via Tuning
While working with DFCN-HP, it was observed that reducing the 

batch size decreased the overall training time. Consequently, reducing 
the learning rate increased the confidence of predictions. With a 
minimum confidence threshold set to 0.7, our dense neural network 
identified a laptop with confidence above 95% but it also identified 
the display of the laptop as a “tv” with a confidence of 95%. After 
increasing the confidence threshold to 0.9, our DFCN-HP ignored the 
regions of the image of “tv” and only predicted the laptop. Using this 
example, similar object predictions also increased in the DFCN-HP.

In each trial of tuning more hyperparameters, the results were 
checked and the new results were compared to the old ones. All the 
tests were performed on a macOS with 8GB of RAM. The dense block 
per Image was reduced from 256 to 32. To increase the number of 
proposals, the value of Detection was decreased to a Min Confidence 
from 0.9 to 0.8 which enabled the detector to predict regions with 
lower confidence. The increased learning rate from 0.001 to 0.01 was 
to speed up the learning process. This helped a lot in our test runs. 
In weight decay, the weights were multiplied by a number slightly 
less than 1 to prevent the weights from growing too large. This 
changed weight decay from 0.0001 to 0.1 and worked well. Finally, 
the value of the dense block threshold was increased from 0.5 to 0.7 
to generate more proposals. Many tests were performed on different 
hyperparameters to pick a certain value that was best for our detector.

Changing the backbone from one dense block to another dense block 
improves the accuracy and speed to a great extent. It was decided 
to stick to a dense block after performing some tests[47]. Here, two 
tests were performed on each image, one that did not change the 
hyperparameters and another that tuned the hyperparameters. It was 
observed that in most of the cases our detector performed well with 
high confidence and more proposals. The image in Fig. 7 and the chart 
in Table III and IV clearly show improvements in the detector.

Fig. 7 represents a real-time surveillance system using multiple 
sequences of frames. Each frame indicates that every object is 
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validated and compared to the trained dataset. If any new objects have 
been detected in the frames,  the prediction and tracking take place.

The detector performs well with Multiple Object Tracking Accuracy 
(MOTA) for 98% of people, backpacks and handbags. In this, the single 
iterations for single object predictions rates are 98.187% for people, 
97.719% for backpacks and 96.138% for handbags in public places. 
The Mostly traceable Object (MTO) rate is 99.2%. Overall, various 
comparison parameters [48] are IDP (ID precision), IDR (ID recall), 
IDF1 (ID F-score), MOTA-Multiple Object Tracking Accuracy, MOTP 
- Multiple Object Tracking Precision, Rcll -Recall, Prcn - Precision, 
MTO-Mostly tractable Object, ML -Mostly Lost Object. The predicted 
and traced results of DFCN-HP using real-time data are shown in 
Table IV.

TABLE IV. Results Ff DFCN-HP Prediction Using Real-Time Data

Method IDF1 IDP IDR MOTA MOTP RcLL Prcn MTO ML
RNN - - - 82.9 80.3 92.3 95.3 85 15.2
KF 90 90 90 96.4 90.6 98.2 98.2 95.5 3.6

DNN 90.5 90.3 90.6 97.5 88.5 99 98.7 98.9 0

Proposed 
method

92.5 93.8 94 98 90.8 99.5 99.2 99.2 0

B. Performance and Comparison
The performance of our proposed method DFCN-HP is compared 

to previous works such as those based on KF [33], DNN [34] and 
Recurrent Neural Networks [45],[46]. The proposed work outputs are 
associated with all the detection and tracking scores. The proposed 
work obtains a recall (RcLL) and precision (Prcn) of 99.5% and 99.2%, 
respectively, and the prediction results are high when compared with 
those of KF and DNN methods. The tuning prediction is observed to 
increase in every frame in the image. The prediction performance 
is very high. The detection of false-positive alignment is 98.5% and 
negative detection tracking in the sample is 1.5%. Multiple object 
detection and distributions are shown in Fig. 8. The results show 
the prediction distributions of persons, backside bags and handbags, 
which are 99%, 98.4%, 98% respectively. As shown in Fig. 8, the person’s 
prediction is higher than other objects in various iterations.
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Fig. 8.  The number of the objects predicted.

The precision value is associated with the true accuracy of 
predictions. The recall value is associated with true prediction 
and tracking found in the sequence of frames. The proposed work 
prediction is used in tuning and the tuning parameters are shown 
in Table III and the performance is shown in Fig. 9. The fine-tuning 
improvement showed a better performance compared to the other 
works. The time taken to predict an object is a measure in seconds. 
From Fig. 9, it is clear that the performance of the proposed DFCN-HP 
is better to predict objects than DNN and KF.

1

88

89

90

91

92

93

94

95

Prediction

DFCN-HP
DNN
KF

Pe
rf

or
m

an
ce

 (s
ec

on
ds

)

2 3

Fig. 9. Performance of Fine-Tuning.

The overall comparison parameters of the proposed work MOTA, 
MOTP, precision, Recall and MT are compared with those of existing 
works  [33], [34], [45] and are shown in Fig. 10. The proposed work 
of MT is 99% and compared to the other methods it produces a high 
tracing rate. All the methods are including spatial information for 
tracking such as detection bounding areas, appearance, etc. and all the 
existing methods are not using temporal information. This proposed 
work considered the delay time and time slap also for prediction and 
tracing.   The proposed work DFCN-HP and existing work DNN [34] 
are having online trackers with a similar learned motion model. The 
comparison of the results and multiple parameters is noted and it is 
shown in Table V and overall performance is shown in Fig. 10.
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TABLE V. Comparison to Detection to Tracking

Tracking parameters with Methods
Precision 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
All assignment (DNN) 0.3 0.422 0.92 0.92 0.93 0.92 0.93 0.93 0.88 0.7 0.5
Detection to track (DNN) 0.9 0.92 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.91
DFCN-HP - all assignment 0.4 0.8 0.93 0.95 0.95 0.95 0.94 0.94 0.93 0.8 0.7
DFCN-HP - Detection to track 0.98 0.98 0.99 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98
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The speed of prediction of the proposed work is shown in Fig. 11. 
The speed of the prediction of work is compared to different standard 
object detection and tracking methods such as Fast R-CNN, R-CNN, and 
Faster R-CNN. The speed of prediction of the work DFCN-HP is 0.11 and, 
compared to the other existing work, this value is considered very low.

R-CNN

49

2.3
0.2 0.11

10

20

40

50

Ti
m

e 
(S

pe
ed

)

Fast R-CNN Faster R-CNN DFCN-HP

Fig. 11.  Performance Comparison

V. Conclusion

Recently, there has been considerable advancement in the field of 
security and surveillance through different research projects that are 
being carried out by researchers. The proper utilization of all the new 
advanced techniques in object detection could dramatically change the 
field of object detection and open the doors to new research areas. In 
this research work, keeping surveillance systems for security in mind, 
the goal was to take a look at different types of static and dynamic 
object detection and tracking hybrid methods as have been introduced 
in this work. The main goal of the proposed hybrid DFCN-HP work is 
to increase the accuracy and decrease the training time to contribute 
to the area of human security systems. Furthermore, in this work, 
the hyperparameters have been fine-tuned to increase the speed 
and accuracy of the model. Several tests were performed to tune the 
hyperparameters and to evaluate the difference in performance thereof 
and consequently to pick certain new values of these hyperparameters 
for video surveillance systems. The proposed hybrid DFCN-HP method 
was also compared to the KF and DNN methods and was observed to 
produce better results in terms of multiple parameters such as MTO, 
ML and Accuracy.
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