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Abstract

Online portals provide an enormous amount of news articles every day. Over the years, numerous studies have 
concluded that news events have a significant impact on forecasting and interpreting the movement of stock prices. 
The creation of a framework for storing news-articles and collecting information for specific domains is an important 
and untested problem for the Indian stock market. When online news portals produce financial news articles about 
many subjects simultaneously, finding news articles that are important to the specific domain is nontrivial. A critical 
component of the aforementioned system should, therefore, include one module for extracting and storing news 
articles, and another module for classifying these text documents into a specific domain(s). In the current study, 
we have performed extensive experiments to classify the financial news articles into the predefined four classes 
Banking, Non-Banking, Governmental, and Global. The idea of multi-class classification was to extract the Banking 
news and its most correlated news articles from the pool of financial news articles scraped from various web news 
portals. The news articles divided into the mentioned classes were imbalanced. Imbalance data is a big difficulty 
with most classifier learning algorithms. However, as recent works suggest, class imbalances are not in themselves 
a problem, and degradation in performance is often correlated with certain variables relevant to data distribution, 
such as the existence in noisy and ambiguous instances in the adjacent class boundaries. A variety of solutions to 
addressing data imbalances have been proposed recently, over-sampling, down-sampling, and ensemble approach. 
We have presented the various challenges that occur with data imbalances in multiclass classification and solutions 
in dealing with these challenges. The paper has also shown a comparison of the performances of various machine 
learning models with imbalanced data and data balances using sampling and ensemble techniques. From the result, 
it’s clear that the performance of Random Forest classifier with data balances using the over-sampling technique 
SMOTE is best in terms of precision, recall, F-1, and accuracy. From the ensemble classifiers, the Balanced Bagging 
classifier has shown similar results as of the Random Forest classifier with SMOTE. Random forest classifier's 
accuracy, however, was 100% and it was 99% with the Balanced Bagging classifier.
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I. Introduction

IN the equity market, stocks or funds belong to the different business 
sectors. And sector-based news has become an inseparable part of 

the management of financial assets, with news-driven stock and bond 

markets explosively growing. Fund managers take advantage of this 
reality and make use of sector-oriented news to select individual stocks 
to diversify their investment portfolios to optimize returns. There is 
no such structured framework available for classifying the news on 
specific sectors of someone's interest. This problem is increasing by 
the day, necessitating a system for news classification methodology 
for specific sectors.

Machine learning (ML) techniques have demonstrated impressive 
performance in the resolution of real-life classification problems in 
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many different areas such as financial markets [1], medical diagnosis 
[2], vehicle traffic examination [3], fraud detection [4]. There are 
plenty of document classification systems in the commercial world. For 
instance, usually, the news stories are grouped by topics [5], medical 
images are tagged by disease categories [6], and many products are 
branded according to categories [7]. Different methods of statistical 
and machine learning are implemented in text labeling, where one of 
the predefined labels is automatically assigned to a given item of the 
unlabeled pool of textual articles.

However, the vast majority of articles on the internet about text 
classification are binary text classification [8] such as email filtering 
[9], political preferences [10], sentiment analysis [11], etc. Our real-
world problem is in most cases much more complex than the binary 
classification. More formally, if some d is a document in the whole set 
of documents D and C is the set of all categories i.e. C = {c1, c2,c3,…, cn,} 
the classification of text assigns one category ci to the document d. 
Such a classification function with more than two classes is known as 
multiclass classification; for example, identify a set of news categories 
as business, political, economic or entertainment.

In our paper, we’re interested in isolating news on the banking 
sector and its most associated domains from the pool of financial 
news articles. We feel that ‘banking news’ of any nation is most 
correlated with their ‘governmental news-events ’ that covers news 
on government initiatives for good governance, state or national 
elections, change or new development of governmental policies, and 
‘global’ financial news that covers global trade, changes in currency-
commodities prices, and global sentiments. So, we have a 4-class 
classification problem of a set of news articles to extract banking, 
and its most correlated news i.e. Government, and Global from entire 
financial news articles. We decide to label the news articles into 
banking, governmental, global, and non-banking classes with a total of 
10000 instances. The non-banking news covers all the financial news 
scrapped from various new portals divergent from these 3 categories 
(banking, governmental and global). The news reports on different 
categories are usually imbalanced. The distribution of the news articles 
in our dataset is shown in Fig. 1. The news articles are manually labeled 
into these four classes. [12] mentions that labeling is normally done 
manually by human experts (or users), which is a time-consuming and 
labor-intensive process but it results in higher accuracy due to expert 
knowledge being involved in labeling text articles with appropriate. 
In the process, we label a set of representative news articles for each 
class. The labelers are experts in the financial domain and financial 
markets. A team of three experts is used to perform feature selection 
to identify important or representative words for each class used in 
a 4-class classification, followed by inspecting each text document 
and label it to the respective class based on representative words for 
each class. An agreement is made with the experts to label the given 
instances of the news articles. The process is used to derive a set of 
documents from entire unlabeled documents for each class to form the 
initial training package. The different machine learning techniques are 
then applied to build and compare the classifiers. The whole process is 
explained in the later part of the paper in sections 3-4.

A. Multiclass Classification
For machine learning, the problem of classifying instances into 

three or more classes in multiclass classification. Although some 
classification algorithms of course allow the use of more than two 
classes, some are by definition binary algorithms; however, a variety 
of strategies may transform these into multi-classification. In a 
multiclass classification problem, some classes may be represented 
with only a few samples (called the minority class), and the rest falls 
into the other class (called the majority class). The data disparity in 
machine learning creates difficulties in conducting data analytics in 

virtually all fields of real-world problems. The problem of classifying 
textual news articles is a two-step process. In our experiment, in the 
first step, the documents are collected from various websites like 
Bloomberg, Financial Express, and Moneycontrol using web scrapping 
code written in Python. It is followed by partitioned news articles 
into their respective category of banking, non-banking, global, and 
governmental using manual labeling. In the next step, the news articles 
are trained and tested using machine learning approaches to achieve 
the classification goal for a new sample of news articles. A comparative 
analysis is performed based on the results of the experiment to rate 
the tested machine learning algorithms in descending order so they 
can be used to evaluate news classification tasks with imbalanced 
datasets. We are not detailing the process of downloading news from 
the various sources in the paper. 

In turn, multiclass classification can be divided into three groups:

• Native classifiers: These include most common classifiers such as 
Support Vector Machines (SVM), Classification and Regression 
Trees (CART), KNN, Naïve Bayes (NB), and multi-layer output 
nodes i.e. Neural Nets.

• Multi-class wrappers: These hybrid classifiers reduce the problem 
to smaller chunks that can then be solved with different binary 
classifiers.

• Hierarchical Classifiers: Using a tree-based architecture this group 
uses hierarchical methods to partition output space into target 
class nodes.

B. Learning From Imbalanced Dataset
A dataset is considered class-imbalanced if the number of examples 

that represent each class is not equal. Dealing with an imbalanced 
dataset has been a popular subject in the research study of classifying 
news articles. The conventional machine learning algorithms may 
introduce biases while dealing with imbalanced datasets [1]. The 
accuracy of many classification algorithms is considered to suffer 
from imbalances in the data (i.e. when the distribution of the examples 
is significantly distorted across classes) [13]. Most binary text 
classification applications are of this kind, with the negative examples 
far outnumbered positive examples of the class of interest [2]. Many 
classifiers assume that examples are evenly distributed among classes 
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and assume an equal cost of misclassification. For example, someone 
works in an organization and is asked to create a model that predicts 
whether news belongs to class A, based on the distribution of news in 
classes A and B at your side. He chooses to use his favorite classifier, 
train it on data, and before he knows it, he gets an accuracy of 95%. 
Without further testing, he wants to use the model. A couple of days 
later he underlines the model’s uselessness. Indeed, from the time it 
was used to gather news, the model he created did not find any news 
belonging to class A. He figures out after some investigations that 
there is only about 5 percent of the news produced in the pool that 
belongs to Class A and that the model always responds to Class “B,” 
resulting in 95 percent accuracy. The kind of “guileless” findings that 
he obtained were due to the imbalanced dataset with which he works. 
The goal of this paper is to examine the various methods that can be 
used with imbalanced groups to tackle classification problems. 

In the imbalanced data set, basically with this problem, a classifier’s 
output leans to be partial towards certain classes (majority class) 
[14]. In Natural Language Processing ( NLP) and Machine Learning 
in general, the problems of imbalanced classification, under which 
the number of items in each class for a classification process differs 
extensively and the capacity to generalize on dissimilar data remained 
critical issues [15]. Most classification data set do not have precisely 
the same number of instances in each class but a slight variation is 
often insignificant. There are problems where class inequality is 
believed to not just normal.

Also, classifiers are typically built to optimize precision, which in 
the situation of imbalanced training data is not a reasonable metric 
for determining effectiveness. Therefore, we are presenting the 
comparison of various machine learning classification techniques 
which might result in high accuracy even with imbalanced datasets, 
however, it is worth mentioning certain challenges we find to deal 
with imbalanced data and evaluating certain measures along with 
accuracy to evaluate performance. Also, we conduct machine learning 
on documents to perform multi-classification, where the data sample 
belongs to one of the multiple categories exactly.

The readers will also come to know the following key points after 
they have studied this paper:

• Imbalanced classification is the classification issue when the 
training dataset has an uneven distribution of the classes. As a 
result, appropriate sampling techniques must be implemented to 
balance the distribution by taking into consideration the various 
characteristics and the balanced performance of all of them.

• The class distribution imbalance may vary, but a serious imbalance 
is more difficult for modeling and may require advanced techniques. 
It is possible to introduce an efficient hybrid ensemble classifier 
architecture that incorporates density-based under-sampling or 
over-sampling and cost-effective methods by examining state-of-
the-art solutions using a multi-objective optimization algorithm.

• Most real-world classification problems, such as scam detection, 
news headlines categorization, and churn prediction, have an 
imbalanced class distribution. Certain issues should be addressed 
when constructing multi-class classifiers in the case of class 
imbalances.

The paper’s structure is as follows. In Section 2 we present a review 
of several current literature methods that handle the classification of 
imbalanced datasets for text classification. In section 3 we present 
our framework of classifying news articles along with challenges 
and possible solutions for the classification of imbalanced datasets. 
Sections 4 presents the comparative study of different techniques 
along with the experimental outcomes. Section 5 summarizes the 
paper and presents the future direction in the area of classification of 
imbalanced datasets. 

II. Literature Review

We will present the necessary review in text classification and 
imbalanced learning in the subsequent subsections. We also assess the 
state-of-art research involving both the learning of imbalances and 
multiclass text classification.

A. Machine Learning for Text Classification
Here, we present the relevant literature work in the area of text 

classification using approaches to machine learning. Most of the 
preceding research had effective results using supervised methods of 
learning [7], [9], [16]. The following sub-sections present the literature 
work on feature extraction, selection, representation, and classification 
using learning models.

1. Document Representation
The efficiency of machine learning approaches largely depends 

on the option of representation of the data on which they would 
be implemented. For this purpose, most of the practical work in 
implementing machine learning algorithms runs further into the 
creation of pre-processing pathways and data conversion that 
leads to the representation of data that can help efficient machine 
learning. These representations or attribute development is essential, 
yet labor-intensive, and illustrates the vulnerability of current 
learning algorithms: their weakness to isolate and arrange the 
data discriminatively. However, the goal is clear when it comes to 
classification; we want to reduce the number of misclassifications 
upon testing data and overcoming the mentioned challenges in our 
framework. 

Several machine learning implementations within the text 
field use bag-of-words representation where terms are defined as 
dimensions with word frequencies corresponding values. Normalized 
representation of the word frequencies is used by many applications 
as the dimensional values. One of the significant techniques of 
describing a document is Bag of Word (BoW). Use the frequency count 
of every term throughout the text, the BoW is used to form a vector 
describing document. This method of representation of documents is 
called a Vector Space Model [17]. However, the relative frequencies 
of terms often vary widely, which contributes to the differential 
meaning of the different words in classification applications [18]. 
With the varying lengths of various text documents, one needs to 
normalize when measuring distances between them. To solve these 
issues, term weighting methods are used to assign correct weights 
to the word for improving text classification efficiency [19]. Term 
weighting has long been developed in machine learning in the form 
of term frequency times inverse document frequency i.e. tfidf [20]. 
[21] suggests techniques to improve the TF-IDF scores to improve the 
representation of the term spreading between classes. Such practices 
may be used in various services where bag-of-word-based TF-IDF 
features are used. Equation (1) is given as:

 (1)

Here, N represents the overall number of documents and N(ti) 
denotes the number of documents in which the term ti occurs in the 
collection of documents. tf(ti, dj), it represents the number of times 
term ti occurs in document dj. The newer version is mentioned in (2):

 (2)

|T| represents the unique terms available in the collection of 
documents,

 (3)
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The outline in (2) is concerned with the words that belong to 
document dj.

The importance of the standard term weighting outlines in (1), (2) 
is that three basic principles of word frequency distribution have been 
integrated into a pool of documents.

1. No less important are uncommon terms than a regular terms-idf 
hypothesis.

2. Numerous presences of a word in a text are no less relevant 
compared to the presumption of a single appearance-tf.

3. Long documents are no less necessary for the equivalent amount 
of term matching than short documents – the assumption of 
normalization.

The big drawback of this model is that it results in a large sparse 
matrix, which poses a high-dimensionality problem. The design 
of such high-dimensional feature spaces is usually inadequate in 
the number of items to represent adequately. The reduction of 
dimensionality is therefore a significant problem for a variety of 
applications. The literature has suggested several methods for the 
reduction of dimensionality [3], [22], [23]. For such representations, 
for instance, linear support-vector machines are comparatively 
effective [24]; whereas other techniques like Decision trees have to 
be built and modified with attention to allow their proper usage [25]. 
When a decision tree induction method computes a decision tree that 
depends very much on arbitrary features of the training examples, and 
works well only on trained data, but badly on unknown data, the data 
becomes overfit. There is a way to reduce the chance of overfitting by 
choosing the perfect subspace for the function at each node [26]. Cross-
validation is an important prevention method to tackle overfitting. We 
segment the data into sub-sets k, called folds, for regular k-fold cross-
validation. We then train the algorithm iteratively on folds of k-1, thus 
using the remainder of the fold as the test set [27].

In several studies, word n-grams were used effectively [21]. N-gram 
feature sets include the usage of feature selection approaches to 
obtain correct attributes subsets. Word n-grams contain bag-of-words 
(BOWs) and word n-grams in higher-order (e.g. bigrams, trigrams). 
[28] uses modified n-grams by integrating syntactic information on 
n-gram relationships. In most document classification activities, this 
n-gram model is implemented, and almost always boosts precision. 
This is because the n-gram model allows us to take the sequences of 
terms into account, as opposed to what will require to do just by using 
single words (unigrams). Looking into the benefits of the n-grams 
feature selection, in this paper, a rich collection of n-gram features that 
encompassed several fixed and variable n-gram categories is studied 
for classifying textual news articles.

2. Feature Selection
The selection of features serves as a crucial technique for reducing 

input data space dimensionality to minimize the computational cost. It 
was designed as a natural sub-part of the process of classification for 
many learning algorithms. Generally, three feature selection methods 
i.e. filter method, wrapper method, and embedded method achieve the 
objective of selecting important features. The ultimate goal of feature 
selection is always to find the collection of the best features out of the 
entire dataset to obtain improved classification results. Among all of 
the feature selection methods, information gain, chi-square, and Gini 
index have been used effectively [18], [29], [30]. These methods have 
shown promising results for classification [31]. CHI square reflects 
one of the more traditional feature selection strategies. In statistics, the 
CHI square test is used to analyze the independence of two instances. 
The instances, X and Y, are taken as separate if:

 (4)

These two instances result in a particular word and class occurring 
respectively in the collection of text features. It can be calculated as 
given in equation (5):

 (5)

Here, N is termed an observed frequency and E is the expected 
frequency for every term state t and class C. CHI square would be 
the function of how often the expected value E counts and N counts 
observed to deviate from one another. A high value of CHI square 
means that the independence supposition is wrong. If these two 
instances are related, then the term existence increases the probability 
of the class existence. This determines the weighted average score 
for all classes and then chooses the maximum score between all 
classes. In this paper, as in (6) given by [29], the former method is 
ideal to globalize the CHI square value for all classes. Here P(Ci) is the 
likelihood of a class and Chi2(t, Ci) is the unique Chi2 value of a term t.

 (6)

Another effective method has been used by researchers i.e. 
Information Gain. This assesses the overall knowledge that the 
existence or absence of a word allows one to make the right 
classification judgment for every class [32].  In other words, it can be 
used in the selection of features by assessing each variable’s gain in 
the target variable sense. The measurement between the two random 
variables is considered mutual information. 

 (7)

In equation (7), the total classes are represented by M, probability 
of class c is represented by P(c), the presence and absence of term t 
are denoted by P(t) and P( ), P(c|t) and P(c| ) are class c possibilities 
provided the existence and absence of a term t.

The other filter method which has been effectively used is the Gini 
Index [20]. In general, it has simpler computations than the other 
methods. It can be calculated as given in equation (8):

  (8)

In (8), P(t/Ci) is the likelihood of a term t provided that the class Ci 
is present. P(Ci/t) is a class Ci probability given the presence of term t.

3. Classification Models
Classification is a supervised technique of machine learning 

wherein the computer algorithm learns from the data it receives as 
inputs and then uses the experience to classify new data. This data 
collection may be purely binary or multi-class classification. Types of 
classification tasks include voice recognition, handwriting recognition, 
scam detection, news labeling, etc. There has been several machine 
learning discovered from time to time with different approach and 
application. One of the models is Naive Bayes, simple to build and 
use for an extremely large volume of data. The classifier Naive Bayes 
claims that every other feature is unrelated to the inclusion of a 
specific feature in a class. Even though these characteristics depend 
on each other or the presence of the other characteristics, each of 
these properties contributes to the likelihood independently. It can be 
calculated as given in equation (9) and (10):

 (9)
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 (10)

Here c refers to class and x represents inputs. Given the data 𝑥, 
P(c|𝑥) is mentioned as the posterior probability of c, P(𝑥|c) probability 
of input value x provided hypothesis was true, P(c) represents the 
prior probability of c, and P(𝑥) is the prior probability of x. 

[33] uses Naïve Bayesian classifier along with two feature 
evaluation metrics to multi-class text datasets i.e. multi-class Odds 
Ratio (MOR) and Class Discriminating Measure (CDM) to achieve the 
best feature selecting results. The other k-nearest-neighbors classifier 
algorithm takes up a lot of labeled points and uses them to know how 
to classify certain items. It looks at the points nearest to the new point 
to identify a new point, so whatever label most neighbors have is the 
new point label. [16] uses the neighbor-weighted K-nearest neighbor 
algorithm achieving significant performance gains in the classification 
of an imbalanced data set.

The statistical method, Logistic Regression, is used for evaluating 
a data set in which a result is calculated by one or more independent 
variables. Uses the probability log-odds of an event that is a linear 
combination of independent or prediction variables. Logistic 
Regression uses the Sigmoid activation function which results in 
either 0 or 1. It can be calculated as given in equation (11):

 (11)

Here, z represents the input variable.

It is proven superior to other binary classification such as KNN, as it 
also describes quantitatively the factors leading to classification [34]. 
The goal is to identify the best fit model to explain the relationship 
between the dichotomous value attribute and a series of independent 
variables. Decision Tree algorithm gives significant results for treating 
both categorical and numerical data. In the form of classification or 
regression models, the decision tree builds a tree structure. It splits 
down a collection of data into smaller and smaller subsets, thus 
constructing a linked decision tree incrementally. The tree splitting 
uses Chi-square, Gini-Index, and Information gain methods. A decision 
tree with improved chi-square feature selection outperforms in terms 
of recall for multiclass text classification [35]. 

The various classifiers being studied in the different applications 
have shown varied results. The authors have been proposed ensemble 
methods to further improve classification accuracy measures. 
Ensemble learning is the mechanism by which several models are 
systematically created and merged to solve a specific computational 
intelligence problem. Random forests are an ensemble learning system 
for classification, regression, and other functions that operates by 
creating a multitude of decision trees during training and providing 
class mode (classification) or mean forecasting (regression) of the 
individual trees. [36] uses ensemble methods for keyword extraction 
where Random Forest shows promising results. The authors have been 
improving such methods for effective text classification [37].

In the current scenario where data has been converting to big 
data, Neural Networks have been the most studied algorithms for text 
classification. A neural network is a type of layer-organized units 
(neurons) that transforms some output into an input vector. Every 
unit can take input, impose a function on it, and pass the output to the 
next layer. The networks are commonly known as feed-forward: a unit 
feeds its output to all the units on the next layer but no input is given 
to the previous layer. Weights are added to the signals that travel from 
one unit to another, and it is these weights that are adjusted during 
the training phase to fit a neural network to a specific problem. [38] 
proposes three distinct frameworks for sharing information with task-
specific and shared layers to model text, based on recurrent neural 
networks. These deep learning algorithms’ successes depend on their 

ability to model complex and nonlinear interactions within the data. 
Finding suitable architectures for these models, however, has been a 
problem for researchers addressing leveraging.

B. Techniques for Dealing With Imbalanced Data
We will illustrate in this section the various techniques which have 

been experienced so far by researchers for training a model to perform 
well against highly imbalanced data sets. The authors mentioned that 
where it comes to text classification, the normal distribution of textual 
data is often unbalanced. To better differentiate documents into 
minor categories, they used a basic probability-based word weighting 
scheme to solve the problem [39]. Many real-world text classification 
tasks, according to the authors, require unbalanced training instances. 
However, in the text domain, the methods introduced to resolve 
the imbalanced description have not been consistently tested. They 
conducted a survey based on the taxonomy of strategies suggested for 
imbalanced classification, such as resampling and instance weighting, 
among others [40]. The following sub-sections cover the literature 
of various techniques used so far to deal the text classification with 
imbalanced data sets. 

1. Data Level Technique
Dealing with imbalanced data sets requires techniques such as 

enhancing classification algorithms or balancing the training data 
classes until the machine learning algorithm provides the data as 
input. The primary goal of balancing classes is either to raise the 
frequency of the minority class or to decrease the frequency of the 
majority class. This is provided for all classes to get roughly the same 
number of instances. 

• Under-sampling aids in optimizing class allocation by randomly 
eliminating instances of majority classes. This is achieved when 
the majority and minority class cases are balanced completely. 
Evolutionary undersampling outperforms the non-evolutionary 
models by increasing the degree of imbalance [41]. They 
describe a performance function that incorporates two values: 
the classification factor aligned with both the sub-set of training 
instances and the percentage of reduction associated with the 
training set of the same sub-set of instances. A novel under-
sampling technique is implemented, called cluster-based instance 
selection, which incorporates clustering analysis with instance 
selection [42]. The clustering analysis framework groups identical 
data samples of the majority class dataset into subclasses, while 
the instance selection framework extracts out unaccountable data 
samples from each subclass. It is also proven that under-sampling 
with KNN is the most powerful approach [43].

• Over-sampling raises the amount of minority class instances 
by arbitrarily replicating them to make the minority class more 
represented in the study. The author suggests a Random Walk Over-
Sampling method by generating synthetic samples by randomly 
walking from real data to match different class samples [44]. This 
sampling method is designed to address the imbalanced grouping 
of data by producing some samples of a synthetic minority class. 
The synthetic samples, that properly follow the initial minority 
training set and extend the minority class boundaries, are coupled 
with the actual samples to make a more efficient full dataset, and 
the entire is used to build unbiased classifiers. Unfortunately, 
traditional over-sampling approaches have shown their respective 
shortcomings, such as causing serious over-generalization or not 
effectively improving the class imbalance in data space, while 
facing the more challenging problem as opposed to the binary 
class imbalance scenario. The author proposes a synthetic minority 
oversampling algorithm based on k-nearest neighbors (k-NN), 
called SMOM, for handling multi-class imbalance problems [20]. 
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SMOM is a method to prevent over-generalization since safer 
neighboring directions are more likely to be chosen to produce 
synthetic instances. It is also suggested that combine sampling be 
rendered by combining the techniques of SMOTE and Tomek with 
SVM as the method of binary classification [45]. SMOTE is a useful 
over-sampling technique for increasing the number of positive 
classes incorporating sample drawing methods by replicating the 
data randomly so that the number of positive classes is equal to that 
of the negative class. [46] has performed multiclass classification 
with equal distribution of the data among various classes using 
SMOTE, owing to the introduction of synthetic instances which 
increased the number of training samples to distribute the data 
equally among 10 different labels. Tomek links method is under-
sampling, which works by decreasing negative class numbers. 
However, in some extreme cases mixing sampling methods are no 
stronger than utilizing Tomek link methods.

2. Algorithms-Based Decomposition Techniques 
The technique must first use decomposition strategies to transform 

the original multi-class data into binary subsets. 

• One-vs-all is a strategy that requires training N independent 
binary classifiers, each programmed to identify a specific class. 
All those N classifiers are collectively used to classify multiple 
classes. With multi-class imbalanced data, an algorithm called 
One-vs-All with Data Balancing (OAA-DB) is built to enhance the 
classification performance [47]. It is mentioned that the OAA-DB 
algorithm can boost classification efficiency for imbalanced multi-
class data without decreasing the overall classification accuracy. In 
other words, for every class, One-vs-All trains a single classifier, 
treating the existing class as the minority one and the remaining 
classes as a majority. 

• One-vs-One trains a binary classifier for each potential pair of 
classes, ignoring examples that are not part of the pair classes. 
To resolve the multi-class imbalance classification problems, 
an exhaustive empirical study is proposed to investigate the 
possibility of improving the one-vs-one scheme through the 
application of binary ensemble learning approaches [48]. 

• One-Against-Higher-Order (OAHO) is an explicitly designed 
decomposition process for unequaled sets of data. OAHO first 
divides class by decreasing the number of samples [49]. OAHO 
sequentially marks the current class as ‘positive class’ and all the 
remaining classes with lower ranks as ‘negative classes,’ then 
trains a binary classifier. 

• All-in-One uses One-vs-All along with One-vs-One, it first uses 
One-vs-All sub-classifiers to find the top two most probable 
categories for each test case, and then use the corresponding One-
Vs-One sub-classified to decide the final result [50].

3. Algorithms-Based Ensemble Techniques
The main purpose of the ensemble methodology is to improve 

single classifier efficiency. The method involves constructing from 
the original data numerous two-stage classifiers and then aggregating 
their predictions.

a) Boosting-Based Techniques
One strategy which can be used to increase classification efficiency 

is boosting. Although several data sampling techniques are explicitly 
developed to fix the issue of class imbalance, boosting is a technique 
that can increase the efficiency of any weak classifier. Ada Boost 
iteratively constructs a model ensemble, which is an adaptive boosting 
strategy that combines many weak and inaccurate rules to build a 
predictive rule that is highly effective. During each iteration, case 
weights are changed to properly classify the instances in the next 

iteration that were wrongly classified during the current iteration. 
Upon completion, all models developed to take part in a weighted vote 
to identify unlabeled cases. Such a strategy is especially useful when 
grappling with class inequality as in successive implementations the 
minority class instances are more likely to be misclassified and thus 
assigned larger weights. In other words, it’s a binary classification 
algorithm that combines many weak classifiers to create a stronger 
classifier [4]. Boosting can be achieved either by “reweighing” 
or “resampling”. At each step, the changed example weights are 
transferred directly to the base learner while boosting by reweighing. 
Not all learning algorithms are designed to integrate example weights 
into their decision-making systems, however. This is a class that uses 
the AdaBoost Ml method to boost a nominal classifier which can only 
address nominal class problems. It is given in equation (12):

 (12)

Here, f(𝑥) represents mth weak classifier and θm is the corresponding 
weight.

This often improves the performance dramatically but sometimes 
overfits [51]. Gradient boosting is an approach that generates a set 
of weak regression trees by introducing iteratively a new one which 
further strengthens the learning goal by optimizing an arbitrary 
differentiable loss function [52]. Gradient Boosting builds the first 
learner to predict the samples on the training dataset and calculates 
the loss. And use that loss in the second stage to build an improved 
learner. The recent implementation of this boosting method called 
XGBoost combines the principles of computational efficiency. The 
paper presents a scalable end-to-end tree boosting system XGBoost 
that is widely used by data scientists to perform state-of-the-art 
machine learning outcomes [52].

b) Bagging-Based Techniques
Bootstrap aggregation, also known as bagging, is an ensemble meta-

algorithm for machine learning that aims to enhance the stability 
and accuracy of classification algorithms. The standard algorithm 
requires the development of specific bootstrap training items, ‘n’ 
with substitution. Then train the algorithm on each bootstrapped 
algorithm separately, then aggregate the forecasts at the end. The 
authors present online bagging and boosting versions that require 
only one pass through the training data [53]. Random Forests is an 
ensemble classifier composed of several decision trees and generating 
the class which is the class output mode for individual trees. In this 
way, an RF ensemble classifier works more than a single tree from the 
classification results perspective [54]. The authors suggested ensemble 
classifiers focused on original principles such as learning cluster 
boundaries by the base classifiers and mapping cluster confidences to 
a class decision using a fusion classification [55]. The classified data 
set is divided into several clusters and is fed into several distinctive 
base classifiers. Cluster boundaries are identified to base classifiers and 
cluster confidence vectors are built. A second stage fusion classifier 
blends class decisions with confidences and maps of the clusters. This 
ensemble classifier restructured the learning environment for the base 
classifiers and promoted successful learning.

4. Other Techniques
Despite their effectiveness, however, sampling methods add 

complexity and the selection of required parameters. To address these 
problems, the author suggests a modern decision tree strategy named 
Hellinger Distance Decision Trees (HDDT), which allows the use of 
distance from Hellinger as the criteria for splitting. For probability 
and statistics, the Hellinger distance is used to measure the correlation 
of two distributions of probabilities. The authors use a Hellinger 
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weighted ensemble of HDDTs to combat definition drift and improve 
the accuracy of single classifiers [56].

Error Correcting Output codes, ECOC is a common multi-class 
learning tool that works by breaking down the multi-class task into 
a set of binary class subtasks (dichotomies) and creating a binary 
classifier from each dichotomy. Both the dichotomy classifiers evaluate 
a test instance and then assign it to the nearest class in code space. A 
suitable code matrix, an effective learning strategy, and a decoding 
strategy highlighting minority classes are needed to enable ECOC 
to tackle multi-class imbalances. The authors propose the imECOC 
approach that operates on dichotomies to deal with both the imbalance 
between class and the imbalance within a class [57]. ImECOC assigns 
dichotomy weights and uses weighted decoding distances where 
optimum dichotomy weights are derived through reducing weighted 
loss in terms of minority classes.

The authors suggest merging weighted One-vs-One voting with 
a Winnow dynamic combiner customized to the program for the 
data stream. This will allow weights for classifiers to be dynamically 
modified, boosting the power of those competent in the current state 
of the stream [17]. DOVO simply adjusts the weights for classified 
objects returned via an active learning approach that enables even 
more consistent weights and lower processing costs. From those in the 
perspective of operation recognition, each action shall be taken over 
a given period. The proposed weighting procedure thereby enables 
to rapidly increase the significance of qualified classifiers to identify 
this particular behavior immediately after it has been identified by the 
active learning methodology and to sustain the significant importance 
of these related classifiers throughout its length.

C. Existing Solutions or Software for Classification With 
Imbalanced Datasets

A program, KEEL [58], provides a customized algorithm for the 
problem of classification with class imbalances. Multi-IM draws 
its basis from the probabilistic relational methodology (PRMsIM), 
developed to learn from imbalanced data for the problem of two 
categories [59]. Imbalanced-learn; A Python toolbox for resolving 
imbalanced results [60]. 

We use the following framework to evaluate the accuracy output 
of various ML algorithms and to validate our implementations in the 
classification of multi-class imbalance data on financial news datasets.

III. Framework and Working of Financial News 
Classification System: Challenges and Solutions of 

Data Imbalances

Text classification is crucial for information extraction and 
summarization, text retrieval, and question-answering in general. 
Using machine learning algorithms, the authors demonstrated the text 
classification process [19]. Following the approach, we developed a 
structure shown in Fig. 2. to distinguish the banking and other related 
sector-oriented news items from financial news posts. It involves three 
stages, including the data pre-processing phase, the training phase of 
the classifiers, and a comparative estimation of the performance phase 
of the classifiers. The phases are discussed in brief in the sub-sections 
along with certain challenges and solutions are given by researchers.

However, when faced with imbalanced multi-class results, we can 
drop output on one class quickly when attempting to get output on 
another class. A clearer analysis of the essence of the issue of class 
imbalance is required, as one should recognize in what realms class 
imbalance most impedes the output of traditional multi-class classifiers 
while developing a system suitable to this topic. Although most of the 
problems addressed in the preceded section can be applied to these 

multi-class concerns, the banking and other related news extraction 
from the financial news domain. We are identifying the following vital 
research directions for the future.

Data pre-processing
steps

Training Classifiers Testing classifiers and
their performance

Data Collection and
cleaning

Selection of classifiers
to be trained on dataset

Selection of 
evaluation parameters

Testing the classifiers
on test data and
analyzing their
performance on
di�erent metrics

Training the classifiers
on the given data

Manual Labelling

Data transformation

Data reduction

Fig. 2. Multiclass classification of Financial News.

1. Data Pre-processing
Data preprocessing is a method used to transform the raw data 

into an effective and functional format. Effective pre-processing of 
text data is critical to achieving an appropriate output and better text 
classification quality [61]. 

Challenge-A: The task of preprocessing data here may be much 
more critical than in the case of binary issues. Possible difficulties 
can be easily identified: class overlap can occur in more than two 
classes, class label noise can influence the issue, and class boundaries 
may not be specific. Therefore, effective data cleaning and sampling 
techniques must be implemented to take into consideration the 
various characteristics of the classes and the balanced performance of 
all of them [62].

Solution-1: The problem of noise present in the data in the case 
of imbalanced distributions is incredibly difficult. Distortions may 
dramatically deteriorate classifier efficiency, particularly in the case 
of minority examples. New data cleaning methods need to be used to 
manage the existence of overlapping and chaotic samples which can 
also lead to worsening efficiency of the classifier. We might conceive 
projections into different spaces where the overlap is alleviated or basic 
examples are eliminated as mentioned in 3.1.3. However, measures 
are needed to assess whether a provided overlapping example can be 
excluded without discrimination to one class. A study of the effect on 
the real imbalance between classes is quite important in the case of 
label noise. Measures are therefore required to determine whether a 
given overlapping example can be discarded without compromising 
one of the classes. False labeling may lead to increasing the imbalance 
or disguise actual disproportions. This situation is handled with 
sustained methods for sensing and filtering noise, as well as handling 
and relabeling strategies for such examples as mentioned in 1.

Solution-2: Analysis of the kind of examples found in each class 
and their connections with other classes is interesting. Measuring 
each sample’s difficulty here isn’t straightforward, as it may adjust to 
various classes. For instance, for classes Banking and Governmental, 
news related to a collective decision on negative GDP outlook and 
modification on repo rate by RBI may be of borderline type while at 
the same time being a safe example when considering the remaining 
classes. Therefore, we have preferred a more flexible classification i.e. 
SMOTE. SMOTE functions by choosing similar examples in the vector 
space, drawing a line through the examples in the vector space, and 
drawing a new example at a point in the line.

Solution-3: New sampling approaches are needed for issues of 
multiple classes. Simple re-balancing is not a proper approach towards 
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the largest or smallest class. We need to establish precise methods 
for adapting the sampling procedures to both the individual class 
property and their mutual relationships. [6] has provided the ensemble 
methods to deal with class imbalance classification, ADASYNBagging, 
and RSYNBagging. The ADASYN and RSYN were based on over-
sampling and under-sampling techniques respectively. These were 
combined with a bagging algorithm to integrate the advantages of 
both algorithms. Another paper has provided a hybrid model to get 
a random sample from an unknown population. When compared 
with a random sample, a non-random sample could not provide better 
representative inferential statistics. Hence, to overcome this problem, 
Snoran Sampling Method was developed by [63]. We have not 
implemented these techniques in our paper. What sampling strategies 
would function best with the learning of the ensemble to boost class 
inequality, however, is highly dependent on problem domains.

2. Data Collection
To continue this, we gathered data by scrapping news from public 

news sources such as Bloomberg, Financial Express, Money Control, 
and Times of India using python-written code. As a result, we have 
been collected more than 10000 instances of financial news articles 
from the year 2017 to 2020. The news articles belong to different 
sectors or market segments. These are then pre-processed such that 
the machine learning algorithms may learn from the training dataset 
and adapt them in an acceptable way to the testing data collection. 
Therefore, these are pre-processed for the machine learning models 
to be explored from the training sample and implemented in an 
appropriate format to the test data set. 

3. Labeling
The first step in the pre-processing phase is to label the news from 4 

classes to which they belong to the specific sector. 4-classes are named 
as Banking, Global, Governmental, and Non-Banking. We prefer 
manual labeling [64] of the news articles with the help of experts of 
the financial domain where overlapping examples were preferred to 
discard without damaging one of the classes. Table I mentions the 
instance of each class as follows:

Table I. Sample of news articles from different sources and classes

Source News article Class

Source11

The Kolkata-based private sector lender 
Bandhan Bank surpassed the market 
capitalization of all listed PSU banks except 
State Bank of India upon blockbuster stock 
market debut on Tuesday after floating 
India’s biggest bank IPO earlier this month.

Banking

Source22

For India, the current account deficit is 
within the comfort zone although it has 
widened and the GDP growth is heading 
towards 7.5-7.7 percent.

Governmental

Source3 3

The U.S. Federal Reserve has cut its 
benchmark interest rate by a half-point-the 
biggest reduction, and the first outside of 
scheduled meetings since the 2008 crisis year.

Global

Source4 4

The Nifty50 formed a bearish candle for the 
sixth consecutive day in a row and analysts 
feel that it will be hard for the index to 
breach the 200-DEMA in a hurry.

Non-Banking

1  www.financialexpress.com
2  www.moneycontrol.com
3  www.bloombergquint.com
4  www.moneycontrol.com

4. Data Cleaning
They are then cleaned because the data can have several sections 

that are insignificant and missing. Data cleaning is done to handle that 
portion. It includes absent managing data, noisy data, etc. It helps the 
machine learning algorithms to efficiently grasp and operate on them. 

5. Data Transformation
The next step, data transformation, is taken to turn the data into 

appropriate forms suited to the mining process, and the text of news 
articles therein is converted into measures with quantitative values by 
constructing a vector set of features. Since data mining is a technique used 
for managing enormous quantities of data. In these instances, research 
became harder when operating with a huge volume of data. To get rid 
of that, we use the strategy of data reduction. This seeks to increase 
the capacity of storage and reduce the expense of data collection and 
analysis. In other words, in the last step of this stage, the feature vector 
is normalized and scaled to prevent an unbalanced dataset.

A. Training Classifiers
Training is the practice of having text that is considered to belong 

to the defined classes and creating a classifier based on that known 
text. The basic concept is that the classifier accepts a collection of 
training data describing established instances of classes and uses the 
information obtained from the training data to determine the classes 
other unknown content belongs to, by conducting statistical analysis 
of training data. We can also use the classifier to derive information 
on your data based on the statistical analysis carried out during 
the training process. First, we identify the classes on a collection of 
training data, and then the classifier uses these classes to evaluate and 
decide the classification of other data. When the classifier assesses 
the data, it uses two often contradictory metrics to help decide if the 
content found in the new data belongs in or outside a class. Precision, 
is the likelihood that what has been labeled as being is actually in that 
class. High precision may come at the cost of missing certain results 
whose terms match those of other outcomes in other groups. Recall, 
the likelihood that an object is listed as being in that class in fact in a 
class. High recall may come at the cost of integrating outcomes from 
other classes whose terms match those of target class results. We need 
to find the right balance with high precision and high recall while we 
are tuning our classifier. The balance focuses on what our priorities 
and criteria are for implementation. We need to train the classifier 
with sample data that describes members of all the classes to find the 
best thresholds for our data. Finding good training samples is very 
critical because the nature of the training can directly influence the 
quality of the classification. The samples should be statistically valid 
for each class and should include samples that include both solid class 
examples and samples near the class boundary.

Challenge-B: The strong potential resides in the complexity of 
multi-class, distort-insensitive classifiers. They will permit multi-
class complications to be handled without referring to strategies for 
resampling when algorithm-level approaches are used to counter class 
imbalances. So one may wonder if other prominent classifiers can be 
adapted in this case [62].

Solution-1: Certain issues should be addressed when constructing 
multi-level classifiers in the case of class imbalances. A broader study 
is required of how numerous unbalanced data sets influence decision 
boundaries in classifiers. Based on [65] Hellinger distance has proved 
useful in cases of class imbalance. Since accuracy may offer a distorted 
picture of success on unbalanced data, current stream classifiers are 
focused on accuracy that is hampered by minority class output on 
unbalanced streams, resulting in low recall levels of minority classes. 
A split based on Hellinger Distance will give a high score to a split 
separating the classes in the best way relative to the parent population. 
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When utilizing Hellinger, it is possible to obtain a statistically relevant 
change in the recall level on imbalanced data sources, with a reasonable 
rise in the false positive rate.

Solution-2: Other solutions with potential robustness to the 
imbalance, such as methods based on density, need to be explored. [66] 
have provided a more thorough review of the cluster oversampling 
based on density and in terms of density-dependent clustering under-
sampling techniques. Their findings suggest the strategy will boost the 
classifier’s predictive efficiency. It also yields the best in the precision 
average.

Solution-3: While modern methods of learning with imbalances are 
suggested to tackle the question of data imbalances, they have certain 
limitations; under-sampling methods lose essential details, and cost-
sensitive methods are prone to outliers and noise. [67] has provided an 
efficient hybrid ensemble classifier architecture incorporating density-
based under-sampling and cost-effective approaches by investigating 
state-of-the-art solutions using an algorithm for multi-objective 
optimization. First, they developed a density-based under-sampling 
method to select informative samples with probability-based data 
transformation from the original training data, which enables multiple 
subsets to be obtained following a balanced class-wide distribution. 
Second, they have used the cost-sensitive approach of classification 
to address the problem of information incompleteness by modifying 
weights in minority groups misclassified, rather than majority samples. 
Finally, they implemented a multi-objective optimization method and 
used sample-to-sample relations to auto-modify the classification 
outcome utilizing an ensemble classification system [68-80].

B. Testing Classifiers and Their Performance
We run the trained classifier on unknown news articles to check 

a classifier to decide which classes each news article belongs to. The 
goal of this stage is to check the performance of the classifiers on 
the training set and to see if they detect the training correctly. The 
classifiers considered will be graded according to their effectiveness in 
detecting the appropriate class. In the later section, we will test various 
classifiers on the unseen news articles and compare the performance 
of each.

IV. Working of Financial News Classification System

Throughout this section, we describe first the experimental method 
used to train the classifiers and then demonstrate their success in the 
classification of news articles into four separate classes. It should be 
noted here that most text classification algorithms are prone to the 
form and design of the dataset, depending on factors such as class 
size, class disparity (number of samples per class), feature scaling, 
number of training samples, number of features, etc. Besides, different 
algorithms follow different approaches to solving problems of multi-
class classification which also affects their performance. So, we have 
faced some challenges and, to address these challenges, we have made 
sure that the available data from which each classifier will learn is 
distributed equally for each class.

A. Experimental Set Up to Train the Classifiers
We used the Tableau prep tool for the data cleaning and 

preprocessing operations, while the desktop tool was used for the data 
visualization. The classification tests were performed on Python 3.8 
utilizing numerous Python-supported libraries to incorporate machine 
learning and deep learning algorithms. With a split of 75% and 25% 
respectively, the total of 10,000 news articles is divided into training 
and test data. The news articles are related to 4 different classes as 
mentioned in the introductory section. The data was imbalanced. So, 
to balance the data various sampling techniques were used. As stated 
in the introductory section, the news articles are linked to 4 different 
classes. In nature, the data had been imbalanced. Therefore, different 
sampling strategies were used to balance the data among classes 
as discussed in section 4.2. The machine and deep algorithms were 
further implemented on data for classification using scikit-learn and 
imblearn libraries of Python. Scikit-learn offers a package named the 
TfidfVectorizer for the extraction of functionality from text documents. 
This class is responsible for both vectorizing text documents (news 
articles) into vectors of word features and transforming them of the 
term vectors in the scores of TfIdf. We also vectorized the dataset 
during the experiments using the N-gram approach, with unigrams, 
bigrams, and tri-grams. 

B. Results and Discussion
We have carried out several experiments on our pre-processed data 

collection utilizing conventional machine learning algorithms detailed 
in the section preceding. The key purpose of these experiments is to 
determine the right classifier that gives the best performance. Every 
classifier’s output concerning classification is calculated using the 
metrics Precision, Recall, and F1-score. The accuracies are obtained 
with both train-test split and 5-fold cross-validation for all classifiers. 
The outcomes of the chosen classifiers are described in the sub-
sections that follow.

For the traditional machine learning algorithms, TF-IDF features of 
1-gram, 2-gram, and 3-gram were used. The detailed experiments on 
the financial news datasets were carried out. 

1. Results of Multiclass Classification With Data-Imbalances
Table II lists the results of each of the classifiers where data 

is being vectorized using the N-gram TF-IDF feature with data 
imbalances across classes. From the different classifiers Decision 
Tree {criterion=’gini’ to measure qualility of split, splitter=’best’, 
max_depth=2 for maximum depth of tree, random_state=1 is the 
seed for random number generator}, Linear SVC {C=1 regularization 
parameter, multi_class=‘y’}, Logistic Regression {C=1 regularization 
parameter, random_state=0}, Multinomial Naïve Bayes {alpha=1.0 
smoothing parameter}, Random Forest {n_estmators=100 for number 
of trees, random_state=1 will always produce same results with same 
parameters and training data, max_depth=3 for maximum depth 
of the tree}, and Multilayer Perceptron {solver=’lbfgs’ for weight 
optimization, alpha=0.0001 L2 penality, learning_rate=’constant’, 
hidden_layer_sizes=(5,2), random_state=1}, Random Forest performed 
best with accuracy 88% as shown in Table III. The Random Forest 

TABLE II. Results for the Classifiers for Different Classes With Data Imbalances

Classifier N-Gram
Banking Global Non-Banking Governmental

P R F1 P R F1 P R F1 P R F1

Decision Tree 1, 2, 3 0.93 0.96 0.94 0.76 0.68 0.72 0.90 0.95 0.92 0.80 0.31 0.44
Linear SVC 1, 2, 3 1.00 0.77 0.87 0.86 0.61 0.71 0.86 0.98 0.91 1.00 0.38 0.56

Logistic Regression 1, 2, 3 1.00 0.31 0.47 0.88 0.34 0.49 0.76 0.99 0.86 0.00 0.00 0.00
Multinomial NB 1, 2, 3 0.86 0.23 0.36 0.73 0.54 0.62 0.79 0.97 0.87 0.00 0.00 0.00
Random Forest 1, 2, 3 0.93 1.00 0.96 0.89 0.59 0.71 0.88 0.98 0.92 1.00 0.23 0.38

Multi-layer Perceptron 1, 2, 3 1.00 0.69 0.82 0.78 0.68 0.73 0.86 0.96 0.91 1.00 0.31 0.47
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achieved the F1-score 0.96, 0.71, 0.92, 0.38 for classes Banking, Global, 
Non-Banking, and Governmental respectively. The comparison of all 
the mentioned classifiers for 4-different classes is visualized in Fig. 3-6. 
Table III shows that the accuracy comes out to be 78%-88% range for all 
machine learning algorithms with train-test split and cross-validation. 

TABLE III. Accuracy of the Classifiers With Imbalanced Data

Classifier Accuracy(Train/Test)  Cross-Validation
Decision Tree 0.87 0.87

Linear SVC 0.87 0.87
Logistic Regression 0.78 0.78

Multinomial NB 0.78 0.78
Random Forest 0.88 0.88

Multi-layer Perceptron 0.87 0.87

However, Table II shows that the recall of the minority classes is 
very less. The Logistic Regression and Multinomial NB has shown 
0% precision and recall for the minority class i.e. Governmental. This 
is visualized in Fig. 5. At the same time, the precision and recall for 
the other classes have shown high precision and recall. It shows that 

machine learning models are more biased towards the majority class. 
So, we need to apply imbalanced data handling techniques.

2. Results of Multiclass Classification With Data Balance 
Using Data-Level Technique: Random Over-Sampling With 
Replacement

The Resampling takes place with the exclusion of the minority 
class, increasing the sample number to equal that of the majority class. 
Tables IV and V lists the results of each of the classifiers where data is 
being vectorized using the N-gram TF-IDF feature with data balanced 
using random over-sampling technique across classes.

From the different classifiers Decision Tree, Linear SVC, Logistic 
Regression, Multinomial Naïve Bayes, Random Forest, and Multilayer 
Perceptron with accuracy for all classes with balanced datasets using 
up-sampling, the Random Forest again performed best with accuracy 
99% as shown in Table V. The Random Forest achieved the F1-score 
1.00, 0.98, 0.98, 1.00 for classes Banking, Global, Non-Banking, and 
Governmental respectively. The comparison of all the mentioned 
classifiers for 4-different classes is shown in Tables IV and V. It is 
observed that with data balances the precision and recall have also 
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Fig. 5. Performance metrics P, R, F-1 for various classifiers for Non-Banking 
Class.
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Fig. 3.  Performance metrics P, R, F-1 for various classifiers for Banking Class.
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Fig. 4. Performance metrics P, R, F-1 for various classifiers for Global Class.
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Fig. 6. Performance metrics P, R, F-1 for various classifiers for Governmental 
Class.

TABLE IV. Results for the Classifiers for Different Classes With Balanced Data Using Up-Sampling

Classifier N-Gram
Banking Global Non-Banking Governmental

P R F1 P R F1 P R F1 P R F1

Decision Tree 1, 2, 3 0.99 1.00 0.99 0.95 0.99 0.97 0.99 0.94 0.97 0.99 1.00 1.00
Linear SVC 1, 2, 3 0.98 1.00 0.99 0.98 0.99 0.98 0.99 0.97 0.98 0.99 1.00 1.00

Logistic Regression 1, 2, 3 0.98 1.00 0.99 0.93 1.00 0.96 1.00 0.91 0.95 0.99 1.00 1.00
Multinomial NB 1, 2, 3 0.97 0.96 0.97 0.93 0.97 0.95 0.93 0.83 0.88 0.94 1.00 0.97
Random Forest 1, 2, 3 0.99 1.00 1.00 0.98 0.99 0.98 0.99 0.98 0.98 1.00 1.00 1.00

Multi-layer Perceptron 1, 2, 3 0.99 1.00 0.99 0.94 0.99 0.97 0.99 0.93 0.96 1.00 1.00 1.00
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improved for every classifier. And the accuracy of the classifiers varies 
between 94% to 100% and it is visualized in Fig. 7.

TABLE V. Accuracy of the Classifiers With Balanced Data Using Up-
Sampling

Classifier Accuracy(Train/Test)  Cross-Validation
Decision Tree 0.98 0.983

Linear SVC 0.98 0.982
Logistic Regression 0.98 0.975

Multinomial NB 0.94 0.948
Random Forest 0.99 0.996

Multi-layer Perceptron 0.98 0.985
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Fig. 7. Accuracy for various classifiers with balanced classes using Up-
Sampling.

3. Results of Multiclass Classification With Data Balance 
Using Data-Level Technique: Random Down-Sampling Without 
Replacement

This is done by resampling the majority class without replacement, 
setting the number of samples corresponding to that of the minority 
class. Table VI, VII lists the results of each of the classifiers where 
data is being vectorized using the N-gram TF-IDF feature with data 
balanced using down-sampling technique across classes.

From the different classifiers Decision Tree, Linear SVC, Logistic 
Regression, Multinomial Naïve Bayes, Random Forest, and Multilayer 
Perceptron with accuracy for all classes with balanced datasets using 
down-sampling, the Random Forest again performed best with an 
accuracy of 80% as shown in Table VII.

The Random Forest achieved the F1-score 0.95, 0.83, 0.73, 0.70 for 
classes Banking, Global, Non-Banking, and Governmental respectively. 
The comparison of all the mentioned classifiers for 4-different classes 
is shown in Tables VI and VII. The accuracy of the classifiers has 
degraded with data balances using down-sampling as compared to up-
sampling. And the accuracy of the classifiers varies between 67% to 
80% and it is visualized in Fig. 8.

TABLE VII. Accuracy of the Classifiers With Balanced Data Using 
Down-Sampling

Classifier Accuracy(Train/Test)  Cross-Validation
Decision Tree 0.69 0.695

Linear SVC 0.76 0.764
Logistic Regression 0.71 0.720

Multinomial NB 0.67 0.750
Random Forest 0.80 0.803

Multi-layer Perceptron 0.69 0.692
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Fig. 8. Accuracy for various classifiers with balanced classes using Down-
Sampling.

4. Results of Multiclass Classification With Data Balance Using 
Data-Level Technique: Hybrid Over-Sampling Technique SMOTE

SMOTE helps to balance the representation of the classes by 
replicating randomly through minority class examples. SMOTE 
synthesizes new instances within existing instances of minority classes. 
This produces the virtual train records by linear interpolation for the 
minority class. For each case, these synthetic training records are 
created by a random selection of one or more k-nearest neighbors in the 
minority class. The data is reconstructed after the oversampling process, 
and the classification models are implemented for the processing data. 
Table VIII lists the results of each of the classifiers where data is being 
vectorized using the N-gram TF-IDF feature with data balanced using 
the over-sampling technique SMOTE across classes.

From the different classifiers Decision Tree, Linear SVC, Logistic 
Regression, Multinomial Naïve Bayes, Random Forest, and Multilayer 
Perceptron with accuracy for all classes with balanced datasets using 
up-sampling, the Random Forest again performed best with accuracy 
100% as shown in Table IX. The Random Forest achieved the F1-score 
0.99, 1.00, 0.99, 1.00 for classes Banking, Global, Non-Banking, and 
Governmental respectively. The comparison of all the mentioned 
classifiers for 4-different classes is shown in Tables VIII and IX. It 
is observed that with data balances using SMOTE the precision and 
recall have also improved for every classifier. And the accuracy of the 
classifiers varies between 94% to 100% as visualized in Fig. 9.

TABLE VI. Results for the Classifiers for Different Classes With Balanced Data Using Down-Sampling

Classifier N-Gram
Banking Global Non-Banking Governmental

P R F1 P R F1 P R F1 P R F1

Decision Tree 1, 2, 3 1.00 0.91 0.95 0.56 0.83 0.67 0.71 0.38 0.50 0.60 0.67 0.63
Linear SVC 1, 2, 3 1.00 0.91 0.95 0.75 0.80 0.77 0.78 0.67 0.72 0.67 0.67 0.67

Logistic Regression 1, 2, 3 1.00 0.82 0.90 0.69 0.75 0.72 0.70 0.54 0.61 0.54 0.78 0.64
Multinomial NB 1, 2, 3 0.82 0.82 0.82 0.69 0.75 0.72 0.67 0.31 0.42 0.53 0.89 0.67
Random Forest 1, 2, 3 1.00 0.91 0.95 0.83 0.83 0.83 0.89 0.62 0.73 0.57 0.89 0.70

Multi-layer Perceptron 1, 2, 3 0.88 0.64 0.74 0.71 0.83 0.77 0.62 0.62 0.62 0.60 0.67 0.63
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TABLE IX. Accuracy of Classifiers With Balanced Data Using SMOTE 
Up-Sampling

Classifier Accuracy(Train/Test)  Cross-Validation
Decision Tree 0.98 0.981

Linear SVC 0.98 0.948
Logistic Regression 0.98 0.972

Multinomial NB 0.94 0.948
Random Forest 1.00 0.995

Multi-layer Perceptron 0.98 0.986
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Fig. 9. Accuracy for various classifiers with balanced classes using SMOTE 
Up-Sampling.

5. Results of Multiclass Classification With Data Balance Using 
Data-Level Technique: Over-Sampling Technique ADASYN

ADASYN (Adaptive synthetic sampling approach) algorithm builds 
on the methodology of SMOTE. This uses a weighted distribution for 
specific examples of minority classes due to their degree of learning 
capacity, whereas more sophisticated data is generated for examples 
of minority classes that are more difficult to understand. The key 
idea of the ADASYN algorithm is to use a density distribution as a 
parameter to automatically calculate the number of synthetic samples 
that each minority data example requires to be generated. The data is 
reconstructed after the oversampling process, and the classification 
models are implemented for the processing data. Table X lists the 
results of each of the classifiers where data is being vectorized using 
the N-gram TF-IDF feature with data balanced using the over-sampling 
technique ADASYN across classes.

From the different classifiers Decision Tree, Linear SVC, Logistic 
Regression, Multinomial Naïve Bayes, Random Forest, and Multilayer 
Perceptron with accuracy for all classes with balanced datasets using 
up-sampling, the Random Forest again performed best with accuracy 
91% as shown in Table XI. The Random Forest achieved the F1-score 
0.94, 0.79, 0.94, 0.53 for classes Banking, Global, Non-Banking, and 
Governmental respectively. The comparison of all the mentioned 
classifiers for 4-different classes is shown in Tables X and XI. It is 
observed that with data balances using ADASYN the precision and 
recall have also downgraded as compared to SMOTE based up-
sampling for every classifier. And the accuracy of the classifiers varies 
between 72% to 91% as visualized in Fig. 10.

TABLE XI. Accuracy of the Classifiers With Balanced Data Using 
ADASYN Up-Sampling

Classifier Accuracy(Train/Test)  Cross-Validation

Decision Tree 0.87 0.872

Linear SVC 0.87 0.865

Logistic Regression 0.88 0.881

Multinomial NB 0.72 0.725

Random Forest 0.91 0.914

Multi-layer Perceptron 0.86 0.863
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Fig. 10. Accuracy for various classifiers with balanced classes using ADASYN 
Up-Sampling.

TABLE VIII. Results for the Classifiers for Different Classes With Balanced Data Using SMOTE

Classifier N-Gram
Banking Global Non-Banking Governmental

P R F1 P R F1 P R F1 P R F1

Decision Tree 1, 2, 3 0.99 0.93 0.96 0.99 1.00 1.00 0.95 0.99 0.97 0.98 1.00 0.99
Linear SVC 1, 2, 3 0.99 0.92 0.96 0.98 1.00 0.99 0.94 0.99 0.97 0.99 1.00 1.00

Logistic Regression 1, 2, 3 1.00 0.91 0.95 0.98 1.00 0.99 0.93 1.00 0.96 0.99 1.00 1.00
Multinomial NB 1, 2, 3 0.92 0.85 0.88 0.97 0.96 0.97 0.94 0.96 0.95 0.94 1.00 0.97
Random Forest 1, 2, 3 0.99 0.99 0.99 0.99 1.00 1.00 0.99 0.99 0.99 1.00 1.00 1.00

Multi-layer Perceptron 1, 2, 3 0.99 0.93 0.96 0.99 1.00 0.99 0.94 0.99 0.97 1.00 1.00 1.00

TABLE X. Results for the Classifiers for Different Classes With Balanced Data Using ADASYN

Classifier N-Gram
Banking Global Non-Banking Governmental

P R F1 P R F1 P R F1 P R F1

Decision Tree 1, 2, 3 0.89 0.96 0.93 0.82 0.66 0.73 0.91 0.94 0.92 0.42 0.38 0.40
Linear SVC 1, 2, 3 0.96 0.85 0.90 0.76 0.71 0.73 0.89 0.95 0.92 0.62 0.38 0.48

Logistic Regression 1, 2, 3 0.96 0.85 0.90 0.79 0.76 0.73 0.90 0.95 0.92 0.60 0.46 0.52
Multinomial NB 1, 2, 3 0.50 0.85 0.63 0.57 0.93 0.70 0.99 0.65 0.78 0.29 0.77 0.43
Random Forest 1, 2, 3 0.93 0.96 0.94 0.91 0.71 0.79 0.91 0.98 0.94 0.88 0.38 0.53

Multi-layer Perceptron 1, 2, 3 0.94 0.65 0.77 0.73 0.73 0.73 0.88 0.95 0.92 0.88 0.38 0.53
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6. Results of Multiclass Classification With Data Balances Using 
Data-Level Technique: Down-sampling Technique Near-Miss

The NearMiss Algorithm under-sampled the majority class’s 
instances and made them equivalent to the minority class. The majority 
classes, here, were reduced to the minimum number as of minority 
class so that all classes would have the same number of records. The 
data is reconstructed after the down-sampling process using the Near-
Miss method, and the classification models are implemented for the 
processing data. Table XII lists the results of each of the classifiers 
where data is being vectorized using the N-gram TF-IDF feature with 
data balanced using the down-sampling technique Near-Miss across 
classes.

From the different classifiers Decision Tree, Linear SVC, Logistic 
Regression, Multinomial Naïve Bayes, Random Forest, and Multilayer 
Perceptron with accuracy for all classes with balanced datasets using 
down-sampling, the Random Forest again performed best with an 
accuracy of 81% as shown in Table XIII. The Random Forest achieved 
the F1-score 0.83, 0.30, 0.89, 0.52 for classes Banking, Global, Non-
Banking, and Governmental respectively. The comparison of all the 
mentioned classifiers for 4-different classes is shown in Table XII and 
XIII. The accuracy of the classifiers has degraded with data balances 
using down-sampling with the Near-Miss approach as compared to all 
other up-sampling approaches as visualized in Fig. 11.

TABLE XIII. Accuracy of the Classifiers With Balanced Data Using 
Near-Miss Down-Sampling

Classifier Accuracy(Train/Test)  Cross-Validation
Decision Tree 0.65 0.652

Linear SVC 0.53 0.526
Logistic Regression 0.34 0.344

Multinomial NB 0.43 0.431
Random Forest 0.81 0.814

Multi-layer Perceptron 0.70 0.704
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Fig. 11. Accuracy for various classifiers with balanced classes using Near-Miss 
Down-Sampling.

7. Results of Multiclass Classification With Data Balance Using 
Ensemble Classifiers

Ensemble models are meta-algorithms incorporating many strategies 
in machine learning into one predictive model to minimize variance 
(bagging), bias (boosting), or strengthen predictions (stacking). Bagging 
methods build multiple estimators on various randomly chosen subsets 
of data in ensemble classifiers. The classifier is called BaggingClassifier 
in scikit-learn. This classifier, however, does not require a balancing of 
the data sub-set. So, this classifier would support the plurality groups 
when training on imbalanced data set. BalancedBaggingClassifier 
requires each subset of data to be resampled until any of the 
ensemble estimators are equipped. In brief, the performance of an 
EasyEnsemble sampler is paired with an ensemble of classifiers (i.e., 
BaggingClassifier). Hence the BalancedBaggingClassifier requires the 
same parameters as the BaggingClassifier scikit-learn. Additionally, 
there are two additional parameters to monitor the actions of 
the random under-sampler, sampling strategy, and substitution. 
BalancedRandomForestClassifier is another ensemble method 
that provides a balanced bootstrap sample for each tree in the forest. 
RUSBoostClassifier sub-sample the data collection randomly before 
executing a boosting iteration. A particular method in the bagging 
classifier which uses AdaBoost as learners is named EasyEnsemble. 
The EasyEnsembleClassifier allows AdaBoost learners to be trained 
on appropriate samples of bootstrap. Table XIV lists the results of each 
of these ensemble classifiers for the various classes. And Table XV 
shows the accuracy of these ensemble classifiers.

From the different ensemble classifiers BalancedBaggingClassifier, 
BalancedRandomForestClassifier, RUSBoostClassifier, EasyEnsemble 
Classifier with accuracy for all classes, the BalancedBaggingClassifier 
performed best with an accuracy of 99% as shown in Table XV. The 
BalancedBaggingClassifier achieved the F1-score 0.97, 1.00, 0.98, 
1.00 for classes Banking, Global, Non-Banking and Governmental 
respectively. The comparison of all the mentioned ensemble classifiers 
for 4-different classes is shown in Table XIV and XV. The accuracy of the 
BalancedBaggingClassifier has resulted in 99% which is quite similar 
to the result of multiclassification using Random-Forest Classifier 
with SMOTE sampling i.e. 100%. The accuracy of the Random Forest 
classifier with a random up-sampling approach for data balances is 
also 99%. The comparison of the accuracies of classifiers across all 
approaches is visualized in Fig. 12. The accuracy of classifiers with 
down-sampling using the Near-Miss approach is worst amongst all.

The accuracy, precision, recall, and F-1 of Random-Forest Classifier 
with SMOTE sampling is very good in terms of multiclass news 
classification. However, under Governmental and Banking classes 
(minor classes in original), the precision of Random Forest with SOMTE 
overlapped with the precision of Random Forest with a random up-
sampling approach. The comparison of the Precision of classifiers 
with each approach across all mentioned classes is visualized in Fig. 
13. Some of the key explanations for the low performance of some of 
the classifiers, including Linear SVC and Multinomial naïve Bayes, is 
that a huge number of features don’t fit well for them. Earlier it has 
been stated that Multinomial Naive Bayes’ output is very weak when 

TABLE XII. Results for the Classifiers for Different Classes With Balanced Data Using Near-Miss

Classifier N-Gram
Banking Global Non-Banking Governmental

P R F1 P R F1 P R F1 P R F1

Decision Tree 1, 2, 3 0.68 1.00 0.81 0.23 0.24 0.24 0.82 0.70 0.75 0.25 0.54 0.34
Linear SVC 1, 2, 3 0.41 0.96 0.57 0.30 0.56 0.39 0.88 0.45 0.59 0.27 0.69 0.39

Logistic Regression 1, 2, 3 0.43 0.96 0.60 0.29 0.56 0.38 0.94 0.17 0.28 0.12 0.92 0.22
Multinomial NB 1, 2, 3 0.32 0.88 0.47 0.30 0.59 0.40 0.91 0.32 0.47 0.20 0.77 0.32
Random Forest 1, 2, 3 0.91 0.77 0.83 0.67 0.20 0.30 0.82 0.97 0.89 0.60 0.46 0.52

Multi-layer Perceptron 1, 2, 3 0.46 0.81 0.58 0.57 0.61 0.59 0.91 0.72 0.80 0.28 0.62 0.38
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the dataset faces class imbalance problems. The result has shown that 
the efficiency of the RUSBoostClaasifer ensemble algorithm is very 
poor when it comes to the multi-class classification of text with noisy 
data and class imbalance.

TABLE XV. Accuracy of the Ensemble Classifiers

Classifier Accuracy 
(Train/Test)  

Cross-
Validation

BalancedBaggingClassifier 0.99 0.991
BalancedRandomForestClassifier 0.82 0.823

RUSBoostClassifier 0.34 0.344
EasyEnsembleClassifier 0.78 0.781
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Fig. 12. Comparison of accuracies with Classifiers across different approaches.
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Fig. 13 Comparison of Precision with Classifiers under each class across 
different approaches.

It is clear from the Fig. 14., the recall of the classifier Random 
Forest with data balanced across classes using random up-sampling 
and SMOTE is increased as compared to down-sampling techniques 
random down-sampling and Near-Miss. The comparison of recall 
across all approaches with different classifiers under each class is 
visualized in Fig. 14.
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Fig. 15. Ensemble classifiers vs Random Forest (SMOTE).
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Fig. 16. Precision of ensemble classifiers vs Random Forest (SMOTE).

TABLE XIV. Results for the Ensemble Classifiers for Different Classes

Classifier N-Gram
Banking Global Non-Banking Governmental

P R F1 P R F1 P R F1 P R F1

BalancedBaggingClassifier 1, 2, 3 0.98 0.97 0.97 0.99 1.00 1.00 0.98 0.98 0.98 0.99 1.00 1.00
BalancedRandomForestClzssifier 1, 2, 3 0.86 0.64 0.73 0.99 0.90 0.94 0.66 0.88 0.76 0.84 0.87 0.86

RUSBoostClassifier 1, 2, 3 0.33 1.00 0.50 0.94 0.34 0.50 0.08 0.05 0.06 0.00 0.00 0.00
EasyEnsembleClassifier 1, 2, 3 0.87 0.93 0.90 0.57 0.44 0.49 0.26 0.85 0.40 0.92 0.83 0.87
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Fig. 17. Recall of ensemble classifiers vs Random Forest (SMOTE).

The accuracy of the ensemble classifiers is compared with Random 
Forest with SMOTE and it is visualized in Fig. 15. The accuracy of 
multi-class financial news classification using Random Forest with 
data balanced using SMOTE is higher as compared to all other 
ensemble classifiers discussed in the previous section. It is slightly 
greater than BalancedBaggingClassifier. The precision and recall of 
Random Forest with data balanced using SMOTE across all classes are 
higher as compared to all other ensemble classifiers and it is visualized 
in Fig. 16. and 17 respectively. 

V. Conclusion and Future Direction

This paper aims to extract banking news from the pool of articles 
on financial news. This multi-class Financial News classification will 
help to get news on the banking domain. The development of a system 
for gathering banking news and other relevant domains is a major 
and untested problem for the Indian stock market. We’re interested 
in seeking news from Indian banks, the Indian government, and the 
global. We take a structured approach to divide the news into realms 
of our choosing, grouping the news articles into 4 classes. The news 
articles are gathered from numerous online news sources and labeled 
to derive the banking and other related news to achieve the paper’s 
goal. To automate the classification process, 5 traditional machine 
learning classifiers, 1 neural network classifier, and 4 ensemble 
classifiers are used to classify the news articles into 4 classes (Banking, 
Governmental, Global, and Non-Banking). Since our data set faces 
the class imbalance issue, we used many methods to align the data 
set between classes, and the classifier output is evaluated using the 
original imbalanced and balanced data set. We used precision, recall, 
F-1, and accuracy parameters to evaluate the classification models. It 
is evident from results that Random Forest with balanced data using 
SMOTE achieved the highest accuracy of 100% whereas other models 
have lower classification accuracy even with 34%. Based on our results, 
our trained classification model can be used to classify the news into 
other specific domains by training the model on data-sets of those 
domains. The labeling of the dataset is done manually at the current 
stage of our study, with the help of the domain experts. In our future 
research, including those listed in this paper, we may also use certain 
recently introduced methods and frameworks for classifying data with 
a larger volume.
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