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Abstract

In finance and management, insurance is a product that tends to reduce or eliminate in totality or partially the 
loss caused due to different risks. Various factors affect house insurance claims, some of which contribute to 
formulating insurance policies including specific features that the house has. Machine Learning (ML) when 
brought into the field of insurance would enable seamless formulation of insurance policies with a better 
performance which will also save time. Various classification algorithms have been used since they have a 
long history and have also got some modifications for optimum functionality. To illustrate the performance 
of each of the ML algorithms that we used here, we analyzed an insurance dataset drawn from Zindi Africa 
competition which is said to be from Olusola Insurance Company in Lagos Nigeria. This study therefore, 
compares the performance of Logistic Regression (LR), Decision Tree (DT), K-Nearest Neighbor (KNN), Kernel 
Support Vector Machine (kSVM), Naïve Bayes (NB), and Random Forest (RF) Regressors on a dataset got from 
Zindi.africa competition and their performances are checked using not only accuracy and precision metrics but 
also recall, and F1 score metrics, all displayed on the confusion matrix. The accuracy result shows that logistic 
regression and Kernel SVM both gave 78% but kSVM outperformed LR in precision with a percentage of 70.8% 
for kSVM and 64.8% for LR showing that kSVM offered the best result.
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I. Introduction

INSURANCE is described as a risk management strategy used 
to hedge against the risk of accidents. Usually, the underwriter 

provides the insurance while the policyholder buys the said insurance. 
The policyholder receives an insurance policy with specifications on 
the circumstances and conditions under which the underwriter will 
give a stipulated or required compensation to the insured as they 
continue to be in good standing with the insurance company (that 
is, they pay their premium). If there is an experience of a loss by the 
policyholder which is potentially included in the insurance policy, he/
she puts forward or files a claim to the underwriter [1], [2]. People 
have many reasons for insuring their property, but one of the major 
and basic reasons for insurance is usually because it gives a sense of 
safety and security

Lagos State, one of the states in Nigeria that is popular for 
commerce and industry has an insurance company named Olusola 
Insurance Company (OIC). Being among the most renowned and 
famous insurance companies available in Lagos state that is into 
building insurance and not only that but also being one of the oldest. 
The recent recurrent collapse of buildings in the state has become a big 
concern to the landlords as well as this insurance company because of 

their insurance policy. Therefore, the OIC sought a way to be able to 
theorize by prediction if a policyholder will file a claim in case of the 
collapse of his building or not and if such an individual will be qualified 
for the insurance. They made available the dataset collected differently 
from various sources at different times at the site of Zindi Africa. We 
analyzed the data for the prediction of claims or no claims with respect 
to the insurance. We have the task to design and build a model that 
is applicable for prediction with which it could be determined if a 
particular building will have or is supposed to have an insurance claim 
during the specified period or not. Since machine learning algorithms 
such as LR, RF, kSVM, KNN, NB, and DT can be used, we compared 
them with the motive of finding out the best predictive algorithm with 
respect to this data made available by OIC. 

Each of the classification algorithms has been used for various 
predictions. [3], [4], [5] among others used logistic regression only 
and have seen it to be very efficient. [6], [7], [8] are some of the works 
that employed the prediction algorithm the Random forest and it was 
quite good in performance. [9], [10], [11] are some of the researchers 
that used the Decision tree for their prediction. For example, Amra 
and Maghari analyzed students’ performance using KNN and Naïve 
Bayesian algorithms and discovered that Naïve Bayes with an accuracy 
of 93.2% performed much better than KNN with an accuracy of 63.5% 
[12].

For this comparison, we used Exploratory Data Analysis (EDA) first 
to help find out the underlying pattern, discover and spot irregularities, 
frame the possible hypothesis, and check assumptions with the aim to 
find a good fitting model. The model will then be anchored on the 
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specified building characteristics. After which the target variable, 
the claim – that is, if the building in question has a minimum of one 
claim during the said insured period or if it does not have. After the 
EDA, the data is preprocessed to make the data “parseable” by the 
machine. Feature selection and then model training and evaluation 
followed. We used LR, RF, kSVM, KNN, NB, and DT algorithms for the 
regression analysis, having in mind that the accuracy will be checked, 
to ascertain the performance of each regressor we used a confusion 
matrix and determine the best predictive algorithm among them and 
then compared their performance. 

The other parts of this paper have been organized thus: Section 
II presents the related works for all the models for prediction. The 
background or what may be called overview was covered in section III. 
The model design and experimental analysis were the focus of section 
IV. The result and discussion were covered in section V before the 
paper was concluded in section VI.

II. Related Works

Bhat and Gandhi reported that the ANN-based framework is 
gaining popularity since it performs well in prediction [13]. They 
implemented a normalization technique to improve the performance 
of ANN and also used the analysis of correlation coefficient to find 
and determine the best input to the ANN framework and gave a better 
performance than the statistical model. Various regression techniques 
have been proposed which can be used for prediction apart from 
Logistic regression. In [14], Multiple Linear Regression (MLR) is said 
to be a kind used in which more than one attributes are for prediction. 
In [15], [16], Ridge regression (RR) and LASSO regressions (LR) were 
used; here, Ridge regression does the regularization of the regression 
coefficient while LASSO Regression uses L1 penalty, being the only 
thing that differentiates it from RR. In [17] a regression form called 
the Elastic Net (ER) was used as a penalization method. Mislan et. 
al. initiated a Back Propagation Neural Network model with double 
hidden layers for rainfall prediction [16]. In [18], the NB classification 
algorithm was used for classification before prediction. In [19] - [20] 
used Artificial Neural Network theory for prediction. The Linear 
Regression model was also used in [20], [21]. 

Some other tools employed for prediction by other authors are as 
follows; Geographically Weighted Regression. In [22], Bayesian Linear 
Regression [23]. Support Vector Machine Regression (SVMR) was used by 
Paniagua Tineo et. Al. [19] to predict daily maximum temperature. From 
their work, the SVMR algorithm was concluded to be able to produce 
accurate temperature predictions after 24 hours. Onan [24] identified 
web classification as a research direction with great importance in data 
science. The author presented different feature selections as well as four 
different ensemble learning methods on the basis of four different base 
learners(NB, KNN, C4.5 algorithm together with FURIA algorithm). The 
author concluded that in web page classification, ensemble learning, 
as well as feature selection, has the capacity to enhance the predictive 
ability of classifiers. In another work by Onan et al [25], they reported 
that in order to reduce the training time and also develop a robust and 
efficient classification model, feature selection is necessary. [26] and 
[27] achieve good performance of classification on language using 
various classification models employing feature selection methods that 
are suitable for such classifications.

Many other algorithms have been employed and several other 
models proposed and tested for various predictions as reported by 
[28]. Abhishek et. Al. [29] proposed and implemented a model that 
predicted temperature using a backpropagation neural network. 
Shobha et. Al. [30] used a clustering-based analysis approach to 
monitor whether based on meteorological data. The authors studied 
data from agricultural meteorological patterns collected from the 

Meteorological Centre of Bengaluru district and determined very 
important agricultural parameters like minimum temperature, 
maximum temperature, relative humidity, rainfall, and pan evaporation 
using not only K-Means but also hierarchical clustering which are 
extremely critical for agriculture. Gill et. Al. [31] proposed a model 
with a backpropagation employing a genetic algorithm. From their 
work, it became observable that genetic algorithms can be effectively 
used for prediction alongside backpropagation neural networks. Each 
work employed EDA to enable better performance of each algorithm 
that was used. 

A lot of things have been predicted, like rainfall, weather, etc. using 
various algorithms. Paniagua-Tineo et. Al. [32] worked on maximum 
daily temperature prediction by employing Support Vector Machine 
Regression (SVMR). It was concluded by them, that the SVMR algorithm 
can produce accurate temperature prediction after 24 hours. Abdel-Aal 
et. Al. proposed an abductive networks approach for the prediction of 
temperature on an hourly basis [33], which was able to predict the 
temperature after an hour and also after a day. A modified type of 
Support Vector Machine (SVM) called Multi-view Least Squares (LS-
SVM) regression for black-box temperature prediction was proposed 
by Houthuys et. Al. [34]. The goal of multi-view LS-SVM is to improve 
the model’s performance by taking information from all views into 
account as there is an appreciable number of observations in black-
box weather forecasting. 

Prediction of short-term wind power with the aid of empirical 
mode decomposition-based GA-SYR was experimented by Xie et. 
Al. [35]. First, the wind speed data from NWP is decomposed into 
the EMD components, including multiple intrinsic mode functions 
(IMFs) as well as one residue. Thereafter, a Genetic Algorithm 
Support Vector Regression model (GA-SVR) is used to build models 
of all components. Similarly, another method referred to as short-term 
wind power forecasting was implemented by Peng et. Al. [36] using 
numerical weather prediction and error correction methods. [37] 
Zhang et. Al. used SVM by training multiclass predictors and adjusting 
SVM parameters using Particle Swarm Optimization (PSO). In [38] 
Papantoniou et. Al utilized data obtained from about four European 
cities to display or introduce the implementation and then evaluation 
of different neural network-based algorithms used in identification.  

Da-Chun Wu et al [39] used ANN to forecast or predict air 
compressor load of different compressors at different times and 
under different conditions. They also investigated the prediction of 
the electrical demand peak with ANNs and SVM and discovered that 
integration of ANNs to SVM gave a significant improvement to the 
accuracy of the prediction. Priyadarshini Patil et al [40] compared 
the performance of SVM, RF, and ANN in potato blight disease and 
discovered that the ANN performed better than SVM and RF. From 
their experiment, ANN gave an accuracy of 92% which was better than 
84% and 79% respectively of SVM and RF.

Xiaohu T et al [41] used the DT algorithm to predict the winning 
team in the Chinese super league and got an accuracy of 57.7% when 
other factors are put into consideration. In another prediction, Nwulu 
[42] used DT to predict the price of crude oil from data gathered which 
covered about 24 years. According to his work, DT outperformed 
other models that he used and had a less computational period. They 
[43] basically used DT to predict churn as well as KNN and DT gave an 
accuracy of about 93% which is a good accuracy [43].

Raj et al [44] concluded from their comparison that SVM has better 
performance (accuracy of 82%) when compared to Naïve Bayes (62.5%) 
when they compared the SVM and NB classifiers used in diabetes 
prediction. Bayindir et al used an NB classifier to predict the daily 
energy generated from an installed photovoltaic system [45] and an 
accuracy of 82.2% was obtained.
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Salim et al predicted the timely graduation of students in Indonesia 
using KNN because of KNN’s robustness on noisy data and its ability to 
train on a large dataset [46]. With the advent and rise of the technology 
of machine learning, it has been used in the prediction of flight delays as 
well [47]. Machine learning algorithms that have been used for this kind 
of prediction include random forest, decision tree, logistic regression, 
SVM as well as K-nearest neighbor algorithms [48], [49], [50].

Linear regression has been identified as the basic regression model 
that has been used for prediction, it takes into account the variation 
that exists between the variables called independent and those that 
are dependent also according to [51]. These researchers [51] compared 
the regression models which will have the capacity to predict graduate 
admission and found out that linear regression outperformed other 
models on their dataset. The models compared include Linear regression, 
Support Vector Machine, Decision Tree Regression, and Random Forest 
regression. Linear Regression gave an output of 0.00480149 for MSE 
and 0.72486310 for R2 which is the best among the models [51].

In all these, limited literature was found with respect to insurance 
prediction. And with the growth in the need for the insurance of 
properties such as cars, houses, and others, data is needed to be able to 
build models that will be useful for insurance prediction. 

III. Background

Machine Learning (ML) has over time been viewed as a branch 
or more precisely a subcategory of Artificial Intelligence (AI) that 
learns computer algorithms and improves via experience [48], [52]. 
It has grown and become very popular, it has also found usefulness 
in many fields not occasionally but on daily basis [49], [53]. ML uses 
training data or sample data to build models which they use to make 
decisions or predictions in this case without further programming. So 
ML gives the system all it needs to learn and understand by itself and 
consequently gives or makes a prediction for the unknown outputs 
[50]. Machine learning algorithm has its performance depends on the 
training success, dataset availability, data preprocessing, selection of 
attributes among others.

Regression analysis is primarily used for two conceptually distinct 
purposes. First, for prediction as well as forecasting, where its 
application has a remarkable connection with the field of ML. which 
second identified usefulness, in some situations, to hypothesize the 
underlying relationships that exist between the variables that are 
independent and those that are dependent. It is very important to note 
that regressions by themselves only bring to light the relationships 
that are found between a variable that is dependent and another set 
that is a collection of variables that are independent and in a fixed 
dataset. To use regressions for prediction or to hypothesize causal 
relationships, respectively, a researcher must ensure to carefully bring 
to light the reason why the existing relationships are assumed to have 
predictive power for a new context or why a relationship between 
two variables is thought to possess a causal interpretation. The latter 
is considered crucially important especially when researchers hope 
to make an estimation of the causal relationships using observational 
data [54]. The techniques used in the study are introduced in the 
following subsections.

A. Artificial Neural Networks (ANNs)
Artificial Neural Networks (ANNs) originally inspired by the 

nervous system of animals, process data in a manner similar to the brain 
of mammals. They have the capacity to forecast difficult problems. by 
computationally learning a set of input data and consequently giving 
out an output that is desirable. ANN is usually defined as a framework 
instead of an algorithm because it acts as the basis for many machine 
learning algorithms [55], for complex data (input) processing. It has 

got many applications in different fields and so we are applying it to 
this dataset for prediction.

ANN has been identified as a tool that has found usefulness for 
both regression and classification since it can model systems that have 
a non-linear relationship [56]. One peculiar thing about ANN is that it 
is structured such that after training, it has the capacity to give outputs 
that are reliable and will do that quite fast even if the data is noisy or 
in cases where some information is missing from the data [57]. ANN 
in its structure has hidden layers that can grow depending on the 
network size, this growth helps the network memorize more of the 
data but it increases the training time [58]. 

B. Linear Classifier
Linear Regression (LR) is estimated with the Maximum Likelihood 

Estimation (MLE) approach and provides constant output. The MLE 
is just“a “likelihood” maximization method which is a function that 
measures the parameters that seem likely to give the observed data 
and accepts a joint probability mass function. Statistically speaking, 
MLE sets the mean and variance as parameters in measuring the 
particular parametric values for a given model. This set of parameters 
can be adopted to predict the data required in a normal distribution 
and also accepts a joint probability mass function [59]. A function 
known as the logistic function or sigmoid function shown in (1) gives 
an “S” shaped curve which takes any real number value and maps 
the number into the interval of 0 and 1. The predicted value becomes 
1 (one) in case the predicted values go to positive infinity and 0 
(zero) if it is negative infinity. Logistic regression is majorly used for 
classification but is also useful in solving regression problems since it 
shows good performance.

 (1)

C. Decision Tree Classifier 
Decision Tree (DT) is considered one of the easiest and most 

popular classification algorithms to learn and interpret. It can be 
applied in solving classification and regression problems. The decision 
tree looks more like a flow chart that has the structure as a tree would 
have in which the features are represented with internal node, while 
the branches and the leaf node represent the decision rule and the leaf 
node respectively. But unlike the normal tree where the root is at the 
base, the uppermost part of the decision tree is where the root node is 
located. It learns to partition using the attribute values in a recursive 
manner otherwise called recursive partitioning. The decision tree as 
the name implies helps in decision making. Its complexity is a function 
of the number of attributes and records in the dataset [60]. The decision 
tree makes predictions in a tree-like manner just as people would 
make decisions when faced with certain challenges especially when 
there are two options to decide from. When one option is taken, you 
may have to make other choices based on the one you have decided on 
and it continues until the result hoped for or expected is got. This is 
basically the framework of the decision tree [41] and classification is 
based on characteristics. The algorithm is relatively easy to implement 
because of how easy it is to understand, and according to Xiaohu T et 
al [41], it is applicable for data analysis and forecasting. Xiaohu T et al 
[41] have also earlier reported that DT is based on instances and that 
it is referred to as an “inductive learning algorithm.” DT has also been 
shown to comprise of some major steps which are feature selection, 
generation of the decision tree and finally pruning of the tree. Some 
of the identified advantages of DT are easy calculation and workload, 
simple and easy to understand, interpret, analyze, and a high degree 
of accuracy [61]. The basic and fundamental idea behind the decision 
tree algorithm has been identified to be recursive partitioning which is 
a statistical technique for the analysis of multivariable [42].
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Like in the Agricultural point of view where trees are more popular 
and pruning is done for more productivity, pruning is also usually 
applied to DT to improve the algorithm’s performance [42].  The 
noise which is one of the characteristics of raw data is said to be easily 
managed by the DT algorithm [43] because DT has the ability to avoid 
overfitting by pruning.

D. Random Forest Classifier 
Random Forest (RF) on the other hand is also a supervised learning 

algorithm also used for both regression and classification. Just as the 
name (forest) suggests, it is supposed to be composed of many trees. 
The robustness of the forest will then be a function of the number of 
trees in it. RF functions by creating decision trees on selected data 
samples on a random basis. Then it usually gets a prediction from 
every tree and selects the solution that is the best by voting. By this, it 
provides a very nice indicator of the important features. So, a random 
forest algorithm is seen as a collection of many decision tree classifiers, 
each decision tree is got using an appropriate characteristic selection 
gauge like information gain. Individual trees are dependent on an 
independent random sample and each tree votes the most frequent 
class, unlike the regression where the mean of the entire tree results is 
assumed to be the final output. The random forest has been proven to 
offer a good feature selection indicator [62]. Its functioning is divided 
into the following steps; Samples are selected randomly from a given 
dataset, a decision tree is then constructed for each sample, getting 
a prediction from individual trees. After that, a vote is performed 
for each predicted output or result and then the prediction with the 
highest voted is selected as the final prediction [63]. 

In all these, Random forest differs from decision tree in the following 
ways; Random forest keeps from overfitting whereas Decision tree 
may run into it. It, therefore, follows that RF manages the challenge 
of overfitting more than DT. Random forest is composed of multiple 
decision trees, although the Decision tree is faster computationally. It 
is not difficult to infer that the Decision tree is easier to interpret when 
compared to the Dandom forest.

E. K-Nearest Neighbor Classifier 
Here in K-Nearest Neighbor (KNN), an unknown data point is 

categorized into its nearest neighbor which is already defined and 
determined. The nearest neighbor is figured out by k-value which 
works out the actual neighbors and at the same time the classes that 
belong to a particular data point [12]. On some occasions, it requires 
not only one nearest neighbor to ascertain the particular datapoint’s 
class. In KNN it is usually necessary for data points to be in memory at 
runtime, it is also called “memory-based technique” [12]. There were 
some improvements proposed by some researchers on the pioneer 
KNN but the computational complexity and memory requirements 
have remained unchanged. Nevertheless, the memory requirements 
can be managed well if there is a reduction in the size of the dataset 
used, thereby reducing comprehensively the repeated training sample 
pattern. Some data points that are perceived to have no effects on the 
result are the ones that are more advisable to remove. The nearest 
feature line, ball tree, tunable metric, k-d tree, principal axis search 
tree, and orthogonal search tree are some of the algorithms that have 
been identified to bring increment to the speed of KNN [12]. 

F. Naïve Bayes (NB) Classifier 
Naïve Bayes (NB) as a machine learning algorithm is designed in 

such a way that it can accomplish classification tasks. It has been 
reasoned that its popularity is credited to the fact that it can be written 
into code quite easily with less time. NB has also been identified as 
an algorithm that can be implemented in real-time prediction and 
organizations find it very useful in bringing quick answers to users’ 
request(s). NB classifier is basically anchored on the theorem proposed 

by Bayes, as such, it is seen as a conditional probabilistic classifier [64]. 
It is also denoted as the Generative learning model on some occasions 
[65]. The algorithm is called Naïve Bayes because the existence of a 
particular feature does not depend on the existence of another feature 
which is the same principle in conditional probability [44] and it is 
very helpful for a very large dataset classification. NB performs well 
and is said to be most suitable for data with high dimensionality [12]. 
Some of the real-world scenarios where NB has found application 
are in Recommendation System, Real-Time Prediction, Multiclass 
prediction, Sentiment Analysis, Text Classification, and the popular 
Spam Filtering.

The general principle of NB hinges on conditional probability and 
understanding it is paramount to understanding the NB algorithm.

G. Support Vector Classifier 
Support Vector Machine (SVM) is linear naturally [66] and is 

known to support Linear regression as well as non-linear regression, 
this feature made it possible for SVM to be referred to as Support 
Vector Regression as well. As a model which is classified as a 
supervised machine learning model, it can to make predictions from 
the earlier learned data. It has been suggested that SVM gives good 
results when the dataset to analyze is not much. Support Vector 
Machine a discriminative classifier is expressed by a separating line 
or hyperplane. Given training data, it outputs a hyperplane that 
categorizes the new data set. Kernel Support Vector Machine tends 
to discover the best hyperplane that separates data in a Hilbert space. 
This best hyperplane is selected to maximize the margins between 
the classes (usually two, since Kernel SVM is a binary classifier). 
The kernel functions [66] of the SVM are activated or brought into 
the light so as to make the linearity of the SVM classifier got by dot 
product to nonlinearity. The Kernel SVMs allow the hyperplane’s 
extreme margin to adapt in a feature space that has been transformed 
and has the advantage of taking care of classification difficulties over 
conventional SVM [67]. SVM aggregates the two classes that are to 
be classified using support vectors which are the extreme data points 
separated by hyperplane [44]. In this context, the hyperplane stands as 
the classification between the objects.

IV. Model Design and Experimental Analysis 

A. Model Design
Our work looks at the comparison of the following machine 

learning algorithms Logistic regression, Decision Tree, Kernel SVM, 
Random Forest, Naïve Bayes, and K-Nearest neighbor. The basic 
information of the algorithms and the principles of how they function 
have been discussed in the previous section. The algorithms were 
given the same input data which have the same ratio of training and 
testing data. The data were preprocessed as explained in section IVB to 
reduce noise and undesirable characteristics before they were divided 
randomly into training and testing sets. The training set was used for 
the training of the algorithm and the performance of the algorithms 
tested with the testing sets.

The diagram above Fig. 1 is the flowchart of the model we used for 
this work.

B. Dataset
The dataset we used was got from zindi.africa [68] the data 

comprises collected information from 2012 to 2016 which are the 
years of observation. It was said that for the period of observation, the 
dataset was collected by various people. The variables in the dataset 
with their descriptions are shown in Table. I.
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TABLE I. Variables and Their Description

No. Variable Description

1 Customer ID Identification number for the Policyholder

2 Year of observation Year of observation for the insured policy

3 Insured period
Duration of insurance policy in Olusola 
Insurance (Eg: Full-year insurance, Policy 
Duration= 1; 6 months = 0.5

4 Residential Whether the building is residential or not 

5 Building painted
Whether the building is painted or not 
painted (N-Painted, V-Not Painted) 

6 Building fenced
Whether the building is fenced or not fenced 
(N-Fenced, V-Not Fenced)

7 Garden
Whether the building has at least one garden 
or not (V-has garden; O-no garden).

8 Settlement
The area where the building is located. (R- 
rural area; U- urban area)

9 Building dimension Size of the insured building in m2 

10 Building type The type of building (Type 1, 2, 3, 4)

11 Date of occupancy Date or Year the building was first occupied

12 Number of windows Number of windows in the building

13 Geo-code
Geographical location code of the insured 
building

14 Claim
Target variable. (0: no claim, 1: at least one 
claim over the insured period).

C. Tools Used
The following tools categorized as python libraries were used for 

the implementation of the algorithms: The Seaborn that helps with the 
generation of heatmaps, the Scikit learn/sklearn which helps to ensure 
that the algorithms are implemented, the Pandas helps in operations 
that are data-related while the Matplotlib is for plotting of the various 
required plots. The Jupyter notebook was also used for the writing 
of the python codes which were consequently executed on Keras/
TensorFlow framework.

D. Data Preprocessing and Visualizations 
After data collection, the next step is data preprocessing followed 

by Data Integration, Data Transformation, and then reduction [69]. 
Data preprocessing is an essential and basic step in the process of 
knowledge discovery; because the data obtained from the logs may be 
incomplete, noisy, or inconsistent [70]. The most promising attributes 
of quality data include completeness, consistency, and timeliness. 

The performance of a mining algorithm depends on the quality of 
the data. But, the real-world data is incomplete and uncertain. The 
incompleteness of the data can be easily identified and its elimination 
is sometimes acceptable. But, identification of the inconsistencies 
in the data is very difficult and even a very negligible amount of 
inconsistency in data degrades the performance of the mining 
algorithm at a very high rate. The existence of inconsistencies in the 
training data affects the performance of the mining algorithm and 
the removal of such inconsistencies improves the performance of the 
mining algorithm [70].

Data visualization, on the other hand, aims to transmit the data 
clearly and effectively via graphical representation. Data visualization 
has found extensive use in many scenarios like reporting at work, 
task-progress tracking among others. One of the most popularly 
used advantages of the visualization technique is in discovering 
data relationships that may be hard to identify or observe by merely 
looking at the raw data [71]. These days, people have also used data 
visualization to design funny and interesting graphics. 
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Fig. 2. Feature Importance score.

We generated feature importance of the train data using Gini 
importance and Fig. 2 above shows the importance from the highest to 
the lowest. And the correlation matrix is shown in Fig. 3.

Since we have to design a system that will predict the probability of 
having at least one claim over the period that the building was under 
insurance. The model will be accessed based on the features of the 
building. The target variable, in this case, being claim:

• 1 if the building in question has at least one claim over the said 
period of insurance.

• 0 if the said building does not have a claim over the said period of 
insurance.

The data collected from the site was then preprocessed. The data 
were divided into a ratio of 7:3 training (70%) and testing (30%). Only 
the decision tree and the random forests were tested with 20% of the 
dataset and trained with 80% of them. The dataset was given a good 
description of the variables for each of the columns. Selection of the 
data or division of the dataset was done randomly and the models’ 
performance was checked afterward.

Since the data is noisy, we use methods of dealing with noisy data 
to fill in the data. From the data set both of the training and testing, 4 
of the variables contain noisy data (null values). Those variables are; 
Garden, Building dimension, Date of occupancy, and Geo-code for 
both the training and testing dataset. The data were normalized and 
the vacant data was filled with modal values for the variables Geo-
code and Garden, and mean value for the Building dimension and Date 
of occupancy.
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Learning Algorithms

Test

Result Evaluation

Logistic Regression

Decision Tree

Random Forest

Kernel SVM

K-Nearest Neighbor

Naïve Bayes

Fig. 1. Block diagram of the model.
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YearOfObservation 1 0.03 -0.04 -0.06 0.12 -0.12 -0.12 0.01 0.01 -0.03 -0.02
- 1.00

- 0.75

- 0.50

- 0.25

- 0.00

- -0.25

- -0.50

- -0.75

- -1.00

Insured_Period 0.03 1 -0.04 0.04 0.05 -0.05 -0.05 0.01 -0.02 -0 0.09

Residential -0.04 -0.04 1 0.03 0.08 -0.08 -0.08 0.06 0.33 -0.04 0.06

Building_Painted -0.06 0.04 0.03 1 -0.57 0.57 0.58 -0.09 0.05 0.09 -0.03

Building_Fenced 0.12 0.05 0.08 -0.57 1 -1 -1 0.13 0.02 -0.16 0.05

Garden -0.12 -0.05 -0.08 0.57 -1 1 1 -0.13 -0.02 0.16 -0.05

Settlement -0.12 -0.05 -0.08 0.58 -1 1 1 -0.13 -0.02 0.16 -0.05

Building Dimension 0.01 0.01 0.06 -0.09 0.13 -0.13 -0.13 1 0.01 0.2 0.3

Building_Type 0.01 -0.02 0.33 0.05 0.02 -0.02 -0.02 0.01 1 -0.14 0.11

Date_of_Occupancy -0.03 -0 -0.04 0.09 -0.16 0.16 0.16 0.2 -0.14 1 0.02

Claim -0.02 0.09 0.06 -0.03 0.05 -0.05 -0.05 0.3 0.11 0.02 1
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Fig. 3. Figure Correlation matrix.

The input parameters used for the experimental phase and purpose 
are shown in Table II. We also included the k-fold cross-validation 
strategy used. We used the k-fold with the best performance for each 
algorithm. For other models, we used 10 but the decision tree and the 
random forest seemed to be overfitting with the same value of k-fold, 
as such we used 5 for them.

TABLE II. Input Parameters

Model name K-fold Input parameters

Decision Tree K = 5 Criterion = entropy
Splitter = best
Random_state = 0
Max_dept = none

KNN K = 10 Number of neighbours = 5
Weights = uniform
Leaf-size = 30
Algorithm = Kd tree

Logistic 
Regression

K= 10 Tolerance = 1e-4
Class weight = balanced
Solver = Newton cg
Random state = 0

Kernel SVM K=10 Kernel = RBF
Random_state = 0
Tolerance = 1e-4
Class weight = balanced

Naïve Bayes’ K=10 Type = Gaussian NB
Priors = none
Var_smoothing = 1e-9

Random Forest K= 5 Number of trees = 10
Criterion = entropy
Random_state = 0

E. Performance Evaluation Criteria 
The basis for the comparison of these algorithms anchors on 

some known performance criteria some of which are outlined 
below with a short description for each of them. We choose 
these criteria because they are popular and easy to understand in 
addition to the fact that they can be applied to all the algorithms 
for easier comparison.

Accuracy: This gives the estimate of the percentage of the actual 
rate values of all classes. A higher accuracy shows better performance 
(higher is better). Accuracy simply put is a ratio of appropriately 

predicted observation to the total observations. The formula for the 
calculation of accuracy is shown in (2).

Accuracy = (TP + TN) / (TP + FP + FN + TN)    (2)

Precision: This determines the percentage rate of the true positive 
values for the relevant elements to the irrelevant ones. As with 
accuracy, higher the precision percentage, higher relevant results were 
retrieved than the irrelevant ones (higher is better). The formula for 
the estimation of precision is shown in (3).

Precision = TP / (TP + FP) (3)

Recall: Also referred to as Sensitivity Measure or True Positive 
Rate is seen as the fraction of a true positive rate of relevant values. 
A higher ratio means higher retrieved relevant elements (higher is 
better). The method used for the estimation of recall is shown in (4).

Recall = TP / (TP + FN)  (4)

F-Measure (or F1 score): It is a weighted mean of both precision 
and recall. The upper threshold value of the F1 score is usually 1, 
which stands for the best score, and the lower threshold value 0, 
which means the worst score (higher is better). The formula for the 
estimation of the F1 score is shown in  (5).

F1Score = 2* (Recall * Precision) / (Recall + Precision) (5)

Confusion Matrix 

The result from the matrix permits us to have more detailed 
information about the results for the algorithms used, by making available 
the number truly predicted positive and negative from the results. 

True Positives (TP): These refer to the correctly predicted values 
that are positive, meaning that the value of the class is actually yes 
and the model predicted the class also as yes. In this case, the model 
predicted that a house has a claim and it actually does. The True Positive 
values estimated from the models we used are shown in Table IV.

True Negatives (TN): These refer to the predicted negative values 
that were predicted correctly, meaning that the value of the class is no 
actually and the model predicted the class also as no. In the case of our 
study, the model predicted no claim when the house does not have any 
claim. The True negative values estimated from the models we used 
are shown in Table IV.

False Positives (FP): This is sometimes called Type I error and 
occurs when the class is no in the real sense while the model predicted 
it as yes. Taking inference from our study, if the model predicts a claim 
when it is supposed to be no claim. The False Positive values estimated 
from the models we used are shown in Table IV.

False Negatives (FN): This one is sometimes called Type II error 
and occurs when the class is yes in an actual sense but the model 
predicted it as no. When viewed in the sense of our study, when a 
model predicts no claim but it is supposed to have a claim. The False 
Negative values estimated from the models we used are shown in 
Table IV.

Precision and Recall can all be calculated with the above-got 
parameters as shown from equations (2) to (5).

V. Result and Discussion

This work looked at the capability of the aforementioned machine 
learning algorithm’s ability to predict claim or no claim on the 
insurance according to the provided dataset from Olusola Insurance 
Company. The used input parameters are displayed in Table II and the 
results in Tables III and IV.

The data was collected by different sources or people according 
to [68] and at different points. That made the data have some 
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abnormalities, like missing information. This is so because the span 
of the year of the collection was a bit long and some data may not 
have been considered important at some point. As time went by, 
some became relevant and more emphasis was laid on them. Also, 
some people may not be willing to give some details or may have 
forgotten some data which might have amounted to the missing of 
these data. Not minding the cause of the missing data, during the data 
preprocessing these were taken care of as explained in section IVB. 
The dataset was split into two for training and testing in the ratio of 
7:3 for most of the models ( KNN, KSVM, LR, and NB) and 8:2 for DT 
and RF because of the k-fold value used for them.

TABLE III. Model Results

Model name Accuracy Precision Recall F1

Decision Tree 0.680 0.311 0.329 0.320

KNN 0.757 0.444 0.257 0.325

Kernel SVM 0.788 0.708 0.123 0.210

Logistic Regression 0.788 0.648 0.158 0.254

Naïve Bayes’ 0.773 0.507 0.278 0.359

Random Forest 0.756 0.444 0.278 0.342

From Table III above, the Logistic Regression and kSVM both 
gave an accuracy of 78.8% which is better than others. For a better 
assessment, the precisions are considered in which kSVM gave a better 
performance than logistic regression. But both in the recall and F1, LR 
has relatively higher performance than kSVM. Although NB has a very 
close accuracy (77.3%) to kSVM and LR and also close precision value 
to them too, its recall was joint second to the best, and it produced the 
best F1 score. The model evaluation table shows explicitly that kSVM 
gave a better performance than the other models.

The logistic regression model performed well possibly because of 
its ability to learn and perform optimally if the value of the variable 
is categorical and requests binary output as in this case. The kSVM 
also performed well too although the data available for learning can 
be considered small because kSVM gives a good performance and 
optimally for cases that are linearly separable.

We will take a good look at the confusion matrix which is a 
convenient presentation of the measured accuracy of a model with 
two or more classes. Table III presents the values for the components 
of the confusion matrix. For each of the models. 

The kSVM with a true positive value of 1243 gave the highest 
number of true positives, representing about 80% of the data. It is quite 
closely followed by LR with 1230 representing about 76% of the data. 
Although their true negative values were quite low when compared to 
others, they are seen to have outperformed the other algorithms with 
kSVM giving the best prediction which is meticulously followed by LR. 
We have noted above the possible reason(s) for the high performances 
of the kSVM and LR. 

TABLE IV. Confusion Matrix Table

Model name
True 

Positive 
(TP)

False 
Positive 

(FP)

False 
Negative 

(FN)

True 
Negative 

(TN)

Decision Tree 990 272 251 123

KNN 1142 120 278 96

Kernel SVM 1243 19 251 46

Logistic Regression 1230 32 315 59

Naïve Bayes’ 1161 101 270 104

Random Forest 1132 130 270 130

In this section too, we tend to give a broader view of the models 
used using SHAP (SHapley Additive exPlanations) [72] value is an 
emergence from the concept of Shapeley and it works at increasing 
the transparency of models. The Shapely value tends to construct 
an additive explanation model considered as “contributors.” [47] the 
predictor or model generates a value of prediction for every sample 
while the SHAP value is described as the value given to every feature 
in the sample. In any case, where the SHAP value indicates negative, it 
is a pointer that the feature influences the prediction by lowering the 
predicted value; but in the case where it is positive, it shows that the 
influence of that feature will bring an increase to the predicted value 
in the prediction. When the baseline or the expected value which is the 
mean of the output of the model over the training data is estimated, 
the predicted value becomes the sum of this obtained base line and the 
contribution value of every feature available in the sample.

Using the SHAP, the random forest predictor was plotted in Fig. 
6. From the SHAP value plot, we decipher the positive as well as the 
negative relationships that exist between the predictor and the target 
variables. From the figure, the target variables are on the y-axis and 
the impact on the x-axis shows that the building dimension is the 
variable with the highest impact on the predictor. Other information 
that can be drawn from the above plot are 

• Feature importance which is placed in the descending order of 
importance in the figure, the least important variable feature with 
respect to the predictor is the building painted.

• The impact is displayed by the horizontal location. This is 
correlative with the feature importance and the location signifies 
whether the effect produced by the value has the association with 
the prediction in a higher or lower form.

• Original value depicted by the colors on the plot.  The variables 
with high values are shown in red and the ones with low values 
are shown in blue for this observation.

• Correlation: from the plot, it is observed that the building 
dimension has a level of correlation rated as high and has both 
positive and negative impact on the predictor as shown by the red 
and blue colors. But whereas the building dimension is leading 
in the positive impact, the insured period is taking the lead on 
the negative impact. This will make us agree that the building 
dimension has a positive correlation with the target variable while 
the insured period has a negative correlation with the same. For 
random forest model.
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Fig. 4. SHAP value plot for Random Forest.

From Fig. 4 it is observable intuitively that the building dimension 
is considered to have the most important impact on the model output 
which is followed by the building type. Although the building type 
has the highest positive impact and second only to insured_period in 
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the negative impact. The ones with no or negligible impacts were not 
covered in the plot. From the foregoing, it is easy to agree that the type 
of building will go a long way to determine whether a client will file 
for a claim or not in case of unforeseen contingencies when the house 
is under insurance.

To estimate how important each feature is to the predictor or model 
as shown in Fig 5 the SHAP estimates the mean absolute value got 
from the SHAP values from every feature presenting it in a form that 
the horizontal or y-axis stands for the feature importance while the 
row or x-axis stands for a feature. The plot in Fig 5. shows variable 
importance giving a list of the variables in the descending order of 
their importance to the predictor or model. The variables located at 
the top have more contribution to the model than those located at the 
lower part of the plot. From our context, the building dimension has 
the greatest impact on the predictor while the building painted has 
the least impact. Those with the greatest impact and as such have a 
higher power of predictivity. The plot was obtained from the random 
forest algorithm.

mean(|SHAP value|) (average impact on model output magnitude)

0.10

Building Dimension

Date_Of_Occupancy

YearOfObservation

Insured_Period

Building_Type

NumberOfWindows

Residential

Building_Painted

0.080.060.040.020.00

Fig. 5. SHAP value plot for variable importance.

Individual SHAP value plot was made as shown in Fig. 6 to show 
local interpretability which helps to enhance the transparency of the 
model – Random forest. When some of the variables were taken at 
random from the table of values of the variables and plotted using 
SHAP, the plot obtained is shown in fig. 6.

Any of the rows chosen at random is plotted and the output value 
is the prediction obtained from that particular row. The base value 
represents the average of the output of the model over the training 
data. The different colors (Red/Blue) represents features that influence 
the prediction to the positive side that is giving a higher prediction (to 

the right) and influencing the prediction to the negative side giving a 
lower prediction on the model. The red color with the arrow pointing 
to the right shows a higher prediction while the blue color with the 
arrow that points to the left shows a lower prediction.

Other models that we used for the prediction gave a similar result 
when analyzed used SHAP value showing that the building dimension 
contributed more to the predictability of the model followed by the 
building type. It follows the same trend in the variable importance.

Limitations of the models we compared are that their activities 
are only constrained within the dataset they were trained on like 
most machine learning algorithms. And the strength is that it gives 
an opportunity to people who may be confused on which model to 
employ to know the model that may be able to perform better in a 
particular scenario. Another thing we can consider as the study’s 
strength is that it was employed in a scenario of a dataset that is 
considered small with lots of abnormalities. This shows that even in 
cases of a relatively small dataset with abnormalities, the dataset can 
be preprocessed and be used for prediction.

VI. Conclusion

This study was carried out on different machine learning algorithms 
on the insurance dataset from Zindi.africa [68] to get a prediction of 
whether a customer will have claims or apply for claims over his/her 
property or not based on the attributes of the building as explained 
earlier. We preprocessed the data, carried out all the necessary data 
engineering, implemented the algorithm on python, and obtained 
the results as shown in the previous section. Some of the algorithms 
have special qualities and situations for optimum performance, NB for 
instance is to be chosen in real-time prediction situations and where 
there are multi classes to be predicted. The DT has special abilities in 
handling noisy data as well as being able to avoid overfitting when 
pruning is applied in DT, apart from it being easy to implement and 
interpret. SVM has shown to be appropriate in a situation where the 
data available is really small for any reason. The results were analyzed 
in light of the GINI index and the SHAP values.

The result from the GINI index showed that the Kernel Support 
Vector Machine outperformed the other algorithms and its 
performance was followed by that of Logistic regression. Although 
the results from the algorithms are closely related perhaps because 
of the amount of data provided but in doubt of the result got from 
one, one can use the next one with higher with better accuracy, 
thereby reducing the human effort and time to do the task manually. 
When analyzed using the SHAP values, it was discovered that the 
feature with the highest influence on the predictors was the building 
dimension. This was shown in Fig 4. Consequently, the plots from 
the SHAP analysis showed that for each row in the distribution, the 
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Fig. 6. Individual SHAP value plot for Random Forest.
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building dimension has a great deal of influence t the prediction 
followed by the building type.

Some other algorithms have been theorized to have shown 
good performance on certain conditions of the dataset for example 
large dataset, noisy data, etc, it is, therefore, important to put into 
consideration the amount of dataset available and some other things 
surrounding it before one concludes on the classification algorithm 
to use. 
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