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Abstract

This article shows the application and design of a hybrid algorithm capable of classifying people into risk 
groups using data such as prehensile strength, body mass index and percentage of fat. The implementation 
was done on Python and proposes a tool to help make medical decisions regarding the cardiovascular health 
of patients. The data were taken in a systematic way, k-means and c-means algorithms were used for the 
classification of the data, for the prediction of new data two vectorial support machines were used, one for 
the k-means and the other for the c-means, obtaining as a result a 100% of precision in the vectorial support 
machine with c-means and a 92% in the one of k-means.
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I. Introduction

CARDIOVASCULAR diseases are the leading cause of mortality 
in the world, with ischemic heart disease and cerebrovascular 

disease being the most frequent [1]. There are factors such as obesity, 
sedentary lifestyle, hypertriglyceridemia, smoking and family history 
that are directly related to heart problems and are used by specialists 
for the early detection of heart disease [2]. For this reason, the 
importance of finding mechanisms for the assessment of risk factors 
associated with cardiovascular diseases is growing.

Currently studies are presented where grip strength has received 
considerable attention not only for the relationships of protein level, 
muscle mass and strength, but as an indicator of physical capacity and 
general health [3]. Some studies have suggested that grip strength is a 
risk factor in multiple diseases such as diabetes, cancer and different 
heart diseases [4], therefore it is considered that a strong or weak grip 
of the hand carries more than social cues, as it can also help measure 
an individual’s risk of having a heart attack or stroke, or dying from 
cardiovascular disease [5].

One of the areas that could contribute in the assessment of these 
indicators is through processes based on data mining, given its 
relevance to obtain knowledge of large amounts of data. The data 
mining-based process enables the integration of multiple disciplines 
such as statistics, machine learning, neural networks, and pattern 
recognition. Authors such as [6]-[7] have used techniques such as the 
nearest neighbor (KNN), decision trees (DT), genetic algorithms (GA) 
and naive Bayesian classifier (NB) to early detection of heart problems.

Based on the above, a model based on Support Vector Machine 
(SVM) is presented for classification in risk groups using clustering 
techniques that allow establishing relationships between grip strength 
and different physiological variables such as height, weight, body 
mass index and fat percentage. One of the purposes of this study is to 
evaluate the behavior and reliability of algorithms based on SVM, so 
that later a tool can be proposed that can provide support to an expert 
to determine health status in a quick and complementary way.

For the grouping algorithms two models were used, one of them is 
a c-means hybrid model and the second one is k-means, to feed these 
models a dataset was used with data such as age, height, weight, fat 
percentage and caporal mass index. In addition, the prehensile force 
was used as a predictive variable in the vectorial support machine. 

The following article is structured as follows: section II, related 
works presents all the background of the research, as well as related 
works. Section III establishes the work methodology to be followed. 
Section IV proposes the data mining model for the case study, section 
V shows the results obtained. Finally, section VI is the discussion of 
results and conclusions are presented in section VII.

II. Related Works 

Biomarkers are medical indicators that demonstrate bodily 
functions or pathological processes in addition to providing an 
objective indication of medical status [8]. The use of grip strength as 
a biomarker has taken on great importance. In the latest research, it 
has been determined that low levels of grip strength are associated 
with various associated morbidities; an increased risk of falls, hospital 
stay and mortality; and a lower quality of life [9]. For example, the 
Prospective Urban-Rural Epidemiology (PURE) study determined 
that the decrease in grip strength is a risk factor for the incidence of 
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cardiovascular diseases and can predict the risk of death in people who 
develop cardiovascular or non-cardiovascular diseases [10].

Within the context of analysis, data mining is the process of extracting 
information in order to obtain knowledge from large amounts of data. 
It is an integration of multiple disciplines such as statistics, machine 
learning, and neural networks [11]. Data mining allows the exploration 
of large data sets in search of relationships, knowledge and patterns 
that are difficult to determine with traditional methods.

In recent years, different machine learning techniques have been 
used to predict heart disease, using a database with variables such as 
blood pressure, cholesterol, blood sugar, weight, age and sex. Some of 
these techniques will be discussed below. Authors such as Rairikar et 
al. used three data mining techniques to predict heart diseases, which 
were decision tree, random forests and Naive Bayes, determined 
that the random forest is the algorithm with the highest precision in 
addition to the use of a genetic algorithm to select the most important 
characteristics of the data sets [6]. In a study carried out by Bahrami & 
Hosseini Shirvani, they verified the different classification techniques 
in the diagnosis of heart diseases, using techniques such as the decision 
tree and KNN, the Naive Bayes algorithm was also used for the 
grouping of relevant characteristics. After ranking and performance 
evaluation, the decision tree is considered the best algorithm for heart 
disease diagnosis with the data set that was chosen [7].

For their part Jabbar et al. proposed a new hybrid algorithm that 
combines the KNN algorithm with a genetic algorithm, they used the 
genetic algorithm to classify the most relevant attributes of the dataset 
and then used the KNN algorithm, the experimental results showed 
that the use of a genetic algorithm improved accuracy in diagnosing 
heart disease [12]. Authors such as Sowmiya used different machine 
learning techniques in multiple datasets to determine which are the 
best techniques in the use of prediction of heart disease, diseases such 
as fibrillation, congenital heart disease, coronary artery disease, heart 
attack were studied [13]. Along the same lines, Gawande & Barhatte 
used a 7-layer convolutional neural network for the classification of 
heart diseases through the analysis of ECG signals (electrocardiogram), 
achieving a precision of 99.46% in different patients [14]. For their part, 
Amin et al. carried out a study where they would evaluate multiple 
algorithms in the prediction of heart problems, the data set used 
contained the variables: age, sex, Cp, pressure in each person, amount of 
sugar in the blood, ECG results, maximum heart rate, and heart status. It 
was determined that the algorithm with the best accuracy was a Support 
Vector Machine with a result of 86.87% with the use of 9 attributes [15].

The authors López-Martínez et al used a neural network model 
to predict neonatal sepsis, using a data set of 555 patients divided 
between 66% positive and 34% negative cases, resulting in an accuracy 
of 83.1% [16]. In the same way the authors López-Martínez et al. used 
a neuronal network to estimate the association of variables such as 
BMI, race, age, among others with hypertension reaching a specificity 
of 87% with a precision of 57.8% [17].

A work that can be highlighted is the one of Devi et al., which 
uses the diffuse c-means model for the grouping of skin lesions using 
non-dermoscopic images resulting in an accuracy of 95.69% and a 
sensitivity of 90.02% [18]. The problem of this work is that it is only for 
non-dermoscopic images. The next work by López-Martínez, Núñez-
Valdez, García-Díaz, et al., uses big data and artificial intelligence to 
improve the support to medical decisions in health management of 
the population, this work resulted in the detection of patterns using 
different types of data [19]. 

Taking into account the aforementioned works, the following 
study aims to use grip strength as a risk indicator for heart problems, 
data mining algorithms (machine learning) will be used to determine 
relationships with other biomarkers such as weight, height, sex, 

percentage of fat and BMI among others. The objective of this work is 
to create a tool that can support specialists in decision-making in the 
medical field and health in general.

III. Methodology 

In this study, machine learning methods were used to create a model 
based on Support Vector Machine and clustering, this was trained with 
a database obtained systematically at the university of Rosario. Fig. 1 
shows the process of obtaining, cleaning, analysis and results of this 
investigation.
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Fig. 1. Methodology and steps for its application. 

A.  Sample Population
The sample included in this research corresponded to students 

from the School of Medicine and Health Sciences of the Universidad 
del Rosario (Bogotá, Colombia), who were evaluated in the research 
laboratory of the Physiology Unit. In total, 80 students (50 women and 
30 men) were included in the study. The characteristics of the Sample 
are reported in Table I.

TABLE I. Description of the Sample Composed of 29 Men and 50 Women, 
the Table Contains the Average (A), the Deviation (D), the Minimum 

(MI) and the Maximum (MA). The Age Is in Years, the Height Is in 
Centimeters, the Weight Is in Kilograms, the Body Mass index (BMI) 
Is in Kilograms Per Square Meter and the Maximum Grip force Is in 

Newtons

Men n=29 Women n=50
A D MI MA A D MI MA

Age 18,1 1,29 17 22 17,83 1,04 16 20
Height 175,41 5,56 163 186 161,14 6,83 145 177
Weight 70,19 11,17 53,3 95,1 58,29 8,28 48,2 76,4
% fat 16,76 6,74 6 30,4 31,94 4,87 20,6 41,7
BMI 3,54 16,5 31,8 22,38 2,35 17,2 28,4
grip force 22,16 21,35 108,86 29,1 9,36 17,12 65,76

The dataset can be found through github1.

The sampling that was followed in this study corresponded to a 
convenience sampling, since the participants were included after 
verifying that they met the inclusion criteria and that they did not 
have any exclusion criteria that did not allow them to be included in 
the study sample. Regarding the above, the inclusion criteria were: 
being of legal age, accepting participation in this study by signing 
the informed consent, not having consumed caffeinated beverages 
in the last 2 hours or having practiced any intense physical activity 
moderate or high on the last day and complete all the protocols 
required to record Heart Rate Variability (HRV) and grip strength. 
Regarding the exclusion criteria, those participants who were 
consuming any medication with direct action on the nervous system 
or on cardiovascular function, who had consumed beverages rich in 

1  https://github.com/FrederickUdis/data-Grip-strength.git
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caffeine or stimulants of the central nervous system in the last 2 hours 
were not taken into account. Besides, those who had not signed the 
informed consent and who did not complete all the protocols required 
for data collection were excluded.

B. Methodology
HRV Variability was recorded through Polar V800TM reference 

monitors, which have been widely validated in the scientific literature 
for HRV recording. The records were taken in a sitting position, for 
15 minutes, in a room at stable temperature and relative humidity. 
During this period, all participants remained completely silent, 
without control of the ventilatory rate and trying to be as relaxed as 
possible. The Polar record was digitized using the Polar ProTrainerTM 
program and HRV analysis was performed in the KubiosTM program 
with a 5-minute window of the total record, from which variables 
were extracted.

On the other hand, the grip force was recorded using the 
PowerLabTM system, using the manual dynamometer from the same 
developer. In total, each participant made 3 attempts, always with the 
dominant hand and the arm flexed at 90 ° with the elbow as close as 
possible to the participant’s trunk and without moving them neither 
forward nor backward during the recording. The procedure consisted 
of squeezing the dynamometer as hard as possible for 3 seconds and 
this action was repeated 3 times, with a 5-minute rest period between 
each series. Of the 3 attempts, the best was chosen for the final analysis.

The second part of the first phase consisted of a background study 
where a rigorous investigation was carried out on the grip force as an 
indicator of heart problems, as well as the different machine learning 
techniques used in heart problems. In the second phase, the different 
techniques sought in phase one were evaluated, determining that 
the most appropriate algorithms for our problems are two types of 
algorithms, the first group is determined supervised algorithms and 
the other is unsupervised.

In the third phase, an unsupervised algorithm was used because 
[20] it does not depend on specific instructions when performing a 
classification, instead it is based on the autonomous grouping of data 
through exploration, this type of learning is very similar to the way 
humans learn, which offers a very flexible approach when applying it 
to our problem. It should be noted that in addition to an unsupervised 
algorithm, a hybrid algorithm was used that uses fuzzy logic rules to 
increase precision.

In phase four the model based on Support Vector Machine was used 
to classify the results, this was applied through a case study in phase five.

The result and analysis are carried out in phase six, in addition to 
obtaining the performance metrics of the algorithm.

IV. Case Study 

The proposed model has two main components that can be observed 
in Fig. 2, the first is the data processing and the second is the data 
analysis, in the data processing during the data acquisition we obtain 
the data in raw and we go to the preparation of the data where we do 
a cleaning to convert it into a dataset for analysis, the next component 
has three parts (analysis, results and conclusions).

The main part of the second component is the analysis, which is 
divided into 4 subcomponents that are the data preprocessing, the 
clusters, the classification model and finally the output, in section 4.1 
to 4.4 we will talk more about these components.

Based on the above, the model is a 2-layer model, the first layer 
being in charge of acquiring and preparing the data for the second 
layer, this is done with the Python programming language and the 
specialized libraries for data treatment.

Data Processing
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K-means
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Prediction 
and graphsOUTPUTEND
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Data
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Analysis of data

Analysis Results Conclusions

Fig. 2. Model proposed for data processing and data analysis.

The second layer is the constructed algorithm that has two important 
parts that are the grouping where the two chosen algorithms are used 
to later pass to the Support Vector Machine which has the function of 
classifying the result of the grouping.

A. Data Cleaning 
After data collection. All records with missing values were removed 

from the data set, reducing the number of data from 80 to 78. Then 
the variable sex (male or female) became a category variable or more 
commonly called binary (0 or 1). The task of data preprocessing 
was carried out by cleaning null data, the data was divided between 
men and women. Subsequently, the characteristics of the names and 
surnames were eliminated to give a total of 19 characteristics.

B. Data Processing
After processing the data, two clustering algorithms were used 

to determine the risk groups, [21] describes the k-means clustering 
algorithm as a popular algorithm due to its effectiveness in dividing 
multiple points into k clusters, likewise it has a high adaptability 
to different problems. For our study, this was the first of the two 
clustering algorithms that were used, the purpose of this clustering 
was to find groups of related data establishing relationships between 
characteristics such as grip strength (grip strength) and body mass 
index (BMI), fat percentage (% Fat) among others. It works by adding 
a new column to the dataset which contains the labels of the cluster 
to which each data belongs to finally be classified by a Support Vector 
Machine (SVM).

The second algorithm used was the c-means (FMC) which assigns a 
probability of belonging to each point on a group or cluster to finally 
choose the best group that belongs to the said point [22]. 

The implementation of the k-means algorithm was done with the 
Kmeans library of sklearn, three groups or clusters which are determined 
by 3 stars were obtained as a result. This can be seen in Fig. 3.
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Fig. 3. Result obtained from the k-means algorithm using the python language 
for analysis and visualization.
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The Liberia scikit-fuzzy, which contains the skfuzzy package, was 
used for the application of the c-means algorithm. An evaluation of up 
to a maximum of 10 clusters determined that the optimal number of 
clusters is 2, this can be seen in Fig. 4.

Centers = 2; FPC = 0.86 Centers = 3; FPC = 0.72 Centers = 4; FPC = 0.66

Centers = 5; FPC = 0.58 Centers = 6; FPC = 0.62 Centers = 7; FPC = 0.61

Centers = 8; FPC = 0.61 Centers = 9; FPC = 0.63 Centers = 10; FPC = 0.61

Fig. 4. Result of the c-means algorithm from 2 to 10 clusters.

C. Classification
Pitale et al. [23] establishes two steps for the application of the 

classification algorithms: the first phase consists of the definition of the 
model, in the second phase the method is selected and finally a method 
is applied to classify it. For this study, a Support Vector Machine (SVM) 
was used, which aims to classify new data in three risk regions (low-
medium-high) according to grip strength and fat percentage.

The vectorial support machine was made in Python with the 
sklearn. SVM library which offers everything necessary to apply the 
vectorial support machine as shown in Fig. 5.

from sklearn import
model =
model.fit(X_train, y_train)

SVC(C=1.0, break_ties=False, cache_size=200, class_weight=None, coef0=0.0, 
decision_function_shape=�ovr�, degree=3, gamma=�scale�, kernel=�rbf�,
max_iter=-1, probability=False, random_state=None, shrinking=True,
tol=0.001, verbose=False)

.SVC()
svm

svm

Fig. 5. Code for the use of the sklearn library in addition to the application of 
the Support Vector Machine (SVM).

V.  Results and Analysis

Of the 79 participants in the analysis, 29 were men and 50 were 
women. 48.27% of the men had percentage fat greater than 20% and a 
BMI greater than 20 kg / m2 in addition to grip strength of 40 and 70 
Newtons.

As for the women, 78% had a high percentage of fat above 30% but 
only 14% had a BMI above 25 kg/m 2 in addition to a grip strength of 24 
to 40 as shown in Tables II, III, IV. The description in Table II provides 
more data on the results obtained. There was no significant difference 
in terms of age, height and weight. 

TABLE II. Body Mass index (BMI) Measurements, the Following 
Parameters Were Used to Obtain the Measurements Corresponding 

to Table I: Insufficient Weight <18,5 Kg/m2, Normal Weight 18,5 - 24,9 
Kg/m2, Overweight Degree I 25,0-26,9 Kg/m2, Overweight Degree II 27,0-
29,9 Kg/m2, Type I obesity 30,0-34,9 Kg/m2, Type II Obesity 35,0-39,9 Kg/

m2, Type III Obesity 40,0-49,9 Kg/m2 and Type IV Obesity 40,0-49,9 Kg/m2, 
these Parameters Were Obtained from [25]

  Men n = 29 Women n = 50 
  F % F %

Insufficient 1 3,45 4 8
Normal 21 72,41 39 78

Overweight 5 17,24 4 8
Overweight 0 0 2 4

Type I obesity 2 6,9 1 2
Type II obesity 0 0 0 0
Type III obesity 0 0 0 0
Type IV obesity 0 0 0 0

TABLE III. Guidelines for Determining which Subjects Had a Large 
Percentage of Body Fat

  Fat% limit values
characteristics MEN WOMEN

thin <8% <15%
Optimum 8,1 a 15,9% 15,1 a 20,9%

Slightly overweight 16,0 a 20,9% 21,0 a 25,9%
Overweight 21,0 a 24,9% 26,0 a 31,9%

Obesity ≥25% ≥32%

TABLE IV. Measurements of Fat Percentage, these Values Were 
Obtained Through the Grouping Analysis Carried Out Before the 

Prediction, the Results Obtained Determined that Women Possess a 
higher Percentage of Fat than Men, as Determined in [25].

Men n = 29  Women n = 50
F % F %
4 13,79 0 0
11 37,93 4 8
5 17,24 4 8
6 20,69 19 38
3 10,34 23 46

According to Table IV, it was possible to establish a group of women 
who have a percentage Fat greater than 32% with a grip force that 
ranges between 20 and 40 Newtons, this can be seen in Fig. 6, which 
implies that women with obesity have a grip strength of less than 30, 
which is the average seen in Table I. 
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of fat (% fat) Vs maximum grip strength (MAX), performed with Python.
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Based on table IV, 90% of this group also has a BMI greater than 22 
kg / m2, which indicates a clear relationship between overweight and 
grip strength in women with these characteristics; this can be clearly 
seen in Fig. 7.
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Fig. 7. Dispersion graph of the data referring to the body mass index (BMI) Vs 
maximum grip strength (MAX), performed with Python.

With respect to men, the group cannot be clearly seen due to the 
lack of data, but data that can be used as a group or clusters can be 
seen, this can be seen in Fig. 8 and Fig. 9.
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Fig. 8. Dispersion graph of the data referring to the men’s body mass index 
(BMI) Vs maximum grip strength (MAX), performed with Python.
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Fig. 9. Dispersion graph of the data referring to men of the percentage of fat (% 
Fat) (BMI) Vs maximum grip strength (MAX), performed with Python.

According to the results of the use of the k-means technique, 3 risk 
groups were revealed (low, medium, high). A Support Vector Machine 
was used to classify these groups and predict new data in each of these 
groups. Fig. 10 shows the classification of the Support Vector Machine.

Vector support machine with kernel rbf
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Fig. 10. Result of Support Vector Machine training for data classification using 
python and sklearn.

In other part, the results of the hybrid C-means technique, 
determined the existence of two risk groups, with the help of the 
Support Vector Machine it was possible to classify new data into these 
two groups. Fig. 11 shows the results of the Support Vector Machine 
applied to the results of the c-means algorithm.
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Fig. 11. Result of Support Vector Machine training for data classification using 
python and sklearn.

To identify the best combination of algorithms, the confusion 
matrix incorporated in the Python sklearn library was used. This 
matrix evaluates multiple metrics to determine the best algorithm. The 
evaluation parameters used are:

• Accuracy

• Recall

• F1-score

• Support

These parameters are obtained through the confusion matrix, 
which is an evaluation tool used in the machine learning area. The 
columns of a Confusion Matrix represent the results of the prediction 
class, and the rows represent the results of the class [24]. Fig. 12 shows 
the results of the Support Vector Machine with the k-means algorithm.
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precision recall f1-score support

0 0.92 1.00 0.96 11
1 1.00 1.00 1.00 5
2 1.00 0.83 0.91 6

accuracy 0.95 22
macro avg 0.97 0.94 0.96 22

weighted avg 0.96 0.95 0.95 22

Fig. 12. Metrics of the k-means algorithm and Support Vector Machine 
obtained through the sklearn python library.

precision recall f1-score support

0 1.00 1.00 1.00 9
1 1.00 1.00 1.00 13

accuracy 1.00 1.00
macro avg 1.00 1.00 1.00

weighted avg 1.00 1.00 1.00

Fig. 13. Metrics of the c-means algorithm and Support Vector Machine 
obtained through the sklearn python library.

According to the results obtained, they can be considered acceptable, 
since the two algorithms have an accuracy higher than 90%, being the 
best the c-means algorithm with the support vector machine, which 
presents an accuracy of 100%, the high accuracy rate of the two 
algorithms is due to the low amounts of data obtained, which are not 
more than 80. By reducing the number of variables it was possible to 
obtain great precision with the two algorithms and to determine the 
influence of the percentage of fat in the prehensile force in women, this 
was achieved thanks to the use of unsupervised algorithms (c-means 
and k-means), the use of vectorial support machines gave good results 
and can be used as a tool to help heart specialists.

VI. Discussion

In this study it was possible to demonstrate that male volunteers 
who had a low percentage body fat (<23%) and a lower BMI had a grip 
strength level of less than 40 Newtons, compared to people who have 
a body mass index and level of average fat, aspect that corroborates 
the work carried out by Alberto Cardozo [25]. However, in women it 
was presented that body weight and BMI were higher than in men, 
coinciding with what was found by other authors [26], although the 
latter presented a higher percentage of fat (> 30%); These elements 
could be induced by various factors such as hormones, eating habits, 
body composition, etc. Regarding the grip strength, it was found that 
several women who had percentage of fat greater than 28% had a grip 
strength less than 40 Newtons, but the BMI was normal.

During the creation and evaluation of the algorithm, multiple 
problems and drawbacks were found, such as the lack of important 
characteristics associated with smoking and comorbidities in the 
dataset. Similarly, at the time of making the correlation matrix, 
relationship values of less than 30% were found, for this reason it was 
decided to perform unsupervised algorithms to validate relationships 
that are not seen in the correlation matrix. In addition, the model 
presented a problem of a perfect fit to the training set, this situation 
was caused by the fact that the amount of training data was less 
compared to the greater number of characteristics, a very common 
problem presented by supervised classification algorithms [27].

Finally, to highlight, the average value of precision of the applied 
algorithms were higher in precision than the results obtained by 

(Amin et al., 2019), since when they used a Support Vector Machine 
fed with 9 variables, they obtained a precision of 86% while we 
obtained 100% accuracy due to the use of a clustering algorithm before 
using the Support Vector Machine. On the contrary, the work carried 
out by Gawande & Barhatte used a 7-layer neural network using 
electrocardiograms to find heart problems and obtained an accuracy 
of 98.7 [14].

VII.  Conclusion

With the use of clustering techniques (k-means and c-means), 
groups with low grip strength relationships and high fat percentage 
were found, as well as the body mass index, which indicates a 
relationship. Likewise, the use of a Support Vector Machine allowed 
the classification of new data into risk groups.

One of the main advantages of using easily obtained variables with 
grouping and prediction algorithms was the rapid classification of 
new data, which can be used as a tool for medical decision-making in 
patients with cardiovascular risk. These algorithms can be applied to 
any type of patient consulted by a specialist, as long as more variables 
that imply cardiovascular risk are taken into account.

It is recommended for use in conjunction with tools capable of 
detecting heart problems and under the supervision of qualified 
specialists.

The proposed algorithms are suggested as a useful and 
complementary tool for people who want to know their risk group, 
since it combines variables that can be easily obtained such as grip 
strength, weight and body mass index.

As a future study, it is expected to complement the experiment with 
additional variables associated with smoking, sedentary lifestyle and 
family history of cardiac comorbidities associated with grip strength. 
Likewise, other classification techniques such as neural networks, 
decision trees or genetic algorithms, will be evaluated.
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