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Abstract

Face annotation is a naming procedure that assigns the correct name to a person emerging from an image. 
Faces that are manually annotated by people in online applications include incorrect labels, giving rise to the 
issue of label ambiguity. This may lead to mislabelling in face annotation. Consequently, an efficient method 
is still essential to enhance the reliability of face annotation. Hence, in this work, a novel method named the 
Similarity Matrix-based Noise Label Refinement (SMNLR) is proposed, which effectively predicts the accurate 
label from the noisy labelled facial images. To enhance the performance of the proposed method, the deep 
learning technique named Convolutional Neural Networks (CNN) is used for feature representation. Several 
experiments are conducted to evaluate the effectiveness of the proposed face annotation method using the 
LFW, IMFDB and Yahoo datasets. The experimental results clearly illustrate the robustness of the proposed 
SMNLR method in dealing with noisy labelled faces.
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I. Introduction

RECENT years have witnessed the rapid growth of digital cameras 
and mobile devices, powerful cloud computing facilities, Web 2.0 

photo sharing portals and social networks. Social media repositories 
such as Facebook, Twitter, Flickr, YouTube and Picasa allow users to 
upload and share personal photos or videos. As a consequence, masses 
of images have been created, distributed and shared on the internet 
by millions of users today, resulting in a large quantum of image 
collections on online social networks. Consequently, image sharing 
sites have difficulty managing and retrieving huge aggregates of face 
images. The plethora of multimedia content accessible today demands 
that challenges in terms of its storage, organization and indexing for 
future search and access be addressed. Moreover, an important aspect 
of online social media services is that users can annotate face images 
with keywords called tags, labels or captions. This voluntary activity 
of users who annotate faces with labels is termed labelling. Such 
labels may, however, be incorrect, imprecise or incomplete. Studies 
[1]-[3] show that name labels provided by users are highly “noisy”, 
in the sense that only around 50% are actually appropriate to the 

corresponding person, because there are no restrictions or boundaries 
on assigning names to images on social media applications.

Due to the noisy nature of web facial images, early name labels of 
such web facial image databases were perhaps imperfect or damaged, 
in the absence of additional manual fine-tuning endeavours. A key 
technique that addresses this challenge is auto face annotation, which 
automatically assigns a name to the face of the corresponding person. 
Making an annotation reliable under noisy labeled facial images is 
a major challenge for real-life face annotation systems. To facilitate 
noise label refining and annotating huge facial image databases, 
several automatic face annotation methods have been proposed in 
the related work [4]-[9]. However, the labelling results reported fall 
short of the standards required of existing, reliable face annotation 
systems, especially in terms of real-time issues and noisy labels. Facial 
images normally have issues with variations in appearance, pose, 
illumination, occlusion, and noisy labels, all of which can result in 
mislabeling in face annotation. An efficient face annotation method 
must overcome these complications with innovative image mining 
abilities that capture discriminative and intrinsic information in faces. 
Moreover, sophisticated noise label refining capabilities are required to 
make the face annotation method robust. Hence, this paper proposes 
a new face annotation method, Similarity Matrix-based Noise Label 
Refinement (SMNLR), which concurrently deals with the problems of 
refining noise labels and assigning labels to facial images.

The face annotation method based on distance metric learning 
refines noisy labels powerfully and enhances the reliability of face 
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annotation. The use of distance metric learning methods also implies 
that the appearance of facial features is not identical. Essentially, 
these methods are most appropriate for high-level noisy labels, and 
enhance the accuracy of face annotation. Thus, the proposed method 
refines human-provided unreliable labels by dropping inappropriate 
labels and adding missing ones. Additionally, the proposed method 
generates a suggested name list based on visual similarities for better 
face naming.

Generally, feature extraction techniques play a vital role in large 
collections of facial images by annotating them. Most of the existing 
face annotation methods [10]-[14] utilize the hand-crafted features 
for feature representation. Given that hand-crafted features are not 
adequate enough to handle the task, face annotation needs different 
levels of detailed descriptions to distinguish between faces in multi-
granularity similarities. To tackle this problem, deep features are 
extracted from the deep network to describe face images. Deep 
networks, such as Convolutional Neural Networks (CNN) [15]-[18], 
offer superior multilevel facial representation. The CNN provides 
the highest number of descriptive features and is the least sensitive 
to real-time challenges. Recent researches [19]-[25] on facial image 
analysis state that deep features are more robust for such complex 
tasks. Hence, in this work, a CNN model is used for deep feature 
extraction. This CNN can effectively provide deep features from the 
face image and significantly improve annotation performance. The 
main contributions of this paper are, 1) A modified CNN architecture 
is introduced for deep feature extraction 2) A Similarity Matrix-based 
Noise Label Refinement (SMNLR) method is proposed to handle 
noisy labeled face images in a large-scale dataset. Inconsistent name 
labels can be effectively discovered by the probabilities of similarity 
measurements, and then fine-tuned or relabeled for training 3) The 
modified CNN with a proposed SMNLR method obtains state-of-
the-art results on various face datasets, i.e., LFW, Yahoo, and IMFDB 
datasets.

A. Related Works
In recent years, Convolutional Neural Networks (CNNs) have 

shown an extraordinary ability for face feature representation in face 
annotation tasks. Several works [15], [26]-[28] on face applications 
indicate that deep feature extraction is more robust for such complex 
tasks. Ma et al. [29] combined the CNN model, AlexNet, with the 
proposed semantic extension model (SEM). CNN feature are provided 
as input for the proposed model. Problems with image tag refinement 
and assignment are overcome by using a self-defined Bayesian-based 
model which divides images with similar features into a semantic 
neighbor group. Venkatesh et al. [20] proposed the canonical 
correlation analysis (CCA) framework to facilitate a CNN feature and 
word-embedding vector. The CCA-KNN outperforms the Corel-5k, 
ESP-Game and IAPRTC-12 datasets. De Souza et al. [15] integrated the 
LBP feature descriptor with a modified Convolutional Neural Network 
(CNN) and proposed a new deep neural network called the LBPnet. 
An extended version of the LBPnet, called n-LBPnet, is also proposed. 
This method extracts deep features and outperforms other state-of-
the-art techniques on the spoofing database. Kurban et al. [30] used 
the Eurecom Kinect Face dataset and Body Login Gesture Silhouettes 
dataset to create a virtual dataset of multimodal biometrics. Their study 
proves that Convolutional Neural Network (CNN)-based methods get 
better features and are also less sensitive to variations in pose, lighting 
and facial expressions in images. 

Zeng et al. [31] have proposed a novel framework called Partial 
Permutation Matrix (PPM) for each image. In PPM, the samples of 
the same class from each image are related diagonally to the image 
set. SVM been introduced for labeling face images with names. 
Cour et al. [32] proposed a convex learning formulation based on 

minimizing a loss function suitable for partial label setting. The 
aim is to learn a classifier that can disambiguate partially labeled 
and ambiguously labeled images. Chen et al. [3] proposed a matrix 
completion for ambiguity resolution (MCAR) technique to calculate 
exact labels from unclearly labeled images. Noisy soft labeling 
vectors can, however, impact its performance. Consequently, 
iterative candidate elimination (ICE) procedure is applied to reduce 
the iterative ambiguity resolution by slowly eliminating parts of a 
vaguely labeled face. Liu et al. [33] proposed a self-error-correcting 
CNN (SECCNN) approach to work with noisy labels. The SECCNN 
develops a confidence policy that switches between the label of the 
sample and the max-activated output neuron of the CNN. Su et al. 
[34] have identified the difficulty of relating names with faces from 
large scale news images with captions. This problem was overcome 
by Person-based Subset Clustering which is mainly based on face 
clustering. This method provides the visual structural information all 
face images derived from the same name. Kumar et al. [35] proposed 
a two-step approach for both detection and recognition tasks. In the 
first step, a seed set is generated from the given image collection 
using detection and recognition algorithms. In the second step, the 
performance is improved by adapting the seed set. Maihani et al. [36] 
proposed a novel method for automatic image annotation wherein 
similar images are retrieved and a relative graph generated with tags. 
Finally, the tags of the dense community are chosen for the query 
image. Wang et al. [6] introduced an unsupervised label refinement 
(ULR) method to fine-tune weak labelled face images on online social 
networks. Their work uses a cluster-based approximation scheme for 
label refinement, while the majority voting approach is applied to tag 
names with facial images. The drawback of the ULR is that it cannot 
handle issues with duplicate names in real-life environments. Zhu 
et al. [8] proposed a knowledge transfer framework for face photo-
sketch synthesis task. A new network architecture which allows to 
transfer knowledge from two teacher models to two student models 
are trained and knowledge has been transferred between two student 
models mutually. Two students network are trained using a small set 
of photo sketch pairs. Experimental results demonstrate that their 
proposed method performs better than other state-of-the-art methods. 
Zhu et al. [37] proposed a deep Convolutional Neural Network, to 
represent face photos. More precise person sketch patches and weight 
combination for sketch patch reconstruction could be obtained from 
the deep feature representations. Deep feature model based on the 
graphical representation is proposed to mutually discover weights 
for deep feature representations and reconstruction weights. Zhu et 
al. [38] proposed a deep collaborative framework with two opposite 
networks. These two networks perform the common communication 
between two opposite mappings. A collaborative loss is proposed in 
this work to limit the two contrary mappings and create them more 
balanced, as a result building the models more appropriate for photo–
sketch synthesis task. Wang et al. [39] proposed a novel co-mining 
framework that utilizes two peer networks to identify the noisy faces, 
replaces the high-confidence clean faces and reassigns the clean faces 
in a mini-batch fashion.

B. Motivation and Justification
Most of the existing methods [4], [10], [40], [41] are applied 

directly on labeled facial images for face annotation without fine-
tuning the labels, culminating in noisy or incorrect labels in face-
name association. Certain early studies [1], [6], [42] overcame this 
drawback using unsupervised clustering algorithms to refine noise 
labels. In these clustering algorithms, a face collection is divided into 
several groups based on the identity name. Noisy labels are refined by 
estimating the maximal cluster among the groups of faces. However, 
the algorithms cannot prove that a face image indisputably belongs to 
a particular identity name; rather, they simply state that there is a high 
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probability of the face image corresponding to the identity in question. 
This kind of simple correlation between faces and labels is not effective 
enough to refine label ambiguity. Consequently, several researchers 
[3], [43] have attempted to resolve the incompatibility between faces 
and name labels with supervised distance metric learning approaches. 
Distance metric learning-based label refinement techniques have 
shown better results than other existing label refinement techniques. 
In complex cases, however, information transmission follows no 
standard form and varies in feature gaps, a drawback that limits face 
annotation. Therefore, a much more accurate and robust noise label 
refinement technique is essential for effective face annotation by 
refining noise from labeled facial images. Thus motivated, an effort 
is made in this work to address the issue, and a new distance metric 
learning-based noise label refinement method is proposed, called the 
Similarity Matrix-based Noise Label Refinement (SMNLR), it combines 
the Cosine and Mahalanobis distance measures. 

At the same time, the number of variations in faces also gives rise to 
the issue of label ambiguity because facial images are generally captured 
under various issues such as illumination, occlusion, expressions, and 
variations in poses. Most of the existing face annotation methods 
[1], [2] consider only hand-crafted feature extraction techniques for 
feature representation. They effectively capture the most information 
from facial images, and try to resolve issues by using a single or double 
layer to extract facial features. But, in several difficult domains, such 
as twin persons, these hand-crafted features generate the similar 
features for different persons due to its limitations. Hence, the faces 
might attain association with irrelevant labels in the context of label 
refinement owing to the low quality facial features. Also, when it deals 
with misaligned faces, it generates the unwanted texture information 
of faces. Hence, a robust feature is to be extracted from face images 
by overcoming these issues to improve the reliability of proposed face 
annotation method.  Instead of utilizing the hand-crafted features, 
in recent years, Convolutional Neural Networks (CNN) [15], [44] 
extracts facial features using multiple levels of layers, wherein every 
single layer extracts deep features from faces. The CNN’s remarkable 
learning features have helped resolve a variety of computer vision 
problems. These include image annotation, face recognition, image 
classification, object detection and identification, indicating that using 
deep features in face annotation for feature representation would be 
most efficient. Therefore, in this work, a most effective deep feature is 
used for feature representation in proposed SMNLR method.

The proposed SMNLR method effectively explores noisy labels by 
utilizing a fusion of the two discriminative similarity matrices. From the 
point of view of the literature, it is observed that the Cosine [45], [46] 
and Mahalanobis [47], [48] distance metric learning methods represent 
the most powerful similarity information between faces, compared to 
other existing distance metric learning approaches. The Cosine distance 
metric provides the direction information between samples, based on 
a broad collection of orientations. The Cosine of the orientation has 
essential uniform information for the matching components of faces. 
However, it does not consider magnitude differences between samples. 
Consequently, in critical circumstances involving illumination and 
expression, the cosine distance metric is too complex to handle all 
of the matching similarity information in the samples. To overcome 
this shortcoming, the Mahalanobis distance metric activates the 
similarity matrix by incorporating the magnitude difference of the 
relationship between the samples. Generally, the Mahalanobis distance 
metric encodes more meaningful similarity measurements using the 
uniform distribution of the sample with respect to face reconstruction. 
Therefore, this work combines the direction-based cosine similarity 
matrix and the distribution-based Mahalanobis similarity matrix. 
Therefore, this work combines the direction-based Cosine similarity 
matrix and the distribution-based Mahalanobis similarity matrix. Since 

the fusion of the two discriminative matrices uses a normalization 
parameter, α, with a value of 0.5, it significantly eliminates noisy labels 
and reassigns correct labels, based on the distance of the least similarity 
value of the fused similarity matrix. Justified by this, a new distance 
metric learning-based face annotation method called the SMNLR is 
proposed to refine noise labels based on a fusion of the Cosine and 
Mahalanobis similarity matrices. In addition, when the corresponding 
test face is not found in the training dataset, the given test face image is 
annotated with a name, using the suggested labels list. The suggested 
name list contains a list of labels that are applied when the test face 
does not match with database images of the training set. Given the 
need to name unknown faces in the test image, the list of suggested 
names is considered. The procedure for creating a suggested list further 
enhances the reliability of the proposed SMNLR method.

C. Outline of the Proposed Work
The outline of the face annotation process using the proposed 

SMNLR method is described in Fig. 1. The method comprises two 
phases, training and testing. The appropriate face region is chosen 
from the images to remove irrelevant information in the pre-
processing step. In the training phase, deep features are extracted from 
the training images using the CNN. Two discriminative similarity 
matrices, the Cosine and Mahalanobis, are obtained using the training 
features and combined to create a fused similarity matrix. Noisy labels 
are refined and unambiguous labels reassigned, based on the similarity 
measurement of the fused similarity matrix. A suggested name list is 
also generated for face naming. In the testing phase, just as in the 
training phase, a feature extraction procedure is considered. The 
multi-class SVM classifier annotates the face images with their names.

D. Organization of the Paper
Section II explains the proposed SMNLR method in detail. Section 

III describes the databases and experimental results. Section IV 
discusses the performance analysis of the proposed method. Section 
V concludes the paper.

Training phase
Training images
with name labels

Pre-processing

Label refinement process using SMNLR

Feature
extraction
using CNN

Database
training feature

& names

Building
suggestion
labels list

Annotated
output image

Training 
features

with names

Testing featuresTesting images
without

name labels

Testing phase

Pre-processing
Feature

extraction
using CNN

Annotation
using multi-
class SVM

Construct Cosine based
similarity matrix & Mahalanobis

based similarity matrix

Step 1

Fusing Cosine & Mahalanobis
similarity matrices

Step 2

Noise label refinement process

Step 3

Fig. 1. Process flow of the proposed SMNLR method.

II. The Proposed Method

A. Convolutional Neural Networks (CNN) Feature Extraction
Deep networks, such as Convolutional Neural Networks (CNN) [49], 

offer superior multilevel facial representation. The CNN model uses 
the output of a layer in the centre of the model as another description 
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of the data, it is represented as a deep feature. Generally, CNN 
architecture consists of one or more convolution layers, often with 
a pooling layer, which are followed by one or more fully connected 
layers as in a neural network. The CNN uses this architecture to 
efficiently extract essential features from face image. 

In this work, the CNN architecture consists of input layer, three 
convolutional layers, namely, convolution 1, convolution 2, and 
convolution 3; and three pooling layers, namely, pooling 1, pooling 
2, and pooling 3. The input layer assigns an input image to the first 
convolutional layer. Convolutional layers play a major role in the 
CNN for feature extraction. Several convolutions can be performed 
on an input image, each utilizing a different filter and producing a 
unique feature map. Hence, the output of each layer describes a 
particular feature representation obtained from the input image. The 
convolution layer parameters contain several spatial and spectral 
learnable kernels or filters. In the first, second, and third convolutional 
layers, several feature maps are generated. Each convolutional layer 
is connected with a rectified linear unit (ReLU) and a pooling layer 
(down-sampling). A ReLU is an extensively used nonlinear activation 
function and presents a threshold operation to every component of 
the feature map. It assigns a value of 0 to the negative elements of 
the feature map. Pooling layers reduce the large number of features 
generated by the convolution layer. The convolved feature map is 
rendered more powerful and robust through the pooling layer. Max 
and average pooling are the most widely used techniques for the 
pooling process. The max pooling process is carried out by selecting 
the highest value of all the pixels in the receptive field to describe 
the output of the pooling feature map. The pooled (down-sampled) 
features generated in each pooling layer are provided as input to the 
next convolutional layer. Dropout layer is used to avoid the overfitting 
problem of features. Finally, fully connected layer generates deep 
feature values by combining all of the features learned from previous 
layers. A comprehensive demonstration of the CNN is shown in Fig. 2. 

B. Convolution Layers
In convolution 1, 4 convolution filters with size of 4 × 4 are applied 

for the convolution process to generate feature maps. The convolution 
filter is applied with the stride of 1 to the input image. The convolution 
process is performed using Equation (1).

 (1)

where FMp (x) is the output feature map of the convolution process, 
where p = 1, 2, ..., 4 represents the p number of feature maps. G(y), is 
the input image, and y = (i, j), represents the position of the pixel value 
corresponding to the neighbourhood of value x = (i, j), i.e., yϵN(x) in 
the input image; Here, Kp (m), also with p = 1, 2, ..., 4, belongs to the 
value in the pth convolution filter in the corresponding position of y, 
and m = (1, 1), (1, 2)…, (4, 4) means the position of elements in the 
convolution filter. 

C. ReLu Layers
The 4 feature maps generated from convolution 1 are provided 

as input to the next ReLU layer. This layer activates the non-linear 
function to each element of the feature maps using Equation (2).

 (2)

D. Pooling Layers
In pooling 1, the rectified feature maps are down-sampled to find 

the local maxima in the neighborhood, using the max-pooling process. 
The feature maps are down-sampled using Equation (3).

 (3)

Here, Dp(z) means the outputs of the pooling processes 
corresponding to the feature maps, FMp. The feature map element at x 
= (i, j) is belonging to the neighborhood  of the value of z = (i, j) , i.e., 
xϵN(z) in the down-sampled feature map. The down-sampled features 
generated from pooling 1 are provided as input to the next convolution 
layer 2. The three processes mentioned above such as convolution, 
ReLU and pooling are repeated in the second and the third layers of 
CNN. In convolution 2, 6 filters are applied for the convolution process 
so as to extract feature information from the faces. 24 feature maps 
are generated from convolution 2 and the features down-sampled in 
pooling 2. 

Input Layer 

Convolution 1(Filters: 4, Size: 3x3, Stride: 1) 

Input image (256x256) 

4 Feature Maps, Size: 256x256 

Pooling 1(Filter: 1, Size: 4x4, Stride: 1) 

4 Feature Maps, Size: 256x256 

Convolution 2 (Filters: 6, Size: 3x3, Stride: 1)

4 Feature Maps, Size: 64x64 

Pooling 2 (Filter: 1, Size: 4x4, Stride: 1) 

24 Feature Maps, Size: 64x64 

Convolution 3 (Filters: 8, Size: 3x3, Stride: 1) 

24 Feature Maps, Size: 16x16 

ReLU  

ReLU  

24 Feature Maps, Size: 64x64 

Pooling 3 (Filter: 1, Size: 4x4, Stride: 2) 

192 Feature Maps, Size: 16x16 

ReLU  

192 Feature Maps, Size: 16x16 

DGOLOF Features  

Fully Connected Layer 

192 Feature Maps, Size: 4x4 

Fig. 2. Deep feature extraction using CNN.

A ReLU is comprised between the convolution 2 and the pooling 
2 operation. The features of pooling 2 are given as input to the 
convolution 3. In convolution 3, 8 filters are applied to the convolution 
process. There are 192 feature maps are generated in convolution 3 
and applied to ReLU process. The linearly rectified features are down-
sampled in pooling 3. The filter size of 4 × 4 and stride of 1 are applied 
to all convolution and poling layers. Finally, the deep features are 
obtained from the fully connected layer of the CNN. 

The CNN architecture is trained using a widely used gradient 
descent method, called stochastic gradient descent (SGD). Table I 



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 7, Nº2

- 70 -

shows the parameters of the CNN architecture designed in this work 
for deep feature extraction. By this way, the deep feature of faces is 
given to the proposed face annotation method. 

TABLE I. Parameters for CNN Model

Layer name
No. of 
filters

Filter 
size

Stride/ 
padding

No.of feature 
maps

Output 
size

Input layer n/a n/a n/a 1 256x256
Convolution 1 4 3x3 1/0 4 256x256
ReLU n/a n/a n/a 4 256x256
Pooling 1 1 4x4 1 4 64x64
Convolution 2 6 3x3 1/0 24 64x64
ReLU n/a n/a n/a 24 64x64
Pooling 2 1 4x4 1 24 16x16
Convolution 3 8 3x3 1/0 192 16x16
ReLU n/a n/a n/a 192 16x16
Dropout n/a n/a n/a 192 16x16
Pooling 3 1 4x4 2 192 4x4
Fully connected n/a n/a n/a n/a 3072

The CNN feature enriches spatial localization and effectively exploits 
minute texture information to resolve real-time issues affecting face 
images. The convolution and pooling layers of CNN are able to obtain 
enough information such as edges, orientations, and corner features 
from the facial images. Edge filters help identify difficult structures 
caused by facial images. When a face is rotated, key texture features 
like the eyes, nose and mouth (i.e., non-frontal face) are likely to be 
lost, but orientation filters help identify enough information from the 
rest of the face. When elderly faces are considered, corner features 
help identify the (key point localization) shape of the mouth, nose, 
eyes and cheeks better than other textures, and effectively differentiate 
between such faces and other faces. Fig. 3 shows the sample of feature 
maps generated from the convolutional layers of CNN. 

Input image Feature Maps

Fig. 3. A sample of CNN feature maps.

III. The Proposed Similarity Matrix-based Noise Label 
Refinement (SMNLR)

In this section, a new method called the Similarity Matrix-based 
Noise Label Refinement (SMNLR) is proposed for face annotation. 
Particularly, two different learning schemes are introduced to obtain 
two discriminative similarity matrices by learning from noisy labeled 
faces. The two similarity matrices are further combined to produce 
a fused similarity matrix, and the noisy labels refined, based on the 
fused affinity matrix. Section III(A) below introduces a new procedure 
to generate the Cosine-based similarity matrix. Section III(B) below 
introduces a new procedure to generate the Mahalanobis-based 
similarity matrix. Section III(C) describes the fusion of the Cosine 
and Mahalanobis similarity matrices. Section III(D) introduces a noise 
label refinement process to refine the noisiness of the labeled faces. 

The fused matrix effectively discovers the noise labels in labeled facial 
images. Section III(E) and Section III(F) describe the suggested list 
generation procedure and face naming procedure respectively.

A. Learning the Cosine-based Similarity
This section explains a new procedure to generate the Cosine-

based similarity matrix. The collection of facial features is divided into 
several subsets, based on their names. The mean feature is calculated, 
from among the features for each subset, to make a set of effective 
mean features.The first similarity matrix is calculated between each 
training facial feature and each subset means feature, based on the 
Cosine distance.

Each face is characterized as a d-dimensional feature vector using 
the CNN. For an image x1 being represented whose CNN feature is 
defined as f1, the feature group F is shown as expression (4). The CNN 
features of each face image, xp, where p = 1, 2, ..., N in the training 
dataset, X, can be represented as

.  (4)

Here, N is the total number of features in training set. The CNN 
features of each face image containing 3072 feature values. Hence the 
limit for N is specified as 3072 .These training features are grouped 
into subsets, based on the M  names, using Equation (5).

  (5)

where Sji = {f11, f12,… … fMN} is a subset and j = 1, 2, … M is the number 
of subsets based on person names in the training set and i = 1, 2, … N  
represents the number of features in  each subset.  

The mean feature, MFj, is calculated for each subset using Equation 
(6).

 (6)

where number of mean feature, MFj = [MF1, MF2, … MFM], is 
calculated for all subsets. 

The first similarity matrix can be calculated using Equation (7). 
The Cosine similarity is calculated between each face feature, fi, in the 
training set and the mean features of each subset, MFj.

  (7)

where SM1ij represents an element in the ith row and jth column of 
the cosine similarity matrix, SM1. T is the transpose of the distance 
value.

B. Learning the Mahalanobis-based Similarity Matrix
This section introduces a new procedure to generate the 

Mahalanobis-based similarity matrix. Like the first similarity matrix, 
the mean feature of each subset is calculated, but in contrast, here the 
mean feature is calculated differently. The collection of facial features 
is evenly partitioned into several subsets, based on their names. For 
each subset, the most similar nearest neighbours of each feature among 
the subset are found using the KNN. The set of minimum distances are 
calculated in each subset. Finally, the new subset is produced and the 
mean is calculated. The second similarity matrix is calculated, based 
on the Mahalanobis distance between each training facial feature and 
each subset mean feature.

The distance, d(fx, fy) between feature fx and its target neighbours,  
fy is calculated using Equation (8).

 (8)

where x = 1, 2, … N is the number of features in the subset and  
y = 1, 2, … T is the number of target nearest neighbours. The set of 
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minimum distances, NF, is formed by using the most similar images 
with the minimum distance value d(fx, fy) using Equation (9).

  (9)

where T represents the number of nearest neighbours. The new 
subset NF = {f1, f2, f3, … … … fN} is generated, and the process repeated 
with all other features in other subsets. The mean of each new subset, 
NMFj, is calculated using Equation (10).

 (10)

where N is the number of features in the new subset, NF. The 
Mahalanobis distance is calculated between each training set facial 
feature, fi and the mean features of each new subset, NMFj using the 
following Equation (11).

 (11)

where SM2ij represents an element of the ith row and jth column 
of the second similarity matrix, where N is the number of features in 
the training dataset, M the total number of subsets, fi the feature of 
the ith image in the training dataset, NMFj the mean feature of the jth 
subset, C-1 the inverse covariance matrix, and T the transpose of the 
distance value.

C. Learning the Fusion of the Cosine and Mahalanobis-based 
Similarity Matrices

The first similarity matrix, SM1, is learned from Equation 9 and the 
second, SM2 , from Equation (12). The two are merged to ake a fused 
similarity matrix. The fused similarity matrix effectively discovers 
noise labels, since both matrices contain complementary details of the 
faces and the discriminative relationship between the faces. 

  (12)

where FSMij is the fused similarity matrix, and α the normalization 
parameter in the range [0, 1] For an enhanced of the label refinement 
process performance, the normalization parameter value of α is fixed 
at a range between 0 and 1, respectively, throughout the experiments.

D. Noise Label Refinement Process
The initial noisy name label matrix is refined and reassigned 

the correct labels, based on the similarity measurement of the 
fused similarity matrix. The noise labels are replaced with their 
corresponding subsets, based on the minimum distance between each 
face and the faces in each subset. Hence, each noise-labeled subset is 
transformed into a fine-tuned labeled subset, and all faces with their 
corresponding labels can be relied on for face naming. The noise labels 
are refined using   Equation (13).

 (13)

where FSMi,1 is the similarity value between the ith face and 1st 
subset.

Fig. 4 shows an example of the label refinement process wherein, 
for instance, the training features are partitioned into three subsets, 
based on a person’s name. Subset 1, Subset 2, and Subset 3 consist of 
the sample names P1, P2, and P3 respectively. In each subset, the three 
different labeled samples are represented by three different shapes, 
such as a circle, triangle, and square respectively. Subset 1 has three 
noisy labels. The three samples, which are actually of different persons, 
are ambiguously labeled P1. This means that the three samples are 
incorrectly grouped in Subset 1, while the images are grouped on the 
basis of the name. Similarly, Subset 2 and Subset 3 contain three and 
two ambiguously labeled samples respectively. The noise labels are 

rearranged in appropriate subsets using the proposed SMNLR method, 
which efficiently enhances ambiguously labeled faces with the fused 
Cosine and Mahalanobis matrices.

Faces with noise labels

SMNLR

Faces with refined labels

Subset 1

Subset 2

Subset 1

Subset 2

Subset 3Subset 3

Fig. 4. SMNLR refines the noise labels.

E. Building a Suggested Labels List
In the testing stage, if a corresponding face that is similar to the test 

face does not occur in the training dataset, it could degrade the face 
naming capability of the proposed method. To resolve this problem, it 
is critical to name the unknown face in the test image and, therefore, a 
suggested label list is created for each instance of the training set. The 
similarity of each face image and face image collection of all relevant 
faces are computed. These similarity measurements are sorted in 
ascending order. The names are retrieved where appears in the labels 
associated with relevant face images. In training dataset, the suggested 
labels list, SNLi is generated for each feature, fi. The fused similarity 
matrix, FSMij is sorted in ascending order using Equation (14).

 (14) 

where FSMi,1 is the similarity value of the ith training feature 
corresponding to subset 1, and M is the total number of subsets.

F. Face Naming Using the Multi-class SVM
The face image is annotated with its correct name, using the 

Multi-class SVM. In the training phase, all the faces with their noise 
labels are refined, using the proposed method. In the testing phase, 
the test features are compared with the features of the training set, 
using the Multi-class SVM classifier. The SMNLR applies the following 
conditions for face naming:

(1) When the multi-class SVM classification result is predicted as 
positive, a name is assigned to the input face with its corresponding 
predicted class name.

(2) When the multi-class SVM classification result is predicted as 
negative, the SMNLR suggests a name list for the input face image.

IV. Database Description

This section describes about the publicly available datasets for face 
annotation. In this research, the experiments are conducted using the 
three different datasets, namely, Labeled Faces in the Wild (LFW), 
Indian Movie Face Database (IMFDB), and Yahoo! News. The LFW 
dataset is publicly available and it can be collected from http://vis-
www.cs.umass.edu/lfw/#explore. IMFDB dataset is publicly available 
from http://cvit.iiit.ac.in/projects/IMFDB/. Yahoo dataset is available 
from http://goo.gl/2XlES. It contains the news images with captions. 
The samples of faces are shown in Table II.
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V. Experimental Results and Analysis

A. The Proposed SMNLR Face Annotation Results for Various 
Datasets

The performance of the proposed SMNLR method was evaluated 
with experiments conducted on facial images simulated by noisy labels 
and real-time challenges. The training set consists of noisy labeled 
faces, and the testing set of labeled faces. Real-time challenges such 
as variations in poses, occlusion, illumination and facial expressions 
are also considered in analysing the effectiveness of the proposed face 
annotation method. Fig. 5 shows the topmost 5 matching similar faces 
with their annotation results for 2 sample faces from each dataset.

Dataset

IMFDB

Shahrukh Khan

Katrina Kaif

LFW

Yahoo

Input faces Recognized top-5 similar output faces with annotation

Roger Federer

Angelina Jolie

George Bush

Hillary Clinton

Fig.5. Sample of top-5 recognized similar images with annotation using the 
proposed method.

VI. Performance Analysis

A. Performance Metrics
The feasibility and effectiveness of the proposed face annotation 

method is analyzed using the performance metrics given in Equations 
(15)-(23). The precision, recall and F-score values are calculated using 
Equations (15), (16) and (17) respectively.

 (15)

 (16)

 (17)

The recognition rate is validated using Equation (18). The accuracy 

of the face annotation is evaluated using Equation (19).

 (18)

 (19)

The true positive rate (TPR) determines the percentage of the face 
image that is correctly annotated, and is calculated using Equation 
(20).

  (20)

The false positive rate (FPR) typically describes the possibility of 
falsely naming the input face image, and Equation (21) calculates it.

  (21)

The miss rate and error rate of the annotated results are calculated 
using Equations (22) and (23).

 (22)

 (23)

where TP is true positive, FP is the false positive, TN is the true 
negative, and FN is the false negative.

B. Fine-tuning the Normalization Parameter, Alpha-(α), for the 
Proposed SMNLR Face Annotation Method

The noise labels are refined, based on the fused similarity matrix. 
The fused similarity matrix generation approach uses the normalization 
parameter, alpha -(α), which is represented in Equation (8). The 
normalization parameter, α, that combines the two different similarity 
matrices is experimentally fixed using the three datasets of the LFW, 
IMFDB, and Yahoo. The impact of the normalization parameter, α, is 
evaluated in this experiment to find the optimum alpha value. The 
parameter, α, is set in the range {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}. 
Table III shows the experimental results.

Certain critical validations are to be drawn from Table III. When 
setting the value at α=0 and α =1, the performance of the proposed 
SMNLR method fluctuates, since the noise label refinement procedure 
becomes ineffective when α=0 and α=1 respectively. This is because, 
if α is set to 0, the similarity information from the cosine-based matrix 
can be avoided and the Mahalanobis-based matrix can be quietly 
updated to handle noise label refinement. At the same time, if α is set 
to 1, the similarity information from the Mahalanobis-based matrix 
can be avoided, and the first matrix can be gently updated to carry out 
noise label refinement. The process of fine-tuning the ambiguity of 
labeled faces is poorly performed, since the noisy nature of incorrectly 
labeled faces can be transmitted to correctly labeled faces through the 
similarity measurements of the fused matrix. Hence, it is clear that 
the values of 0 and 1 are not applicable to α. After fine-tuning α in 

TABLE II. Database Description

Database Training Set (faces & names) Testing Set (faces) Sample face images with various issues

LFW 12500 10450

Yahoo 8900 7050

IMFDB 10300 11500
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the range {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}, it is noted that 
the proposed method achieves improved results when assigning α to 
0.5 on the three datasets, and hence the parameter α is fixed at 0.5. 
Since the fused similarity matrix comprises several discriminative and 
prominent details of the cosine and Mahalanobis similarity matrices, it 
is most effective at exploring noise labels and face naming.

C. Testing the Performance of the Proposed Face Annotation 
Method Under Different Levels of Noise Labels

Noise label refinement is a difficult issue in face naming. In 
this experiment, the performance of the proposed face annotation 
method is tested under different levels of noise labels. Face images 
and their names are randomly selected from the LFW, IMFDB and 
Yahoo databases for the training and testing sets. The training dataset 
contains 12,000 noisy labels of 800 faces. For the purpose of evaluation, 
different noise levels are simulated in a range from 0% to 100% by 
updating the randomly-allocated noise labels of each subset in the 
training set. Here, each level of the noisy labeled faces of all the subsets 
is applied separately to the proposed method, and the experimental 
results are shown in Table IV.

Table IV shows that the proposed method refines all the noisy 
labeled faces perfectly when the noise level ranges from 10% to 30%. 
When the noise level ranges from 30% to 50%, the proposed SMNLR 
method reaches 94% accuracy and a lower error rate. When the noise 
percentage varies from 50% to 100%, it is seen that almost all the noise 
labels are refined, while still obtaining an accuracy of over 80%. This 

clearly illustrates the robustness of the proposed SMNLR method in 
dealing with noisy labeled faces. The SMNLR eliminates the noise 
labels and re-assigns the correct labels, based on the distance of the 
least similarity value of each instance. Table IV shows that the SMNLR 
outperforms different levels of noise, except when the ambiguity 
percentage is greater than 50%. Hence, the SMNLR achieves enhanced 
results at low- and middle-levels of noise and becomes vulnerable 
at high noise levels. The underlying reason for these results is that 
high ambiguity levels affect the least distance component of the label 
refining similarity matrix, with the possibility of co-occurrence at 
such high ambiguity levels.

D. Performance Evaluation of the Proposed Method by Varying 
Number of Suggested Labels with Respect to the Matching Score

A suggested list is created for each instance of the training set, 
using the matching score representation. The maximum number of 
possibilities of extra names for each instance is analysed, based on the 
matching score. Therefore, this experiment is conducted to find the 
best combination of matching score levels with size of the suggested 
labels list. The performance of various combinations of matching score 
levels with varying sizes of the suggested list is demonstrated in Table 
V. The matching score levels range from 10% to 50% and the suggested 
list size that includes 2, 3, 4, 5, 6, 7, 8, 9, and 10 are considered for this 
experiment, with Table V listing the results.

TABLE III. Finding the Optimal Alpha (Α)-value for the Proposed Face Annotation Method

Normalization 
parameter (α)

Performance of noise label refinement
LFW IMFDB Yahoo

Accuracy (%) Error rate (%) Accuracy (%) Error rate (%) Accuracy (%) Error rate (%)
α=0 72 23.8 69 24.7 74 22.6

α=0.1 78 19.5 75 20.7 80 18.1
α=0.2 83 15.3 81 17.5 84 14.7
α=0.3 87 10.4 85 14.4 89 10.6
α=0.4 93 6.8 90 9.3 94 5.2
α=0.5 98 1.3 96 2.2 97 2.1
α=0.6 94 5.6 92 7.1 93 4.7
α=0.7 90 8.3 89 10.5 91 8.3
α=0.8 86 11.2 83 15.8 87 10.7
α=0.9 82 17.5 78 19.4 80 14.5
α=1 74 21.7 70 23.3 78 20.8

TABLE IV. Testing the Performance of the Proposed Method for Varying Proportions of Noisy Labels on Different Datasets

Datasets Performance Metrics
Proportions of noisy labels (%)

10 20 30 40 50 60 70 80 90 100

LFW

Recall 97 97 96 95 94 89 87 85 82 80
Precision 96 95 95 93 92 90 89 86 85 82
Accuracy 97 97 96 95 94 91 90 89 87 85
Miss Rate 2.1 2.7 3.2 4.4 6.8 7.1 7.6 8.1 8.7 10.3
Error Rate 1.9 2.3 2.9 3.6 5.1 6.4 8.3 9.2 10.5 12.4

IMFDB

Recall 96 94 92 92 90 88 86 83 82 79
Precision 95 93 93 91 91 89 87 85 83 81
Accuracy 97 95 92 95 94 93 90 89 86 84
Miss Rate 2.5 2.9 3.6 4.7 5.9 6.4 8.3 9.6 10.4 11.3
Error Rate 2.6 3.5 3.8 3.9 5.0 6.9 9.2 10.2 11.8 12.6

Yahoo

Recall 98 97 96 94 91 89 87 86 84 81
Precision 96 95 93 91 93 92 90 88 85 83
Accuracy 97 96 95 93 92 90 88 84 82 85
Miss Rate 1.5 2.7 3.6 5.8 6.5 7.9 8.4 9.7 10.1 12.7
Error Rate 2.0 2.9 3.1 6.5 7.0 7.3 9.2 10.7 11.8 11.6
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TABLE V. Performance Evaluation of the Proposed Method By Varying 
Size of Suggested Labels List and Level of Matching Score

Matching 
Score 

level (%)
Datasets

Annotation Accuracy (%)

Number of suggestion labels for each face

2 3 4 5 6 7 .8 9 10

10

LFW 86.2 90.6 91.7 92.3 93.8 84.7 81.9 80.3 79.2

IMFDB 85.5 91.2 92.3 93.5 95.9 83.4 82.7 81.6 76.5

Yahoo 84.4 90.3 91.5 92.1 96.7 86.2 81.5 80.2 77.6

Average 85.3 90.7 91.8 92.6 95.4 84.7 82 80.7 77.7

20

LFW 90.4 93.4 95.1 95.8 96.6 89.3 86.2 82.3 80.7

IMFDB 89.1 91.6 94.8 96.9 97.9 86.9 84.5 81.9 79.3

Yahoo 90.3 90.9 96.5 97.7 97.5 87.6 85.4 83.8 81.5

Average 89.9 91.9 95.4 96.8 97.3 87.9 85.3 82.6 80.5

30

LFW 84.7 87.2 89.8 94.5 92.8 83.6 78.5 79.3 75.8

IMFDB 82.4 85.3 90.8 92.2 94.6 81.8 80.2 78.2 76.5

Yahoo 81.6 84.9 91.4 93.3 93.9 80.5 79.6 77.5 74.2

Average 82.9 85.8 90.6 93.3 93.7 81.9 79.4 78.3 75.5

40

LFW 79.6 80.2 82.3 84.5 86.8 81.7 76.5 73.3 69.5

IMFDB 78.3 81.4 82.6 83.1 85.6 80.4 74.7 70.3 70.4

Yahoo 76.1 80.7 83.1 82.2 83.8 79.3 71.2 72.1 68.6

Average 78 80.7 82.6 83.2 85.4 80.4 74.1 71.9 69.5

50

LFW 74.7 78.6 80.5 82.4 84.9 72.8 70.4 68.6 66.4

IMFDB 75.2 77.4 79.3 83.8 85.7 78.5 69.5 67.8 67.2

Yahoo 74.7 79.2 81.4 81.6 83.9 74.3 71.5 69.3 64.8

Average 74.8 78.4 80.4 82.6 84.8 75.2 70.4 68.5 66.1

Table V shows that the proposed method produces enhanced 
results only when the number of suggested labels is less than 6, and 
decreases progressively as the label size changes from 7 to 10. When 
the suggested list size ranges from 2 to 6 with a matching score of 
10%, the maximum probability of suggested labels for each instance 
compensates for imbalances in labelling. Consequently, when the 
suggested list size ranges from 2 to 6 with a matching score of 20%, 
reliable extra labels for each instance are generated and the annotation 
performance improved, because of a high probability that. the list of 
suggested names belongs to the unknown test face. On the contrary, 
when the number of extra labels ranges from 7 to 10 for each instance, 
it degrades the performance of the proposed method, and the lower 
accuracy obtained as a result is noted in Table V. Thus, it is concluded 
that the number of suggested list sizes is set to a value of 6 with a 
matching score level of 20%. The suggested list creation procedure 
enhances the reliability of the SMNLR by building a number of extra 
labels for each instance, using the fused similarity matrix.

E. Importance of Label Refinement in Face Annotation
In real-life, name labels of faces are incorrect or imperfect, 

stemming from the manual annotation of online applications. Making 
face annotation much more reliable by using noise labels is a major 
issue for real-time face annotation systems. Hence it is essential to 
refine the label ambiguity of faces without the loss of original labels. 
To this end, this experiment is conducted to validate the label quality 
before and after the label refinement process using the TPR, FPR, and 
accuracy. The values of each are shown in Table VI.

TABLE VI.  An Evaluation of the Noise Label Refinement Capability 
for the Proposed SMNLR Face Annotation Method

Datasets

Without label refinement With label refinement

TPR
(%)

FPR
(%)

Accuracy 
(%)

TPR 
(%)

FPR 
(%)

Accuracy
 (%)

LFW 0.60 0.50 0.58 0.97 0.1 0.96

IMFDB 0.52 0.45 0.52 0.96 0.03 0.96
Yahoo 
News

0.63 0.62 0.54 0.98 0.05 0.97

WDB 0.46 0.55 0.45 0.95 0.1 0.93

Average 0.55 0.53 0.52 0.96 0.07 0.95

The labeling accuracy between noisy labeled faces and refined 
labeled faces is compared using the TPR, FPR, and accuracy, which 
reveals contrary results. Table VI proves that the annotated faces with 
noise label refinement have a high TPR, accuracy value and a low FPR. 
Further, it clearly reveals that the proposed face annotation method is 
most reliable and robust. 

F. Performance Analysis of the Proposed Face Annotation 
Method for Different Real-time Challenges

Real-time challenges in face images are commonly a challenge for 
face annotation. Annotating challenging face images is a difficult task 
in computer vision, and considerably affects classification and labeling 
performance. Hence the effectiveness of the proposed SMNLR method 
is analysed by performing this experiment on expression, occlusion, 
illumination and pose challenges, using the LFW, IMFDB and Yahoo 
databases. Table VII displays the performance for SMNLR face 
annotation against different real life challenging faces. 

Table VII clearly shows that the SMNLR method has produced 
better results for real-time challenges. This is because more than one 
convolutional filter in the CNN can generate more useful and essential 
features from the significant facial components such as spatial 
local contrast, frequency descriptions and orientation properties. 
In addition to that, the convolution filters use the edges, gradients, 
directions and corner extraction techniques to obtain more complex 
features of face image and it overcomes the real-time challenges. 
However, when compared to normal face recognition, the recognition 
rate for challenging faces is slightly reduced in terms of expression 
and occlusion. Since the intrinsic feature information between pixels 
is not fully extracted from faces, and consequently produces a lower 
recognition rate.

TABLE VII. A performance Evaluation of the Proposed Face 
Annotation Method for Real-time Challenges

Datasets
Real-time 
challenges

Performance Metrics

Precision (%) Recall (%) Accuracy (%)

LFW

Normal 98.3 96.4 94.4

Expression 90.5 91.9 86.6

Illumination 93.6 94.2 90.4

Occlusion 86.6 84.5 79.7

IMFDB

Normal 97.3 94.4 96.4

Expression 91.5 90.8 82

Illumination 95.6 93.3 89.4

Occlusion 83.7 80.5 79.7

Yahoo

Normal 97.5 96.3 96.8

Expression 90.5 89.7 81.4

Illumination 92.7 91.4 88.1

Occlusion 98.7 97.4 96.8
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G. Performance Comparison of the Proposed Face Annotation 
Method With Existing Methods

To compare and evaluate the effectiveness of the proposed face 
annotation method with other state-of-the-art-methods, recall and 
error rate results are displayed in Table VIII. LFW and Yahoo are the 
most commonly used universal datasets in the face naming community, 
and are considered for a comparison with all other methods. In all, 
4000 samples for training and 3000 samples for testing are taken from 
LFW, while 5500 samples for training and 4650 samples for testing 
are taken from the Yahoo dataset. Table VIII shows the experimental 
results for both the LFW and Yahoo datasets.

TABLE VIII.  A comparison of the Proposed Face Annotation Method 
With State-of-the-art Methods

Face Annotation
Methods

LFW Yahoo

Recall
(%)

Error rate
(%)

Recall
(%)

Error rate
(%)

Chen’s method [3] 78.5 19.4 71.3 21.7

Zeng’s method [31] 65.7 23.2 64.1 27.4

Cour’s method [32] 74.3 22.5 78.5 23.1

Liu’s method [33] 88.1 9.1 90.2 8.4

Su’s method [1] 83.4 14.6 80.6 12.9

Kumar’s method [35] 90.6 9.2 89.8 10.3

Proposed SMNLR 
method

97.2 1.9 96.9 2.4

Table VIII clearly demonstrates that the proposed SMNLR method 
has produced significant results, when compared to state-of-the-art 
methods. This is because the fused similarity matrix obtains efficient 
similarity measures between faces with associated noise labels, 
and eliminates noise labels significantly when resolving the label 
refinement task. The error rate of the proposed method is also much 
lower than all other methods. The recall values of the methods of 
Chen et al. and Cour et al. indicate that their face naming performance 
is slightly worse than all other methods. The method advanced 
by Zeng et al. provides a lower recall value and higher error rate 
because their procedure fails to effectively handle noise labels and 
other irrelevant information, which impacts annotation results. The 
methods recommended by Liu et al. and Su et al. achieve recall rates of 
up to 83.4% and 90.2% respectively. In the methods above, most label 
ambiguity issues are resolved, and improved results are achieved by 
comparing them to the methods of Chen et al., Cour et al. and Zeng 
et al. That’s Kumar et al. The method propounded by Kumar et al. 
produces slightly better results than all other methods, because they 
employed Convolutional neural networks for feature extraction. Table 
VIII proves that the proposed SMNLR method outperforms other 
related state-of-the-art-methods.

VII. Conclusion

In this paper, a new method named as Similarity Matrix based 
Noise Label Refinement (SMNLR) is proposed for face annotation. 
Two different similarity matrices can be acquired from first and 
second similarity matrix learning schemes respectively. In addition, 
these two matrices are fused to distinguish the uniqueness of faces. 
Generally, noise labels are refined by using cluster based approaches. 
On the contrary to existing methods, the proposed SMNLR method 
effectively exploits the noise label refinement approach for resolving 
the ambiguity of labels.  Since SMNLR is proficient of exploiting 
the essential minimum distance value representation of faces, it 

is effective to identify variations within faces. It is noted that the 
proposed method produced significant results under different level of 
noisy labeled facial images. It is also observed that the CNNs deep 
feature offers improved results for annotation. Further, it makes the 
suggested labels list to overcome the problem of labeling the face that 
is not occurred in training set. The extensive experiments have been 
conducted to validate the proposed method using the three databases, 
such as IMFDB, LFW and Yahoo. The noise labels are synthesized 
on these three datasets. Moreover, the proposed SMNLR method 
outperforms various state-of-the-art methods. Finally, it is concluded 
that the similarity measurements based label refinement approaches 
can effectively handle the ambiguously labeled facial images for face 
annotation.
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