
“Once again, the focus of activity in AI began to 
change, away from disembodied AI systems like 
expert systems and logical reasoners, toward 
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Research in Agents and Multiagent Systems has matured 
significantly in recent years, representing one of the main 

branches of Artificial Intelligence and currently there are numerous 
effective applications of these technologies combined with Deep 
Learning, Computer Vision or Natural Language Processing, including 
areas such as healthcare and Ambient Intelligence, smart cities and 
mobility, Industry 4.0, educational technology, and fintech, among 
many others. In this regard, the International Conference on Practical 
Applications of Agents and Multi-Agent System (PAAMS) provides 
an international forum to present and discuss the latest scientific 
advances and their effective applications in different sectors, evaluate 
the impact of the approach and facilitate technology transfer among 
different stakeholders.

Currently, a series of co-located events specialized in different 
areas of research are held simultaneously with PAAMS, these 
being the International Congress on Blockchain and Applications 
(BLOCKCHAIN), the International Conference on Distributed 
Computing and Artificial Intelligence (DCAI), the International 
Conference on Decision Economics (DECON), the International 
Symposium on Ambient Intelligence (ISAmI), the International 
Conference on Methodologies and Intelligent Systems for Technology 
Enhanced Learning (MIS4TEL), and the International Conference on 
Practical Applications of Computational Biology & Bioinformatics 
(PACBB).

In this regard, the present Special Issue includes a selection of 
extended papers presented at the 20th International Conference 
PAAMS 22 and its co-located events and held in L’Aquila (Italy), July 
13-15, 2022. Specifically, the present Special Issue includes the topics 
described below.

Sevilla-Salcedo et al. proposed the application of state-of-the-art 
natural language generation models to provide social robots with more 
diverse, less repetitive and friendlier language when interacting with 
human users. The authors implemented and evaluated a paraphrasing 
module and a speech generation module that adapts to the user’s 
conversation, showing great potential.

Carrascosa et al. presented research in the field of Federated 
Learning and Multi-Agent Systems, proposing a consensus-based 
learning algorithm called Co-Learning by the authors. Co-Learning 
uses a consensus process to share the artificial neural network 
models that each agent learns using its private data and computes the 
aggregated model. 

Michelena et al. proposed an intelligent classification model for 
Denial of Service (DoS) attack detection, evaluating the performance 
of six supervised classification techniques (Decision Trees, MLP, 
Random Forest, SVM, Fisher Linear Discriminant, and Bernoulli and 
Gaussian Naive Bayes) combined with the PCA feature extraction 
method for DoS attack detection in MQTT networks.

Martí et al. presented a survey on demand-responsive transportation 
for rural and interurban mobility. This work brought together papers 
that discuss, analyze, model, or experiment with demand-responsive 
transportation systems applied to rural settlements and interurban 
transportation, discussing their general feasibility, as well as the most 
successful configurations.

Ferarria et al. presented an investigation on different text 
representations to train an artificial immune network for text 
clustering. This work investigated four classes of text structuring 
methods to prepare documents to be clustered by an artificial immune 

system called aiNet, evaluating the influence of each structuring 
method on the quality of the clustering performed.

López-Flórez et al. proposed a solution adopting a YOLOv5 network 
model for automatic cell recognition and counting in a case study for 
laboratory cell detection using images from a CytoSMART Exact FL 
fluorescence microscope. A laboratory test was also performed to 
confirm the feasibility of the results, successfully recognizing and 
counting the different cell types.

Durães et al. presented experiments conducted using in-car audio 
data and deep learning frameworks for the purpose of violence 
identification. In this regard, the authors created a custom dataset 
tailored to this specific scenario. Based on the results obtained for that 
dataset, the EfficientNetB1 neural network demonstrated the highest 
accuracy (95.06%).

Bernabé-Sánchez et al. proposed a framework to manage and 
detect errors and malfunctions of the devices that compose an IoT 
system, considering simple devices such as sensor or actuators, as 
well as computationally intensive Edge devices which are distributed 
geographically. This work also presented the edge-cloud ontology 
(ECO) to organize the IoT system information.

López-Blanco et al. studied the evolution of pollutants in different 
Spanish cities using Generative Additive Models (GAM), proven 
to be efficient for making predictions with detailed historical data 
which have strong seasonalities. This study concluded that during 
the COVID-19 pandemic containment period, there was an overall 
reduction in the concentration of pollutants.

We would like to thank everyone who contributed to the research 
topic, including the authors, the reviewers, the organizers of the 
PAAMS conference and its co-located events, and the IJIMAI editorial 
and production offices.
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Abstract

Social robots are making their way into our lives in different scenarios in which humans and robots need to 
communicate. In these scenarios, verbal communication is an essential element of human-robot interaction. 
However, in most cases, social robots’ utterances are based on predefined texts, which can cause users to 
perceive the robots as repetitive and boring. Achieving natural and friendly communication is important for 
avoiding this scenario. To this end, we propose to apply state-of- the-art natural language generation models 
to provide our social robots with more diverse speech. In particular, we have implemented and evaluated 
two mechanisms: a paraphrasing module that transforms the robot’s utterances while keeping their original 
meaning, and a module to generate speech about a certain topic that adapts the content of this speech to the 
robot’s conversation partner. The results show that these models have great potential when applied to our 
social robots, but several limitations must be considered. These include the computational cost of the solutions 
presented, the latency that some of these models can introduce in the interaction, the use of proprietary models, 
or the lack of a subjective evaluation that complements the results of the tests conducted.

DOI:  10.9781/ijimai.2023.07.008

Using Large Language Models to Shape Social Robots’ 
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I. Introduction

INTELLIGENT conversational agents are increasingly being 
integrated into public-facing tasks such as customer service tasks, 

including troubleshooting and providing information; assistive 
chatbots have been used in multiple fields [1]. For interactions with 
the agent to be smooth, the agent must present itself naturally and 
intelligently to the user [2]. One of the main barriers is people’s 
reluctance to interact with artificial systems due to unnatural text 
and, as a result, a conversation experience that is not very fluent, 
which leads to mistrust and uneasiness [3]. Social robots are embodied 
conversational agents, and to enable them to advance, we must focus on 
what makes a conversation natural and fluid, for example, by moving 
away from predefined and repetitive texts that lack naturalness [4].

One important limitation of current social robots is related to the 
robot’s ability to convey information orally. It is common for robots 
to use the same expressions repeatedly, which leads to user boredom 
and, thus, a loss of interest in interacting with the robot. While it is 
desirable to give robots the ability to generate and adapt the content of 
their speech, there are situations in which the use of handcrafted texts 
might have advantages (e.g. when the robot is requesting information 
from the user). However, this can turn into a limitation if these tailored 
speeches become repetitive to the user. In these cases, a possible 
solution could be the development of strategies for phrasing these 
handcrafted texts differently but maintaining their original meaning.

Alternatively, in the field of social robotics, the robot is expected 
to be able to take the initiative in the interaction, so mechanisms for 
generating engaging topics and developing them are an interesting 
addition to this type of robot [5]. These mechanisms can be extended 
to allow the user to choose the topic to be discussed and to allow the 
robot to elaborate a discourse around the chosen subject. Furthermore, 
an interesting adaptation mechanism in human-human interaction is 
the ability of each speaker to adapt their speech to the other speaker, 
considering aspects such as age, familiarity, or background. In this 
sense, it would be desirable to endow the robot with the ability to 
perform a similar adaptation.

Both of the objectives presented above can be achieved through 
the use of Natural Language Processing (NLP). This field has attracted 
significant attention in recent years across multiple disciplines, 
including robotics. For example, in 2014, Woo et al. [6] combined 
different NLP techniques to create a conversational system for 
robotics. Their system uses predefined rules to construct sentences 
based on the user’s input, with a set of fallback sentences for cases 
in which no sentences is constructed. That same year, Fujita et al. [7] 
presented an NLP-based model for the Todai robot with the goal of 
passing the entrance test for the University of Tokyo. The proposed 
model was trained by using previous exams as inputs. The results 
obtained were good for mathematics and physics, but the robot 
failed to pass the history and language portions of the exam. In 2016, 
Hammed [8] proposed a conversational system for social robots that 
uses a neural network to build a user profile with knowledge extracted 
from dialogues with the user and then uses this profile to adapt the 
conversation. A year later, Williams [9] proposed a text generation 
framework for robots that relied on a memory model distributed over 
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two levels. The long-term memory level stores information about 
locations, objects, and people, while the short-term memory level 
focuses on the context of the dialogue.

In 2018, Kahuttanaseth et al. [10] presented a system for guiding 
a mobile robot using natural language. This system uses a Recurrent 
Neural Network (RNN) encoder-decoder system that filters 
unnecessary words from the inputs received (e.g. ‘please’) and then 
extracts movement command sequences. Although in a limited 
context, this system can manage multiple commands in a single 
input. More recently, in 2020, Budiharo et al. [11] tested recurrent and 
convolutional neural networks as encoders in a question-answering 
model. The proposed system uses a bidirectional attention flow 
mechanism [12] to find the similarity between the question asked by 
the user and the questions in a dataset. Then, it uses this similarity 
to find the proper answer to the question. Their results showed that 
the RNN-based encoder performed relatively well. In 2023, Arroni et 
al. [13] proposed using the Transformer architecture for sentiment 
analysis. For this, they proposed a network consisting on a single 
transformer block with 11 attention heads, using learned embeddings 
of dimension 12 for positional and token encoding. Their results 
showed that this model outperformed a pre-trained DistilBERT when 
evaluating them using the Spearman correlation, although not in 
validation accuracy. That same year, Zhou et al. [14] evaluated the use 
of ChatGPT for conveying knowledge about gastric cancer (through a 
medical knowledge test), providing consultation recommendation to 
patients, and analysing endoscopy reports. Their results show that, 
while displaying high levels of appropriateness and consistency in 
its responses, ChatGPT may not always provide accurate responses 
and suggestions, which indicates that we should not over rely on this 
model for critical tasks like clinical diagnosis.

Similar to the works presented above, our research also aims to 
use NLP to allow conversational agents to provide a more natural 
conversational experience [15]. How the agent expresses itself is crucial 
for smooth interactions, and the user’s perception of the robot can be 
affected by the responsiveness of its speech. We have used natural 
language models to tackle these problems, as they provide a new 
approach to generating non-prewritten texts. On top of that, given that 
our system has been integrated into a real social robot that interacts 
with Spanish people, one of the requirements is that it must work in 
Spanish, so we will consider two methods when exploring language 
models: on the one hand, we will evaluate multilingual models that 
include the Spanish language, and on the other hand, we will evaluate 
models in English, which a priori offer better performance, and use 
translation tools to generate the desired output.

Another constraint the system must consider is the computing 
power necessary to run large language models locally and in the 
cloud. In social robotics, this becomes even more important since 
these platforms often have limited resources that have to be shared by 
multiple modules within their software architectures. In particular, the 
‘two-second rule’ is used to set the maximum delay between interaction 
turns to two seconds [16], although other authors have reported that 
users prefer shorter times of around one second [17].

In this work, we seek to mitigate the issues introduced by relying 
only on predefined texts, which include the reduced fluidity and 
naturalness of the interactions with users [18], without losing the 
possibility of using handcrafted texts in situations in which they 
can be beneficial. In short, when it comes to speech, there are two 
possibilities: the robot can use predefined sentences or generate new 
text. We intend to provide solutions to both problems using NLP to 
obtain a fluent and spontaneous experience during conversations 
between humans and social robots. Therefore, the first contribution 
of this article is a methodology that allows the robot to generate 
pop-up conversation topics and information about them. In addition, 

the system can dynamically adapt the information to different user 
profiles. This makes the information more accessible and appealing to 
users. The idea behind this methodology is that, in social robotics, it 
is desirable for robots to have the ability to establish non-predefined 
conversations with users, even without a specific objective. A social 
robot must be able to interact even when it is not performing a 
specific task, and these interaction mechanisms must include speech. 
Therefore, it is important to have mechanisms capable of generating 
text on the fly on non-predefined topics.

The second contribution of this work is the integration of language 
models to enrich the verbal capabilities of a social robot, allowing it 
to paraphrase its repertoire of predefined sentences to achieve greater 
variability and reduce monotony. We expect that this paraphrasing 
will improve the quality of the interaction, preventing the robot from 
becoming monotonous and repetitive.

The rest of this paper is structured as follows. Section II presents 
the tools and models used in this work. Next, Section VI covers 
the evaluation setup and metrics employed to assess the proposed 
methods. Next, Section III presents the first contribution of this 
work, which deals with the use of NLP models to create semantic 
descriptions of topics of interest that are adapted to users. Section IV 
discusses the second main contribution of this work, the paraphrase 
generator, which will provide the robot with more variability in its 
speech. Section V describes the integration of both contributions 
into a real social robot. Section VI presents the evaluation setup, the 
evaluation of our approach and the models used. In Section VII, the 
main results of the developed methods are presented. Finally, Sections 
VIII and IX discuss the main results and draw conclusions.

II. Materials

This section reviews the language models used during the 
development of this project. Since the inclusion of transformers in 
the world of deep learning, the development of language models has 
grown remarkably, along with their capabilities. In this paper, we used 
these models to give our robots the ability to generate text from scratch 
and paraphrase the handcrafted texts that they use automatically.

A. Transformers in Language Modelling
A transformer is a deep learning model built on self-attention 

mechanisms. These mechanisms assess the input data by weighting 
the significance of each component. While self-attention mechanisms 
were first included in RNN structures, transformers are built on self-
attention alone, and they provide a better performance than RNNs 
[19]. Transformers have an encoder-decoder architecture in which 
the encoder layer consists of modules that sequentially handle the 
input sequence one module at a time. On the other hand, the decoder 
layer is composed of modules that handle the encoder’s outputs. Each 
encoder layer generates new encoding vectors. These vectors contain 
information about the components of the inputs that are relevant 
to each other. Each decoder layer extracts the generated encodings 
and builds an output sequence out of the decoding and the encoded 
contextual information [20]. To achieve this, each encoder and decoder 
module uses the self-attention mechanism [21]. The use of transformers 
as a new base architecture for language models has brought about a 
significant change in the capabilities of language models [22]. At the 
language model level, an increasing number of transformer-based 
networks have emerged and continue to emerge [23].

B. From Fine-Tuning to Prompt Learning
The way in which models are trained for specific tasks has evolved 

over time. Traditionally, models have been trained from scratch, 
starting from random weights and adjusting these weights using a 
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dataset relevant to the task to be performed; as the size of these models 
has grown, this has become a long and tedious process. Over the years, 
to improve the results and reduce training times, researchers have 
adopted new methodologies, such as transfer learning, which uses the 
knowledge (weights) of a model trained for a known task as initial 
weights to train a new model for a new task [24]. Subsequently, fine-
tuning was introduced; it allows pre-trained models to be taught new 
specific tasks. In this context, fine-tuning refers to a technique in deep 
learning in which the weights of a pre-trained model are readjusted 
by training without losing their initial settings. The main layers of the 
model are frozen so that it is better adapted to the tasks for which it 
is trained [25]. One of the advantages of this is that fine-tuning does 
not involve training the entire model but rather involves updating its 
gradient, which is a significantly faster process. Later, more advanced 
models, such as Generative Pre-trained Transformer 3 (GPT-3) and 
Text-to-Text Transfer Transformer (T5), went a step further and 
evolved from fine-tuning to prompt learning [26]. In contrast to fine-
tuning, prompt learning or in-context learning refers to a technique 
in which examples are added within the model’s input prompt so that 
the model can understand the expected inference behaviour without 
the need to be fine-tuned or specifically trained. Occasionally, prompt 
learning is referred to as n-shot learning; for example, there can be 
‘few-shot’, ‘one-shot’, or ‘zero-shot’ learning. These terms refer to the 
number of examples of the task given to the model: there can be few, 
one, or zero examples, respectively.

Fig. 1 shows examples of different types of prompt learning. One 
of the advantages of n-shot learning is the inclusion of encodings that 
help the model understand the task it has to perform. For example, 
in the example shown in Fig. 1, we find the encoding ‘=>’. This 
pattern indicates that the model has to look at the sequence before the 
encoding and then add its result afterwards. In this case, the examples 
added to the prompt will help the model understand the task of adding 
integers. When designing a prompt, the number of examples required 
for correct functioning will depend on the task to be performed, 
the complexity of the text, and even the sequence format. There is 
a trade-off between the number of examples and the length of the 
input sequence, as a longer input sequence means that the model 
must process more data; hence, more resources must be used, and the 
inference times will be longer.

1 - Zero-shot -
2 input_Prompt:
3 Add two integers: #task description
4 2 + 5 => #prompt

1 - One-shot -
2 input_Prompt:
3 Add two integers: #task description
4 8 + 4 => 12 #example
5 2 + 5 => #prompt

1 - Few-shot -
2 input_Prompt:
3 Add two integers: #task description
4 8 + 4 => 12 #example
5 1 + 4 => 5 #example
6 2 + 9 => 11 #example
7 3 + 5 => 8 #example
8 2 + 5 => #prompt

Fig. 1. Prompt learning examples. Top: Zero-shot learning; Middle: One-shot 
learning; Bottom: Few-shot learning.

C. Models Used
For the development of the functionalities proposed in this work, 

several models have been considered, and all of them are listed in 
Table I. These models are well-known for their performance and are 
extensively used in different applications. One constraint that has 
to be kept in mind is the language in which these models have been 
trained. As stated in the introduction, our robots have been specifically 
designed to interact with older adults who only speak Spanish. This 
means that all the predefined texts used by our platforms, which are 
the texts that we need to paraphrase, are written in this language. For 
the development of the specific modules for user-adapted semantic 
description generation presented in Section III, GPT-3 has been used 
exclusively due to its great adaptability to all the objectives of the 
application [27] [28]. While GPT-3 has been trained with a corpus of 
text written in English (which means that we have to translate the 
results obtained into Spanish), we decided that the level of performance 
of this model justified the need for this translation step. While the 
user-adapted semantic description generation pipeline generates text 
from scratch, the deep learning-based paraphrase generation module 
does need to work with texts that are prewritten in Spanish, which is 
a limitation that has to be considered when selecting the model to use 
for this task. We tested two approaches: (i) using models to paraphrase 
Spanish sentences directly, and (ii) translating the sentences into 
English, using models for paraphrasing English sentences, and finally, 
translating the results back into Spanish. For this task, in addition 
to testing the performance of GPT-3, we also tested T5, multilingual 
T5 (mT5), Pre-training with Extracted Gap-sentences for Abstractive 
Summarisation Sequence-to-sequence (PEGASUS), and BERT2BERT.

GPT-3 is an auto-regressive language model capable of producing 
human-like text [29] from an input sequence. It was trained with about 
45 TB of text data, which led to the refined learning of the language 
domain and allowed the model to learn new mnemonic rules online. 
It has been implemented in sentiment analysis [30], used to generate 
programming code [31], and used for text summarisation [32], among 
other things. Within GPT-3, there are several versions of the model 
depending on the size of its architecture, and thus, it has varying 
capabilities. For our work, we used the Babbage and Davinci models, 
which are described in Table I.

T5 [33] is a model designed for NLP tasks like translation, 
summarisation, and question answering, which are all reframed 
as text-to-text problems. This makes it possible to reuse models, 
hyperparameters, and loss functions during training for different 
tasks. This method explores the advantages of scaling the model and 
the corpus size by using 11 billion parameters during training and the 
Colossal Clean Crawled Corpus (C4) [33], which includes hundreds of 
GB of natural-language text. In this work, we tested two checkpoints 
of the T5 model from HuggingFace [34]. We will refer to them as  
PMO-T51 and Parrot2.

A variation of the T5 model used in this work is multilingual T5 
(mT5) [35]. It has a similar architecture but has been trained to work 
in languages other than English using a multilingual version of the 
C4 dataset. A second difference is that mT5 only uses non-supervised 
learning, which means that it has to be fine-tuned for any task it will 
be used for, as shown in Table I. We have fine-tuned an mT5 model3 

with the Spanish instances of the PAWS-X multilingual dataset [36], 
using the process recommended by HuggingFace4 (because of this, we 
will refer to it as HFT5 in the evaluation section).

1   https://huggingface.co/ceshine/t5-paraphrase-paws-msrp-opinosis
2   https://huggingface.co/prithivida/parrot_ paraphraser_on_T5
3   https://huggingface.co/seduerr/mt5-paraphrases-espanol
4   https://huggingface.co/docs/transformers/training
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The PEGASUS model [37] was designed for summarising texts with 
different words (abstractive summarisation). It was first pretrained 
to predict missing sentences in an input text, as this is similar to 
abstract summarisation. This was done through self-supervised 
training using a corpus of documents extracted from the web, like 
the C4 or HugeNews datasets, and then the model was tuned using 
12 datasets for abstractive summarisation. Compared with the T5 
model, PEGASUS presents similar results with 5% of the parameters. 
In this work, we have fine-tuned the PEGASUS model for paraphrase 
generation5.

The BERT2BERT model has an encoder-decoder architecture 
in which both components are modelled as Bidirectional Encoder 
Representations from Transformers (BERTs) [38]. The goal is to 
achieve a larger size with lower resource usage compared to the T5 
and PEGASUS models. BERT2BERT’s language model has a deeper 
knowledge of a language’s context thanks to bidirectional training. It 
was trained for masked language modelling (predicting missing words 
in a text) and next sentence prediction (predicting the sentence that 
follows another sentence), as shown in Table I. During training, the 
weights for the layers present in the BERT model are initialised with 
the original values from this model, while the layers specific to the 
BERT2BERT model are initialised to random values. In this work, we 
used a version of BERT2BERT that uses an encoder and decoder trained 
in Spanish [39], and we fine-tuned it for paraphrase generation6.

5   https://huggingface.co/tuner007/pegasus_paraphrase
6   https://huggingface.co/mrm8488/bert2bert_shared-spanish-finetuned-paus-
x-paraphrasing

III. User-Adapted Semantic Description Generation

This section presents the application of natural language generation 
techniques to generate user-adapted semantic descriptions. We have 
proposed a modular design; the pipeline is divided into three main 
modules, and each one can work independently. Fig. 2 shows a diagram 
of the developed pipeline, where the random topic generator module 
generates a topic that is later fed to the semantic description generator 
module, which creates a description from the given topic. Finally, the 
user-adapted text modifier module takes the generated description 
and adapts it according to the type of user with whom the robot is 
interacting. For conciseness, in the rest of the text, the entire pipeline 
will be referred to as user-adapted semantic description generation 
(UASDG). Each module performs an independent inference in the 
pipeline with individually tuned parameters for optimal performance. 
Table II lists the parameters used in each module.

Random
topic

generator

Semantic
description
generator

User-
adapted

text
modifier

User
profile

Topic Description
User-adapted

Semantic Description

Fig. 2. User-Adapted Semantic Description Generator Diagram.

A. Random Topic Generation
This module can randomly generate a topic, which gives the social 

TABLE I. Table That Summarises the Different Models Used in This Work. The Columns Are, in Order: (I) the Name of Each Model; (Ii) the Number of 
Parameters That the Model Uses; (Iii) the Architecture of the Model; (Iv) What Task the Models Were First Trained for; (V) If the Model Allows or 

Not for Multiple Languages; (Vi) How Accessible Is Each of the Models; and (Vii) the Process Required for Adapting the Model to a new Task

Model Parameters Architecture Original Task Training Multilingual Access
Task-Specific 

Training

GPT-3
Babbage
Davinci

1.3B
Decoder Next Word Prediction Yes (Fine-Tuning) Limited (Paid-Propietary API)

Prompt Learning 
& Fine-Tuning175B

T5 11B Encoder-Decoder
Masked Language Modeling 

“span-corruption”
No Open Source

Prompt Learning 
& Fine-Tuning

Multilingual T5 300M Encoder-Decoder
Masked Language Modeling 

“span-corruption”
Yes Open Source Fine-Tuning

PEGASUS 568M Encoder-Decoder Gap-Sentence-Generation No Open Source
Prompt Learning 
& Fine-Tuning

BERT2BERT
110M + 
110M

Encoder-Decoder
Masked Language Modelling 
& Next Sentence Prediction

Yes (Fine-Tuning) Open Source Fine-Tuning

TABLE II. Inference Parameters Used for Each Pipeline Module. Engine Indicates the Type of Model Used; Temperature Controls the Degree 
of Randomness of the Response. Response Length Limits the Maximum Number of tokens to Be Generated; Top P Controls to Some Extent the 
Randomness and Creativity of the Response. Frequency Penalty Penalises the Repetition 1 of Tokens in the Output, While Presence Penalty 

Penalises the Generation of 2 New tokens Already Present in the Input Text. Finally, Stop Sequences Are Encodings to Stop Generation

Parameter Random Topic Generation Semantic Description Generation User-adapted text modification

Engine Babbage Babbage Davinci

Temperature 0.64 0 0.6

Response length 54 500 200

Top P 1 1 1

Frequency penalty 2 1.92 0.4

Presence penalty 2 0 0.2

Stop Sequences \n,subject: \n “””
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robot a certain spontaneity that enriches human-robot interactions 
[40]. The idea was to make inferences with the model and obtain a 
different theme with each execution. As mentioned in Section II, one 
of the significant advantages of using language models, such as GPT-
3, is the use of prompt learning to adjust the model to the needs of 
a specific task without the need for application-specific fine-tuning 
training. With this in mind, several input prompts were designed and 
tested for the model to generate random topics. Fig. 3 (lines 1 to 10) 
shows how using prompt learning, the model is given several examples 
with the desired behaviour. The header, together with the examples, 
helps the model to understand what we are aiming for. Additionally, 
the inference parameters Temperature and Top P are adjusted to always 
favour creativity and not repetitiveness, as shown in Table II. In 
addition, using the encoding ‘subject: -topic-’, the model understands 
the expected behaviour in a refined way. As seen in the figure, the 
input prompt shows the desired pattern with eight examples so that 
the model can understand the pattern to follow. In this case, the topic 
generated was ‘Trees’.

1 input_Prompt: The following is a list of random  
              subjects for generating knowledge  
              about the world:

2 subject: Pencils

3 subject: Radiology

4 subject: Fishing

5 subject: Napoleon

6 subject: Dolphins

7 subject: Keys

8 subject: Pigeons

9 subject: Newspapers

10 subject: 

11 model Output: Trees

Fig. 3. Random Topic Generator example.

B. Theme-Based Semantic Description Generator
This module is designed as a tool to generate a semantic description 

given an input topic. To this end, as with the topic generation module, 
numerous input prompts were designed and implemented to test the 
functionality and exploit its potential using GPT-3. Initially, among 
other prompts, we tested ‘Let me give relevant semantic information 
about -any topic-’; however, although the model generated sufficient 
text, the model generated numerous facts surrounding the theme but 
failed to provide useful information. Finally, after numerous iterations, 
the final prompt was ‘I have been doing deep research about -any topic-, 
let me give you brief, relevant semantic information about it’, which 
is shown in Fig. 4. This prompt generated a sufficient amount of 
information in a precise way without too much extra text. In this case, 
unlike in the previous module, the inference parameters, which are 
shown in Table II, have been adjusted to favour the text’s veracity and 
thus compromise its creativity.

The adjusted model provides promising results, as it fits the initial 
purpose correctly, even with zero-shot learning (see Section II). As 
for the implementation, like the previous module, it is developed as a 
stand-alone component. Fig. 4 shows the results for the input prompt 
with the input topic ladders.

input_Prompt: I have been doing deep research about 
ladders,  let me give you brief, relevant 
semantic information about it:

model Output: Ladder is a tool used to climb up or down. 
It can be made of wood, metal, plastic and 
other materials. Ladders are also called as 
steps or rungs in the ladder system. They 
are usually placed on walls and floors for 
easy access to different levels of buildings 
such as apartments, offices etc.

Fig. 4. Semantic Description Generator example.

C. User-Adapted Text Modification
Social robots interact with very different and diverse types of 

people; for example, they can go from talking to a child to talking 
to an older adult. Therefore, when talking about specific or complex 
topics, these interactions could be enhanced by a mechanism capable 
of adapting the text we want to transmit and paraphrasing it according 
to the user. To this end, after previous experience working with 
generative models, we have searched for a prompt with a natural 
language structure that is capable of generating this type of adaptation 
using zero-shot learning with GPT-3.

Within the input prompt, we briefly describe a person, indicating 
the type of user (an older person, a child, etc.) so that the model can 
adapt the paraphrase. We used the encoding (""") within the prompt; 
this indicates a change from the description to the text to paraphrase. 
Before the definition, we inform the model that a person has asked 
us to tell them what the text means. Fig. 5 shows two examples of 
inference in which we copy the definition and history of gravity from 
an encyclopaedia7 and ask the model to adapt it in the first example 
for an older person and in the second example for a child. Line 1 of 
the figure shows the input prompt used for this application. Although 
only two not-very-descriptive types are shown in the examples, the 
user information obtained from the robot’s perception system can 
describe the user in a considerable amount of detail to help the model 
fit the requirements of different users.

As with the applications described above, this application has been 
implemented modularly as a stand-alone function. In this case, the 
input prompt has kept the main structure shown in Figure 5; however, 
making use of the information about the user, we modify the first and 
last sentences of the prompt, and the text to be modified is introduced 
into the input prompt following the defined structure, as shown in 
line 3 of Fig. 5. The output of the module will be the modified text. As 
shown in the figure, both examples provide adapted descriptions. The 
output for an older adult explains gravitation as an attractive force 
among objects using less technical and lighter language. On the other 
hand, the output for a child simplifies the description even further, 
leaving behind the ‘attraction’ concept and focusing instead on the 
concepts of ‘falling’ and ‘pulling down’, which are more relatable to 
a child.

IV. Deep Learning-Based Paraphrase Generation

While giving social robots the ability to generate texts from scratch 
is a desirable feature that can improve the naturalness of interactions 
with users, there are still situations in which having the ability to 
handcraft the speech of the robot can provide some advantages. 
However, it is important that these predefined interactions have 
some variability so that they do not become repetitive. A solution 
for this is adding methods for paraphrasing these prewritten texts. 
The proposed method receives the original sentence and returns a 

7   https://www.britannica.com/science/gravity-physics
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paraphrased version of the input text. The platform into which this 

method has been integrated has Spanish as its default language. 
However, because the body of work that focuses on solving NLP 
tasks in English is larger than that in Spanish, we have decided to 
test two different approaches to perform this task: (i) we generate 
the paraphrase directly in Spanish, or (ii) we use a model trained on 
texts in English, translate the texts used by the robot from Spanish to 
English before passing them to the model, and translate them back 
into Spanish after they have been paraphrased. This last approach 
can be seen in Fig. 6.

Translation
sp  en Paraphrase Translation

en   sp

SP
Paraphrase

SP
Sentence

EN
Sentence

EN
Paraprase

Fig. 6. Diagram of the exploitation process for models that paraphrase 
sentences, translating them to English before passing the text through the 
model, and translating the output of the model back to Spanish.

When considering which model to use for our application, one of 
the key factors was the similarity between the meanings of the original 
and paraphrased sentences. Our goal was to develop a model that is 
able to add variability to the robot’s speech while maintaining the 
meaning conveyed by the original utterances. To paraphrase sentences 
in Spanish, we used the mT5, HFT5, and BERT2BERT models, and 
fine-tuned them using a Spanish paraphrase dataset, the Paws-x [36]. 
This task proved to be difficult due to the limited amount of available 
pretrained models and paraphrase datasets in Spanish. For models 
that paraphrase sentences in English, we were able to find models that 
had already been pretrained and fine-tuned on paraphrasing tasks. In 
particular, we tested PMO-T5, Parrot, PEGASUS, and GPT-3. When 
these models were used, the original text in Spanish was translated 
before passing it through the model, and the output was translated 
back into Spanish.

When we run our paraphrase generator, we can specify which of 
the tested models will be used to generate paraphrases. If we want to 
select a model that paraphrases text in English, we can also choose 
which translator the pipeline will use to convert the texts into English 
and back into Spanish. The translators that have been tested are the 
Google Translate8, DeepL9, and Argos translators10.

As stated before, resource usage can be a limitation when working 
with deep learning models. This is particularly concerning for the 
task we are trying to perform, as the paraphrase generation module 
will be involved in the majority of the interactions between the user 
and the robot, and thus, it must abide by the time constraints that 
exist in any conversation. While this limitation can be mitigated 
by deploying these models on specialised hardware, there might be 
situations in which this is not an option (for example, if the robot is in 
a location with bad internet). To obtain as much flexibility as possible, 
our paraphrase module allows both the local and remote execution 
of the language model. When the module is running externally, the 
robot sends the utterance that has to be transformed to the server, 
paraphrase generation is performed there (along with the required 
translations if needed), and then the server sends the resulting 
utterance back to the robot.

8   https://cloud.google.com/translate/
9   https://www.deepl.com
10   https://pypi.org/project/argostranslate/

1 input_Prompt: A friend, who is really old, asked me 
what this passage means:

2 """

3 Gravity, also called gravitation, in mechanics, the 
universal force of attraction acting between all 
matter. It is by far the weakest known force in 
nature and thus plays no role in determining the 
internal properties of everyday matter. On the 
other hand, through its long reach and universal 
action, it controls the trajectories of bodies in 
the solar system and elsewhere in the universe and 
the structures and evolution of stars, galaxies, and 
the whole cosmos. On Earth all bodies have a weight, 
or downward force of gravity, proportional to their 
mass, which Earth’s mass exerts on them. Gravity is 
measured by the acceleration that it gives to freely 
falling objects. At Earth’s surface the acceleration 
of gravity is about 9.8 metres (32 feet) per second 
per second. Thus, for every second an object is in 
free fall, Its speed increases by about 9.8 metres per 
second. At the surface of the Moon the acceleration of 
a freely falling body is about 1.6 metres per second 
per second.

4 The works of Isaac Newton and Albert Einstein dominate 
the development of gravitational theory. Newton’s 
classical theory of gravitational force held sway from 
his Principia, published in 1687, until Einstein’s 
work in the early 20th century. Newton’s theory is 
sufficient even today for all but the most precise 
applications. Einstein’s theory of general relativity 
predicts only minute quantitative differences from the 
Newtonian theory except in a few special cases. The 
major significance of Einstein’s theory is its radical 
conceptual departure from classical theory and its 
implications for further growth in physical thought.

5 """

6 I rephrased it for him in plain language an elder can 
understand: 

7 """

8 model Output: Gravity is a force that exists between 
two objects. It causes the objects to 
have an attractive force on each other. 
The more massive the object is, the 
stronger this attractive force becomes.

1 input_Prompt: A friend, who is a child, asked me what 
this passage means:

2 """

3 - Text about Gravity -

4 """

5 I rephrased it for him in plain language a child can 
understand:

6 """

7 model Output: Gravity is the force that makes things 
fall down. It is the
weakest force in nature, but it is very 
powerful because it affects
everything in the universe. Gravity is 
measured by how fast something
falls. The faster it falls, the more 
gravity is pulling it down. Gravity is 
what makes the Earth’s surface curved.

Fig. 5. Examples of text modification adapted to the user. The example shown 
above is adapted for an elderly person, while below is the same text adjusted 
for a child.
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V. Integrating Our NLP Applications Into the Mini 
Robot

The models presented in Sections III and IV have been integrated 
into the social robot Mini [41], which is shown in Fig. 7. Mini is a 
tabletop robot with a soft appearance that is designed to assist older 
adults with mild cognitive impairment. This robot has five degrees of 
freedom (one per shoulder, another on the waist, and two more on the 
neck and head), OLED screens placed on the face to act as eyes, and 
coloured LEDs on its cheeks and on its chest. Regarding its perception 
capabilities, Mini is equipped with touch sensors on the shoulders and 
belly, a microphone and loudspeaker for speech-based interactions, 
and a touch screen that can be used both for interacting with users 
through menus and for displaying multimedia content.

Mini’s architecture has been designed following a modular 
approach, as shown in Fig. 8. At the top of the architecture, a decision-
making system (DMS) controls what the robot does at any given time 
based on stimuli coming from the environment, the inputs given by 
the user, and the knowledge the robot possesses. Below the DMS, there 
is a series of modules that allow Mini to perform different tasks: the 
skills. Examples of these skills include playing cognitive stimulation 
games, showing the user pictures, videos, music, and other multimedia 
content, and reading the news to the user, among other things. Here, 
we find the UASDG pipeline presented in Section III. It has been 
integrated as an individual skill that can be activated and deactivated 
by the DMS.

While the DMS and the skills control what task the robot performs 
at a given moment and how these tasks are performed, a second set of 
modules in Mini’s architecture provides a series of transversal features 
for any task that Mini needs to complete. The liveliness module 
generates random behaviours (e.g. motions for all the joints or changes 
in gaze) to give Mini a lively appearance. The Perception Manager 
controls the modules capturing information from the environment 
and the user.

The Human-Robot Interaction (HRI) Manager is the module that 
controls any interactions between Mini and the robot. Whenever 

one of the skills needs to start an interaction or respond to a user 
command, it sends all the information necessary to the HRI Manager, 
which in turn ensures that the interaction is completed successfully. 
For example, whenever the UASDG pipeline generates a new text that 
has to be conveyed to the user, it is sent to the HRI Manager, which in 
turn ensures that the message is uttered properly and that there are no 
conflicts with any other interaction requests coming from other skills.

The Expression Manager controls how the robot’s messages 
are conveyed and ensures no conflicts between them. It uses state 
machine-like structures to model multi-modal expressions. Among the 
elements in this module, the ones that are relevant for this work are the 
Interface Players. These Players receive each of the uni-modal actions 
that make up the expression (e.g. lifting an arm, saying a sentence, etc.) 
and send commands to the modules controlling the output interfaces 
(e.g. the drivers for the motors, the text-to-speech module, etc.). The 
Emotional Text-To-Speech Player is one of the Players and receives 
sentences that the robot has to utter, prepares them, and sends them 
to the text-to-speech module. The paraphrasing method described in 
Section IV has been integrated into this player.

During the startup stage of the software architecture, the ETTS 
Player loads a YAML configuration file for the paraphrase module. This 
file, shown in Fig. 9, specifies the model to be loaded and the translator 
that will be used (if the model parameters contain the name of one of 
the models trained to paraphrase sentences in English), a parameter 
that indicates whether the robot’s utterances have to be paraphrased or 
not (this allows us to bypass the paraphrase module if we do not need 
it), and the deployment mode for the paraphrase module.

This is the case, for example, for the paraphrase generation module, 
as it is integrated into the Expression Manager, a key element in the 
interactions between the user and the robot. On the other hand, if 
the architecture presented in this section is deployed on a platform 
with enough resources, we might prefer to run the models locally 
to avoid potential problems caused by communication with external 
machines. Because of this, the tools presented in this work can be 
deployed in one of three manners. GPT-3 models are only accessible 
through the API provided by OpenAI, and thus they run the inferences 
on their servers. For those models that are accessible to researchers, 
we provide two possible solutions: running the models directly on 
Mini or deploying them on our external server. This server has been 
specifically designed to run machine learning models, which are too 
computationally demanding for Mini’s hardware. It has an Intel Core 
i9-10900K CPU that runs at 3.7 GHz, an NVIDIA GeForce RTX 3090 
GPU, and 64 GB of RAM.

Robot’s Applications
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A
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Fig. 8. Schematic view of Mini’s architecture. The work presented in this 
manuscript has been integrated in the blocks in dark blue.

Fig. 7. Mini, a social robot developed for interacting with older adults suffering 
from mild cognitive impairment.
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1 paraphrase_config:{

2      'model': 't5',

3      'translator': 'deepl',

4      'mode': 'local',

5      'paraphrase': 'on',

6      'pauses': 'on'

7 }

Fig. 9. Example of the YAML file used for configuring the paraphrase module.

VI. Evaluation Methods

This section outlines the evaluation setup for assessing the quality 
and efectiveness of paraphrased sentences, the evaluation of the user-
adapted semantic description generation approach and the models 
used for paraphrase generation in Spanish and English. First, we 
describe the metrics that will allow us to compare the models used 
for user-adapted text modification and paraphrase generation. In 
this last case, separate comparisons have been performed for models 
trained in Spanish and models trained in English. Next, we describe 
the evaluations that have been conducted to test the two contributions 
presented in this manuscript.

A. Metrics
There are three main factors that we need to keep in mind when 

evaluating the quality of a paraphrased sentence: (i) the inference time 
should be as low as possible so that it does not hinder the interaction 
with the user; (ii) the meanings of the original and paraphrased 
sentences should be as close as possible; and (iii) the original and 
paraphrased sentences should be as different as possible. The inference 
time is a critical factor when using AI models in human-robot 
interactions, as studies have shown that responses in a conversation 
can lose their meaning if they are delivered too late. Times over 
two seconds make it impractical to achieve an optimal interaction. 
Moreover, to measure the similarity between two sentences’ meanings 
and how they are written, we use two metrics widely used in NLP: the 
BiLingual Evaluation Understudy (BLEU) and BERT scores.

1. BLEU
The BiLingual Evaluation Understudy score [42] is used to evaluate 

the quality of an automatic translation; that is, it indicates the similarity 
between the translation generated by the model and a translation 
made by a human being. The main advantage of this metric is that 
it is easy to calculate and interpret, is language-independent, and 
tends to match human evaluations. Since its inception, it has spread 
from automatic translation to other NLP tasks, such as paraphrase 
generation. Using BLEU in our evaluation, we will be able to assess 
if the paraphrasing process generates sentences that are different 
enough to add real variability to the robot’s speech.

BLEU compares matching words in both sentences, known 
as n-grams, where n indicates the number of words compared 
simultaneously. This metric also penalises the candidate sentence based 
on the lengths of the original and candidate sentences. Once the metrics 
for the individual n-grams have been computed, we can calculate the 
cumulative BLEU score. This value can go from zero, i.e. two sentences 
are completely different, to one , i.e. both sentences are identical. We 
will attempt to obtain the lowest BLEU score possible because we want 
to obtain a sentence distinct from the original. In our research, we used 
the BLEU-2 and BLEU-3 metrics. The former computes the geometrical 
average of the 1-gram and 2-gram precisions, while the latter computes 
the geometrical average of the 1-gram, 2-gram, and 3-gram precisions. 
These metrics have been initialised with the weights shown in Table III.

TABLE III. Weights Used for the BLEU-2 Y BLEU-3 Metrics

1-gram 2-grams 3-grams

BLEU-2 0.25 0.25 0

BLEU-3 0.33 0.33 0.33

2. BERT
The BERT score [43] evaluates the semantic similarity between 

sentences. To do this, contextual embeddings are generated using 
BERT to represent the tokens in both the original and candidate 
sentences. Tokens are then compared using the cosine similarity. In the 
BERT score computation, precision and recall are calculated based on 
this comparison. Precision is determined by the proportion of tokens 
in the candidate sentence with a high cosine similarity with any token 
in the original sentence. It measures the relevancy of the generated 
tokens to the original sentence. On the other hand, recall represents 
the proportion of tokens in the original sentence with a high cosine 
similarity with any token in the candidate sentence. It measures the 
coverage of the generated tokens compared to the original sentence.

Using both values, F1-score is computed. The F1-score provides an 
overall measure of the similarity between the meanings of the original 
and generated sentences. Its value is between 0 and 1, with 1 indicating 
the highest possible similarity. Thanks to this metric, we will be able 
to ensure that the paraphrased sentences maintain the meaning of 
the original utterance while adding variability to the robot’s speech, 
which could hinder the interaction.

B. Evaluation of the User-adapted Semantic Description 
Generation Approach

In this evaluation, we measured the response times of the three 
modules of the user-adapted semantic description generation pipeline: 
the random topic generator, the semantic description generator, 
and the user-adapted text modification module. The evaluation 
process involved running the system 200 times. Each run started 
with a random topic generated by the topic generator. The semantic 
description generator then produced an arbitrary description related 
to the topic. This description was then adapted to the user using the 
text modification module. The response times of the pipeline were 
analyzed throughout the iterations.

C. Evaluation of the Models Used For Paraphrase Generation
This evaluation compared different models for their effectiveness 

in paraphrasing sentences. The evaluation was conducted separately 
for models trained in Spanish and English. A set of 539 sentences was 
used for the evaluation. These can range from having one word to 80. 
Table VIII in Appendix A shows an example of sentences extracted 
from the set used for evaluating our solution. When evaluating the 
models trained in English, the sentences have been translated first 
from Spanish and then back to this language after being paraphrased.

We tested the mT5 and BERT2BERT models to paraphrase 
sentences directly in Spanish. We fine-tuned the mT5 model ourselves 
(the HFT5 model). During the evaluation, we passed every sentence 
through both models and compared the paraphrased sentences 
generated by the models with the original sentences using the BLEU 
and BERT scores. We also measured the time required to obtain the 
paraphrased sentences. For this, the paraphrase pipeline returns, 
alongside the paraphrasing result, the timestamp at four points in 
the process: (i) when the paraphrase request is received; (ii) when the 
translation from Spanish to English is completed; (iii) when the model 
has returned the paraphrasing result; and (iv) after the paraphrased 
sentences have been translated back into Spanish. For this first test, 
there was no translation, so we only used the timestamps for points 
(ii) and (iii). In this evaluation, the models were deployed locally. Once 
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all the sentences were paraphrased, we calculated the average values 
of the metrics and the response time.

Regarding the models trained to perform paraphrasing in English, 
we tested the PMO-T5, Parrot, PEGASUS, and GPT-3 models. We 
evaluated these models using the same sentences used to evaluate the 
models trained in Spanish. This means that, in this case, the sentences 
had to be translated from Spanish to English, and the paraphrase 
results had to be translated back into Spanish. For this evaluation, we 
used the DeepL translator web service. Because of this, we present 
two separate sets of measurements: (i) the BERT and BLEU scores 
for the original sentences after translating them into English and 
the sentences generated by the models before translating them back 
into Spanish (which demonstrates the performance of the models 
themselves, without the translation from Spanish to English and from 
English to Spanish); and (ii) the BERT and BLEU scores for all four 
models calculated by comparing the original sentence in Spanish 
and the generated sentence after translating it back into Spanish (the 
performance of the entire pipeline).

VII.   Results

In this section, we discuss the results obtained for the evaluation 
of the User-adapted Semantic Description Generation approach and 
the Paraphrase generation models. These results include both the 
ones obtained using the metrics described in Section VI, as well as the 
inference time for each of the two contributions presented.

A. Results of the User-adapted Semantic Description Generation 
Approach

This section will cover the quantitative results of user-adapted 
semantic description generation. By analysing the response times 
of our pipeline, we evaluated the system iteratively to validate its 
performance. The results are shown in Table IV. Appendix B shows 
various user-adapted semantic description generation examples from 
the set used to evaluate our pipeline. We can see that the median 
response time of the entire pipeline is 4.87 seconds. Within the 
pipeline, the topic generation module is relatively fast, with a median 
time of 0.23 seconds, followed by the description generation module. 
Finally, the text adaptation module is the slowest, with a median time 
of 3.29 seconds.

TABLE IV. Inference Time Response Statistic Analysis for the User-
adapted Semantic Description Generation Pipeline

Random 
Topic 

Generation

Semantic 
Description 
Generation

User- 
adapted text 
modification

Complete 
Pipeline

Min (s) 0.20 0.36 0.82 1.46

Max (s) 12.64 13.16 8.42 16.89

Median (s) 0.23 1.02 3.29 4.87

Regarding the user-adapted text modification module, we used 
the metrics described in subsection VI.A to evaluate the ability of the 
model to maintain the original content of the text; however, it should 
be noted that our aim in developing the user adaptation module is 
not to remain faithful to the text itself but rather to ensure that the 
end user understands the text. As in evaluating response times, we 
performed 200 iterations with the module configured to interact with 
an older adult using the prompts shown in Section III to analyse its 
performance. The average value of the BERT score is 0.76; this value 
suggests that we are not losing the main ideas and intentions of the 
original texts. On the other hand, for the BLEU scores, we obtain 
averages of 0.33 for BLEU-2 and 0.28 for BLEU-3; these are low scores 

overall, which may mean that the text has different sentence structures 
and words in more complete adaptations.

Several videos in which the application is used have been recorded 
to demonstrate its use. To make the part of the text being adapted 
to the user easier to perceive, the topic that was chosen is wine; in 
the first video, the generated text is shown without adaptation11. The 
second video and the third video show, respectively, the adapted text 
for an elderly person12 and a child13.

B. Results of the Models Used For Paraphrase Generation
As covered in section VI, we have compared the different models in 

Spanish and English. Regarding the Spanish models, the results, shown 
in Table V show that the mT5 and HFT5 models obtained similar 
BLEU-2/3 and BERT values (0.76/0.74 and 0.77, respectively), while 
the difference between these values is higher for the BERT2BERT 
model (0.62 and 0.50/0.43). Regarding the inference time, mT5 and 
BERT2BERT were able to generate new sentences in under two 
seconds (0.88 s for mT5 and 1.42 s for BERT2BERT). For HFT5, the 
time required to obtain a prediction averaged 4.04 seconds, which is 
significantly slower than the inference time of the pretrained mT5 
model, although their BERT and BLEU-2/3 scores were similar.

TABLE V. Evaluation Results for the Models Fine-Tuned for 
Paraphrasing Sentences in Spanish

BERT BLEU-2 BLEU-3 local
t (s)

mT5 0.77 0.76 0.74 0.88

HFT5 0.79 0.78 0.76 4.04

BERT2BERT 0.62 0.50 0.43 1.42

When we manually evaluated the paraphrase generation results in 
Spanish, we observed that the sentences generated by the mT5 model 
were either identical to the original sentences or lost their original 
meaning. The latter problem was also observed in the sentences 
generated by the BERT2BERT model. We also observed that the mT5 
model truncated sentences greater than a certain length. These issues 
also appeared in the sentences generated with t he HFT5 model. 
Finally, during this manual review, we observed that there were cases 
in which the paraphrased sentences present objectively good results, 
as they maintain the meaning of the original sentence while changing 
how it is written, but they might not make complete sense or might be 
phrased in a way that will sound weird to users.

As far of the models trained to perform paraphrasing in English, 
the results, shown in Table VI, give an idea of how good the selected 
paraphrasing models are and how good the proposed translator-
paraphrase-translator architecture is for our application (paraphrasing 
sentences in Spanish).

When we analyse just the paraphrase step, the results obtained are 
very similar for the Parrot and PEGASUS models, which have BERT 
scores that are higher than their BLEU-2/3 scores (0.69 and 0.44/0.38 for 
the former, 0.66 and 0.32/0.37 for the latter). On the other hand, we saw 
an increase in all the metrics for the PMO-T5 model, which has high 
BERT and BLEU-2/3 scores (0.88 and 0.76/0.7, respectively). Finally, 
the GPT-3 model scores (a BERT score of 0.74 and a BLEU-2/3 score 
of 0.55/0.48) were between those obtained for the PMO-T5 model and 
those obtained for the Parrot and PEGASUS models. When we add the 
translation steps before and after paraphrase generation, we can see a 
similar increase in all metrics. Finally, we compare the times required 

11   https://youtube.com/shorts/E7azQgY4HD8?feature=share
12   https://youtube.com/shorts/mRUOn1MBzuQ
13   https://youtube.com/shorts/Vy3_n-VBITM
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to obtain a paraphrased sentence. We see that the PMO-T5 and GPT-3 
models show the best results, both when they are run locally (2.04 s 
for PMO-T5, 2.01 s for GPT-3) and when they are run on the external 
server (1.61 s for PMO-T5, 1.59 s for GPT-3), compared with the Parrot 
(3.16 s when run locally, 2.27 s when run on the server) and PEGASUS 
(3.46 s when run locally, 2.05 s when run on the server) models. If we 
evaluate the models individually (without taking the translation steps 
into account), we see that the PMO-T5 model ran faster than GPT-3 
(0.85 s/0.61 s for PMO-T5 and 1.06 s/0.74 s for GPT-3 when they are 
run locally / on the server), while Parrot proved to be the slowest (2.76 
s when run locally and 1.2 s when run on the server).

TABLE VI. BERT and BLEU Scores, and the Inference Time for Local 
and Remote Execution, for the Models Trained in English When 

Evaluating Only the Paraphrase (Paraph), and When Evaluating the 
Entire Pipeline (Trans-Paraph-Trans). The Highest BERT Score and 
the Lowest BLEU Score and Inference Times Have Been Highlighted 
in Bold for Evaluations That only Consider the Paraphrase and for 

Evaluations That Consider the Entire Pipeline

BERT BLEU-2 BLEU-3
local
t (s)

remote
t (s)

PMO-T5  
paraph

0.88 0.76 0.7 0.85 0.61

PMO-T5  
trans-paraph-trans

0.77 0.56 0.46 2.04 1.61

Parrot
paraph

0.69 0.44 0.38 2.76 1.2

Parrot 
trans-paraph-trans

0.5 0.31 0.25 3.16 2.27

PEGASUS
paraph

0.66 0.44 0.37 2.57 1.12

PEGASUS
trans-paraph-trans

0.51 0.32 0.25 3.46 2.05

GPT-3
paraph

0.74 0.55 0.48 1.06 0.74

GPT-3
trans-paraph-trans

0.56 0.39 0.31 2.01 1.59

Finally, as a proof of concept for the paraphrase module, we used 
one of Mini’s applications: telling stories to the user. We chose one of 
the stories and recorded one video in which the robot tells the story 
as is14 and another in which the robot paraphrases the story before 
telling it15. This is done by passing the sentences in the story through 
the paraphrase pipeline one by one.

14   https://youtube.com/shorts/rERpBROzhtw?feature=share
15   https://youtube.com/shorts/WGWZ4NN6fz8?feature=share

VIII.  Discussion

The results of the Spanish paraphrasing models indicated that mT5 
had high BLEU and BERT scores, meaning similar meanings to the 
originals but with limited wording variation. In contrast, BERT2BERT 
produced different sentences that lost some original meaning. In the 
case of the English paraphrasing models, PMO-T5 had the highest 
scores for both metrics, sacrificing some original meaning for more 
diverse sentences. There was a trade-off between semantic and text 
similarity, and the Spanish paraphrased sentences were generally 
of lower quality than English, as shown in Table VII. Therefore, 
we decided to focus on those modules finetuned for paraphrasing 
sentences in English.

If we focus on the adaptation that the UASDG pipeline performs, 
on top of the text and semantic similarities, there is a third factor that 
also plays a role: how well the paraphrased text takes into account 
the profile of the user interacting with Mini (if the user is a child or 
an older adult). The analysis of the results obtained by computing 
the BERT and BLEU-2/3 scores indicates that the method maintains 
semantic relevance in the context of both texts. In contrast, the 
modified text does not bear much resemblance to the original, which 
reflects the effort made by the model to adapt the text so that it can 
be better understood by the user. A possible reason for these results, 
compared to those observed for the paraphrase module, is that the text 
has to be adapted to different audiences, and this introduces a certain 
level of variability. User-adapted text modification tends to highlight 
the main concepts found in the original text, leading to the omission 
of things that may be too complex for the user or not important for 
understanding the original topic, as shown in Table IX, Appendix B. 
There must be a trade-off between omitting complex elements and not 
undermining the understanding of the text.

Conversely, focusing on the entire UASDG pipeline, the ability to 
adapt to the user’s profile and the possibility of autonomously selecting 
conversational topics may enhance the perceived intelligence and 
naturalness of the robot, thus improving its interactions. Nevertheless, 
there are still some challenges to overcome in full integration. In 
general, integrating generative language models in this scope gives 
us flexibility and provides creativity to some extent without losing 
naturalness. The correct design of the prompt in each module allowed 
us to correctly match the expected performance in the preliminary 
results. Although the initial objectives have been met, despite the 
fact that we made several templates adjusted to the profiles shown 
in the examples, a dynamic adaptation should also be created to not 
restrict the possible user profiles [24]. Our pipeline can generate 
semantically rich text efficiently. Topic generation has proven to be a 
useful tool providing the system with spontaneity and creativity. On 
the other hand, the text adapted to the user shows high grammatical 
malleability without losing the semantics of the original text, which 
helps the message reach the user in optimal shape.

TABLE VII. Examples of Failed Paraphrases When Using Models Trained in Spanish

Spanish sentence English translation

Original ¿Quieres continuar con el juego? Do you want to continue with the game?

Paraphrased En el juego, ¿Quieres continuar con el juego? In the game, do you want to continue with the game?

Original Me llamo Mini y soy un robot social. My name is Mini, and I am a social robot.

Paraphrased Me llamo Mini y soy un robot social. My name is Mini, and I am a social robot.

Original ¿Cómo te llamas? What is your name?

Paraphrased ¿Cómo se llama la llama? What is the flame’s name?

Original Me llamo Mini y soy un robot social. My name is Mini, and I am a social robot.

Paraphrased Me llamaron Mini y somos una mente social. They called me Mini, and we are a social mind.
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Even though the quality of the text generated by the models we 
use in our applications is a key aspect that can be used to assess the 
usability of the modules presented in this manuscript, another factor 
must be taken into account. These models will be integrated into a 
robot designed for human-robot interaction. As we mentioned in 
Section VII, messages conveyed by a participant in a conversation can 
lose their meaning if they are delivered with an extreme delay. Some 
studies set the maximum delay between interaction turns to 2 seconds 
[16], although other works contend that this time should be lower 
(around 1 second) [17]. Because of this, it is important to consider the 
inference time when deciding whether a model can be integrated into 
our architecture. The HFT5 model was unfit for real interactions using 
the paraphrase module, as its inference time is above two seconds. 
While the BERT2BERT model does meet the two-second threshold, 
its inference time is still too close to this threshold, meaning that the 
rest of the robot’s modules involved in conveying responses to the user 
would have to perform their tasks in under 0.6 seconds for the total 
response time to be under 2 seconds. Finally, the pretrained version 
of mT5 is the only model trained in Spanish that could perform at the 
speed required in real interactions. For the models trained in English, 
only the PMO-T5 and GPT-3 models can perform below the selected 
threshold, and they can do this only when they are deployed on the 
external server. However, in both cases, the mT5 model in Spanish 
has the same issue (the total time is too close to the limit). Here, it 
is important to mention two things. First, the measured times do not 
consider the delay introduced by the communication between the robot 
and the server. Second, the inference time was obtained by averaging 
the time required to paraphrase the entire list of sentences used by 
Mini. However, some of the sentences used were significantly longer 
than the rest, increasing this average value. Most of the sentences used 
by Mini in common situations are shorter, and thus the time required 
to paraphrase them will be lower.

When it comes to UASDG response times, on the other hand, we 
found relatively longer overall times for the entire pipeline. The topic 
generation module is faster than the rest of the modules because it 
generates a single term and has a short prompt, which means that the 
model can work with a smaller amount of text. On the other hand, the 
slowest module in the pipeline is the module that has to handle the 
largest amount of text, which is the user-adapted modification module; 
however, there is a key difference between the UASDG and paraphrase 
modules. The UASDG functionality will be part of a robot’s skills, 
which means it will not be part of every interaction between Mini and 
the user. Additionally, this module is not used to respond to the user’s 
inputs, which softens the time requirements. Additionally, in the case 
of excessively long waiting times during the execution of the pipelines, 
we have deterrent techniques with utterances for the robot to use to fill 
these gaps without affecting the interaction. For these reasons, making 
UASDG follow the two-second rule is not as critical as ensuring that 
the paraphrase module follows this rule.

Finally, while the results observed are encouraging, a series of 
limitations must be addressed. One of the main limitations, which is 
due to the large sizes of these models, is the computational capacity 
required for training and inference and its related costs. In the case of 
the text generation module in the UASDG pipeline, because it is a large 
decoder-based model, its use leads to a higher latency in the inference 
that, when implemented with social robots, can affect its immediacy 
and thus the naturalness and fluidity of the interaction. We were able 
to mitigate this limitation by training and deploying our models on 
an external server, but these tasks can still be challenging. A second 
limitation connected to the selected models is that some of them (like 
GPT-3) are proprietary models, which limits the level of access that we 
have to them. Regarding the evaluation of the proposed modules, we 
decided to focus on objective evaluations, as they can help us determine 

if a particular model can or cannot be integrated into our architecture, 
and they give us a good idea of how these models are going to perform. 
However, sometimes the perception that the user has of a robot 
does not coincide with the results provided by objective metrics. For 
example, while the BERT score might indicate that Mini’s dialogues 
are losing part of their meaning after going through the paraphrase 
module, this may not be an issue for the user, and the interaction might 
still be satisfactory. Thus, conducting a subjective evaluation of the 
modules presented in this manuscript would be useful. Also, another 
limitation of the evaluation of the paraphrase generation module is 
that the sentences generated by the models fine-tuned for paraphrasing 
sentences in English were evaluated by Spanish native speakers, which 
could have affected their perception of the appropriateness of these 
sentences. Finally, some technical limitations related to the paraphrase 
module must be mentioned. The first one is connected to the format 
that the paraphrase module expects the input sentence to have. Text-
to-speech modules used in robotics can provide special commands for 
modifying how a sentence is uttered (for example, introducing pauses 
into the speech or altering the prosodic features of the voice) or for 
introducing non-verbal sounds (like a laugh or a yawn). However, the 
proposed method for paraphrasing sentences does not allow these 
commands. Thus, if this module has to be used with a TTS module 
that allows these commands, it would be necessary to remove the 
commands before sending the sentence to the paraphrase module and 
then put them back once the output sentence is received. Finally, one 
last limitation that has to be considered is that paraphrasing sentences 
has a chance of resulting in text that makes no sense, which could 
hinder interactions (although our results show that this is not common). 
Regardless of these limitations, the results obtained by evaluating the 
integration of the NLP applications presented in this manuscript into 
Mini’s architecture indicate that our work was completed successfully.

IX. Conclusions

In this work, we have presented how language models can enhance 
human-robot interactions. In particular, we have addressed two 
problems. First, we implemented a mechanism that allows robots to 
talk about topics that have not been considered beforehand. To this 
end, we used the GPT-3 model to generate an appropriate topic of 
conversation and then to obtain relevant information about this topic. 
Moreover, the received information needs to be adapted to the person 
the robot is talking to. Thus, the robot adapts the conversation to 
the profile of the user. With this mechanism, when the robot is, for 
example, interacting with a child, it uses language that is not technical 
so that the child can understand it.

Second, when interacting with robots that use predefined utterances, 
the user might perceive the robots as repetitive and monotonous. To 
mitigate this issue, we have integrated different language models for 
paraphrasing predefined texts written in Spanish. The results have 
shown a trade-off between the variety we can introduce in the text and 
the amount of meaning that is lost in the process. Additionally, when 
English-based models are used, English-Spanish translations produce 
significantly more variability than the direct use of Spanish-based models.

Both mechanisms have been integrated into our social robot, Mini, 
considering the fact that additional interaction delays might reduce 
the interaction quality. While the results obtained are encouraging, 
there are still some limitations that should be tackled in future work. 
These limitations include the computational power required to run 
some of the larger language models, the latency that these modules 
introduce in interactions, and the lack of control over proprietary 
language models (like GPT-3). Regardless, the results point towards 
the advantages that integrating transformer-based NLP solutions can 
provide for the interaction capabilities of social robots.
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Appendix

A. Examples of Sentences Used for the Evaluation of the Paraphrase Pipeline

TABLE VIII. Examples of Paraphrases When Using Models Trained in Spanish, With Their Translation to English

Spanish original sentence English translation

¿Cúanto es 9 menos 4? What is the result of 9 minus 4?

¿En qué ciudad se encuentra esta torre? In which city is this tower located?

¡Empezamos! Let’s start!

Muéstrame una tarjeta con un objeto verde. Show me a card with a green object.

Vamos con una fácil para empezar. Let’s start with an easy one.

Claro, a mi las noticias a veces me aburren. Sure, I sometimes get bored of the news.

¿Quieres elegir otro cartón? Do you want to choose another card?

Podemos repetirlo en otro momento. We can repeat this another time.

Los árboles eran el pino, el abeto, el roble y el sauce. The trees were the pine, the fir, the oak, and the willow.

¡Muy bien! Very good!

Para saber la respuesta dividimos 12 entre 3. El resultado es 4 lápices por 
persona.

In order to find the answer, we divide 12 by 3. The result is 4 pencils per person.

Se trata de la catedral de Zamora. Pero qué bonita es esta ciudad. It is the cathedral in Zamora. Oh, how beautiful this city is.

¿Cuáles de estas palabras son deportes? Which of these words are sports?

Esta palabra es algo que se encuentra en un baño. This word is something that you can find in a bathroom.

¿Cuánto da si resto 8 a 20? What is the result of subtracting 8 to 20?

¿Estás seguro de que no tienes línea?, mira bien tu cartón. Seguimos para bingo. Are you sure that you don’t have a line? Check your card again.

Por favor, muéstrame un hexágono. Please, show me an hexagon.

Juan va al mercado. La carne le cuesta 12 euros, y paga con un billete de 20. 
¿Cuánto le tienen que devolver?

Juan goes to the market. Meat costs 12 euros, and he pays with a 20 euro bill. 
How much change is he getting?

Acuérdate de contestar usando el micrófono. Remember to answer using the microphone.

¿De qué animal se trata? Which animal is this?

¿Qué palabra de la pantalla está relacionada con agua? Which word in the screen is related to water?

La respuesta era casa, mochila, alfombra y pelota. The answer was house, backpack, carpet, and ball.

En este juego, te voy a ir enseñando objetos, y luego tú, tienes que pulsar en la 
persona de la pantalla que utiliza ese objeto para su profesión.

In this game, I will show different objects to you, and you have to select among 
the people in the screen the one that uses that object in their work.

La solución es plátano. The answer is bannana.

Este ejercicio es para ver cómo de bien conoces la ciudad de Zamora. Yo te voy 
a ir enseñando edificios conocidos de la ciudad y tú me tienes que decir cómo 

se llaman.

This exercise aims at evaluating how well do you know the city of Zamora. I 
will show you known buildings in the city, and you have to tell me their name.

La solución era mochila. The answer was backpack.

En la imagen había 1 euro y 14 céntimos. The image showed 1 euro and 14 cents.

En este ejercicio, voy a ir mostrando colores por el corazón y tú tienes que 
seleccionar en la pantalla, el objeto que sea del mismo color.

In this exercise, I will light my heart in different colours, and you have to select 
on the screen the object that is the same colour.

¿Qué edificio es el que muestro ahora? Which building am I showing now?

En este juego, voy a ir poniendo diferentes fotos de comida y me tienes que 
decir a qué zona de España pertenece. Para que no sea my difícil, te voy a dar a 

elegir entre tres opciones. A ver qué tal se te da.

In this game, I will show you different pictures of food, and you have to tell the 
region in Spain that food belongs to. Just so it is not that hard, I will give you 

three options to choose from. Let’s see how you do.

¿Cuáles son las palabras que te he dicho? Dímelas por el micrófono de una en 
una.

What are the words that I just said? Say them through the microphone one by 
one.

¡Bravo! Cómo me gusta esta canción. Espero que a ti también. Bueno, vamos a 
seguir con más ejercicios.

Bravo! Oh, how I love this song. I hope you like it too. Well, let’s continue with 
more exercises.

Contesta cuando escuches el pitido. Answer after you hear the beep

Parece que no nos estamos entendiendo, debe de haber algún problema. It seems that we are not understanding each other, there must be a problem.



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº3

- 18 -

TABLE IX. Examples of Semantics Description Generations Used for Evaluation. It Is Worth Noting How User Adaptation Is Able to Synthesise 
Long and Detailed Texts to Improve the End-user’s Understanding

Topic Semantic Description Elder Adaptation Child Adaptation

Glasses

Glasses are a type of optical device that is worn on the eyes to 
correct vision. They can be used for reading, watching television, 
or computer use. Glasses are also called spectacles and they come 
in many different types and styles. The most common types of 
glasses include bifocals (which have two lenses), trifocals (which 
have three lenses) and progressives (which allow you to see 
objects at progressively closer distances)

Glasses are something you wear on 
your eyes to help you see better. 
They come in many different 
kinds and styles, and can be used 
for different things like reading, 
watching TV, or using a computer. 
The most common types are called 
bifocals (with two lenses), trifocals 
(with three lenses), and progressives 
(which help you see things up close).

Glasses are like special helpers for 
your eyes. They help you see things 
better, like when you read a book or 
look at a computer. There are many 
different kinds of glasses, but the 
most common ones have two or three 
lenses. These help you see things up 
close or from far away.

Pizza

Pizza is a flat bread that originated in Italy. It is usually topped 
with tomato sauce, cheese and various meats such as ham, sausage 
or bacon. The word pizza comes from the Italian word pizze which 
means “pie” (as in pie crust)

Pizza is a type of food that started in 
Italy. It’s like a flat round cake with 
tomato sauce, cheese, and different 
meats like ham, sausage, or bacon on 
top. The word “pizza” comes from the 
Italian word “pizze” which means a 
type of pastry.

Pizza is a type of food that started in 
Italy. It’s a flat bread with yummy 
things on top like sauce, cheese, and 
meats like ham or sausage. The name 
“pizza” comes from a word in Italian 
that means “pie”.

The Great 
Pyramid

The Great Pyramid of Giza is the oldest and largest of the three 
pyramids in the Giza Necropolis bordering what is now El-
Gizah, Egypt. It was built as a tomb for Fourth Dynasty Egyptian 
pharaoh Khufu (Cheops) around 2560 BC or earlier during the 
Old Kingdom period. The pyramid, originally named Khufu’s 
Pyramid but known to its builders as ¨the Great Pyramid¨, has an 
area of about 230,000 m2 (23 acres), though it is not quite square. 
It is made from 2.5 million blocks ranging in size from 1 to 10 tons 
each. Originally covered with casing stones that formed a smooth 
outer surface, some ancient sources claim that this covering was 
removed at some point in antiquity; however it remains one of 
only two large stone structures ever built by humans without any 
metal tools, It stands 648 feet tall and contains over 100 chambers 
on its four sides: King’s Chamber – where pharaohs were buried 
– Queen’s Chamber – where queens were buried, Grand Gallery 
- which connects King’s chamber with Queen’s chamber via an 
underground passage called “Queen’s tunnel”, and Subterranean 
Chambers - which are located under all other chambers except for 
Kings’ chamber

The Great Pyramid of Giza is a very 
old building in Egypt. It was made a 
long, long time ago, around 2560 BC. 
It was built for a king named Khufu 
and was used as a place to keep his 
body after he died. The pyramid 
is very big and was made with big 
stones that weigh a lot. It’s 648 feet 
tall and has many rooms inside, 
including a room for the king and 
one for the queen. There’s also a big 
hallway and some rooms under the 
ground.

The Great Pyramid of Giza is a really 
old and big building in Egypt. It was 
made a long, long time ago to be a 
tomb for a king named Khufu. It’s 
made of lots and lots of big blocks of 
stone, and it’s so big that it’s like an 
entire town! It’s also very tall, almost 
as tall as a big building with 20 
floors! Inside the pyramid, there are 
many rooms and chambers where the 
king and queen were buried.  There’s 
even a secret underground passage 
that connects the rooms!
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Abstract

One of the main advancements in distributed learning may be the idea behind Google’s Federated Learning 
(FL) algorithm. It trains copies of artificial neural networks (ANN) in a distributed way and recombines the 
weights and biases obtained in a central server. Each unit maintains the privacy of the information since the 
training datasets are not shared. This idea perfectly fits a Multi-Agent System, where the units learning and 
sharing the model are agents. FL is a centralized approach, where a server is in charge of receiving, averaging 
and distributing back the models to the different units making the learning process. In this work, we propose 
a truly distributed learning process where all the agents have the same role in the system. We suggest using a 
consensus-based learning algorithm that we call Co-Learning. This process uses a consensus process to share 
the ANN models each agent learns using its private data and calculates the aggregated model. Co-Learning, 
as a consensus-based algorithm, calculates the average of the ANN models shared by the agents with their 
local neighbors. This iterative process converges to the averaged ANN model as a central server does. Apart 
from the definition of the Co-Learning algorithm, the paper presents its integration in SPADE agents, along 
with a framework called FIVE allowing to develop Intelligent Virtual Environments for SPADE agents. This 
framework has been used to test the execution of SPADE agents using Co-Learning algorithm in a simulation 
of an orange orchard field.
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I. Introduction

This paper follows a research line related to multi-agent learning. 
So, it extends the work presented by Carrascosa et al. [1], where 

a new algorithm based on Federated Learning and Consensus in 
Multi-Agent Systems named CoL was presented. This extension 
focuses in how this kind of algorithms can be tested in execution in a 
close to real simulation using a new Intelligent Virtual Environment 
(IVE) generator.

Multi-agent Learning is currently a hot topic mixing machine 
learning with distributed systems. It can be found two main different 
kinds of such systems: the ones where the learning is a specific part of 
the system carried out by one (or a few) agents of the system (like in the 
work by Sánchez San Blas et al. [2]) where the deep learning is made 
by an agent in a complex system dedicated to the automatic detection 
of illegal swimming pools), and the ones where all agents make the 
same kind of deep learning process (that is, the learning also uses a 
distributed approach). In this last kind of system is where the proposed 
algorithm is classified. The proposed algorithm intends to get the most 
out of a distributed approach. It tries to mix the learned parameters in 

each agent with the parameters trained in its local neighbors without 
knowing the whole system. Moreover, this kind of learning algorithm 
preserves the privacy of the data used for the learning process by each 
agent in his local learning.

These features are, in some way, present in other approaches, mainly 
Federated Learning (FL). The FL algorithm was defined by Google [3]. 
The main idea behind this algorithm is to take advantage of distributed 
learning and maintain the privacy of the data used by each node in 
the learning process. The algorithm uses two different kinds of agents: 
server and client. The server defines the training model and sends it to 
all the clients. Then, clients train with their private data and send the 
model back to the server. Finally, the server aggregates all the models, 
for example, calculating an averaged one. This global model is sent back 
to execute the next training iteration. Kairouz et al. [4] analyze deeply 
the open challenges related to FL algorithms. It should be emphasized 
that the connection topology among the agents significantly influences 
the convergence rate in decentralized distributed learning processes. 
Nonetheless, the FL approach has noteworthy characteristics worth 
considering. Firstly, it maintains a distributed nature while operating 
with a centralized framework, implying that the system synchronizes 
and evolves based on the pace of the slowest agent. Furthermore, it lacks 
fault tolerance, rendering it vulnerable in scenarios where agents fail to 
respond or vanish, and it does not accommodate the incorporation of 
new agents during execution.

These features are of great importance when developing systems that 
must work in environments with a high probability of communication 
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failure, where agents communicate sporadically, or when they must 
deal with disconnection periods to save battery. This situation appears 
in rural areas, characterized by limited connectivity and where the 
system may remain isolated without supervision for extended periods. 
These features can be obtained if, instead of using a centralized 
approach, a fully distributed one is used, as is the one followed by a 
consensus algorithm according to Olfati-Saber and Murray [5].

This paper presents a consensus-based learning algorithm coined 
Co-Learning or CoL, trying to take advantage of a completely 
decentralized approach for an FL-like learning algorithm. Along with 
presenting the CoL algorithm definition and description, an actual 
implementation using SPADE agents [6] is provided.

SPADE (Smart Python Agent Development Environment) [6] 
is a framework for developing intelligent agents in Python. The 
communication layer uses XMPP (Extensible Messaging and Presence 
Protocol)1 as an instant messaging protocol. 

This platform has been used in different areas, especially in IoT  
[7]. The CoL implementation in SPADE takes advantage of the 
Presence feature of the XMPP so that it can detect when a neighbor 
agent decides not to go on being connected or fails its connection, 
not having to wait for a deadline to acknowledge those failures. There 
is also some previous work in implementing a pure FL algorithm in 
SPADE agents, called FLaMAS [8].

In multi-agent systems, communication between agents is essential, 
and SPADE agents have an integrated message dispatcher that allows 
communication between them.

The SPADE agent model is based on behaviors. They are tasks that 
repeat upon a particular time pattern: one-shot, periodic, finite state 
machines (FSM) or even BDI (Belief Desire Intention) [9] behaviors, 
which allows reactive and deliberative capabilities in the agent.

The paper also presents a new Intelligent Virtual Environment 
(IVE) [10] generator, developed to test SPADE agents in a close-to-
real-world scenario before deployment. Graphical simulations have 
always been a way of testing and validating applications (like in the 
work by Ikidid et al. [11]) where a simulation in ANYLOGIC is used 
to validate a model to control and fluidize vehicle traffic in a multi-
intersection network). Checking qualitatively if a simulation seems 
to work correctly can save hours of work analyzing boring tables 
of numbers. The main problem with these simulations is that they 
usually cost a lot to build or even tune for a specific algorithm.

There is no novelty in proposing just another simulation framework, 
even if discussing a simulated environment, simply to deploy a Multi-
Agent System. Traditionally, simulators that include agency concepts 
simulate the environment and the agents. That is the case, for instance, 
of Netlogo [12], where agents inhabit a matrix-like environment 
formed by patches. However, this simulator is limited to four different 
types of agents, the simulated environment is two-dimensional and 
does not allow the decoupling of its parts. The configuration of this 
monolithic system is produced in the same file.

On the other hand, it may be found what is called an IVE (Intelligent 
Virtual Environment) [10] that is, a virtual environment simulating 
a real world, inhabited by intelligent agents who may interact and 
whose behavior can be easily validated.

JaCalIVE (Jason Cartago implemented Intelligent Virtual 
Environment) [13] can be seen as an example of a framework for 
developing MAS inhabiting an IVE. This framework is based on 
MAM5 meta-model [14]. The idea behind it is to define a simulation 
through such a meta-model, which is compiled into some templates of 
Jason agents [15] and CaRTago artifacts [16] to be completed by the 
simulation developer. This framework has a very formal development 

1   https://xmpp.org/

process, but it is difficult to develop a new simulation or even make 
changes to an existing one.

It can also be found MASON (Multi-Agent Simulator Of Neighborhoods) 
[17], made purely in the Java programming language and released in 
2003. This simulator is mainly oriented toward swarm intelligence and 
multi-agent systems. In addition, it allows you to choose a discrete or 
continuous space in the simulations and visualize the result in a two or 
three-dimensional space. However, achieving a 3D visualization in this 
simulator is not easy or fast and requires the additional installation of the 
Java3D libraries and knowledge of Java programming.

Differently, the proposal presented in this paper looks for an easy 
way of defining and modifying an IVE. This IVE will be developed 
in Unity2, and agents will be SPADE agents [6]. This Simulation 
framework, named FIVE [18], allows us to define the environment 
and incorporate the algorithms to be validated into SPADE agents 
inhabiting such an environment.

The rest of the paper is structured as follows: in Section II 
the Co-Learning algorithm is presented. Next, in Section III the 
implementation of this algorithm in SPADE agents is shown. After 
that, in Section IV new FIVE framework is presented as a way of easy 
and fast creation and modification of Intelligent Virtual Environments 
to test Co-Learning SPADE agents, followed by Section V, where a 
case study with a virtual environment simulating an orange orchard is 
presented. The paper ends with some conclusions in Section VI.

II. Co-Learning (CoL) Algorithm

This section presents the model that supports the distributed 
training of the machine learning model, combined with the consensus 
process to average the parameters learned by the agents. An 
interaction topology delimits the ability of the agents to communicate 
and exchange information.

A. Consensus-Based Multi-Agent Systems
Olfati–Saber and Murray [5] define a consensus process in a Multi-

Agent System (MAS) as a problem where the agents reach an agreement 
about the value of a variable of interest without any intermediate or 
leader that rules the process. It is an iterative procedure. The agent 
ai calculates the new value xi (t + 1) in each iteration, according to 
Equation (1).

 (1)

where Ni denotes the neighbors of agent ai and ε is the learning 
step: a factor bounded by the maximum degree of the network. 
The consensus converges to the average of the initial values  
whenever . This algorithm has been the base for different and 
multiple applications and other algorithms as, for instance, Supportive 
Consensus [19].

Fig. 1 depicts an example of the evolution of consensus over one 
of the weights over this simple synthetic network with four agents 
and initial values x(0) = {0.2, 0.4, 0.6, 0.8}. The convergence value is 

.

B. Consensus in Federated Learning
One of the approaches of FL consists of a set of clients that learns 

the weights of an artificial neural network (ANN) and shares them 
with a central server, which averages the weights to obtain a global 
model. Without losing generality, we can consider each weight as an 
independent variable and execute the consensus process in parallel 
over all the weights simultaneously.

2   http://unity.com
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Let us define a set of n identical agents A; each one implements 
identical ANN structures (same blocks, layers, and neurons). The goal 
is to learn a global model (W, tr) with a set of weights W for a training 
dataset tr. As the model is common, agents need only to share the set 
of weights W. The training dataset is divided into n fragments of the 
same length. The extrapolation of this approach to non-independent 
and identically distributed (non-IID) datasets is direct by using a 
weighted consensus variation [20].

The communication among the set of agents is constrained by a 
topology modeled by an undirected network G = (A, E), where the 
nodes are the agents of set A. The set of edges E formed by pairs (ai , aj), 
denoting that agent ai is connected with agent aj . The neighborhood 
of agent ai is denoted with Ni = {aj ∈ A : (ai , aj) ∈ E}.

Each agent keeps an ANN (Wi , tri ), being Wi a set of weights and 
biases for each layer of the ANN.

 (2)

where Wi, j ∈ ℝn,m represents the weights (or the bias) learned by 
agent ai for the layer j of its ANN. Without losing generality, we 
can assume that the parameters of the ANN can be reshaped into a 
conforming representation.

The process follows the adapted Equation (3).

 (3)

C. Algorithm Description
The Consensus-based Learning Algorithm, named either Co-Learning 

or CoL Algorithm can be described as a set of identical agents learning 
a model through an ANN, where all the agents share the same ANN 
structure. This allows sharing the model being learned by each agent 
with its local neighbors and making a consensus of such model based 
on the Equation (1). This model is formed by the weights matrices 
result of the training of the learning process -Equation (2)-. This 
consensual model is then used for each agent in the next training. 
An agent ai following the Co-Learning algorithm (Algorithm 1) first 
of all will make e epochs of training the algorithm. The result of this 
training is the set of k matrices at Equation (2), and for each one of 
them, the next c iterations of the consensus algorithm, following the 
Equation (1) are made, leading to k new matrices that will be used in 
the training process again.

The process is executed in parallel as many times as parameters the 
ANN has. It can be considered a vectorized version of the evolution 
seen in Fig. 1.

Algorithm 1. Co-Learning (CoL) Algorithm for agent ai

1: while !doomsday do
2:     for f ← 1, e do
3:         W ← Train(f)
4:     end for
5:     for j ← 1, k do
6:         Xi (0) ← Wj

7:         for t ← 1, c do
8:              Xi (t+1) ← Xi (t) + ε ∑aj ∈ Ni

 [Xj (t) − Xi (t)]
9:         end for
10:    end for
11: end while

D. Network Topology
The underlying network topology does not affect the final consensus 

value but does the convergence speed. The effect of different network 
structures has been studied by Carrascosa et al. [1]. Random geometric 
graphs (RGG) are the most balanced solution between the efficiency 
in achieving the consensus value and the robustness under deliberate 
or accidental failures.

In an RGG, agents are located randomly in a square-unit area and 
linked with neighbors within a determined radius. It’s the equivalent 
of a random graph, considering the spatial location of the agents.

Fig. 3 shows the robustness to agent failures of different network 
topologies: square and triangular grids, Kleinberg’s networks, RGG, 
Delaunay triangulation, and Gabriel’s graph (a simplification of 
Delaunay one). Comparing random failures and deliberate attacks, 
RGG and Delaunay have an adequate balance between algorithm 
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Fig. 1. Consensus evolution in a network with four agents. Initially,  
x(0) = {0.2, 0.4, 0.6, 0.8}, so 〈 x(0)〉 = 0.5.
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performance and resilience. Nevertheless, RGG scales better when the 
size of the network grows.

Therefore, the underlying structure selected to configure the 
acquaintance’s graph is an RGG using a given radius from the initial 
location of the agents. When no spatial information about the agents 
is available, we distribute them randomly in a fictitious space.

III. Execution Using SPADE Agents

This section presents the CoL algorithm implementation using 
SPADE agents [21]. Fig. 2 shows the Co-Learning algorithm in a 
network formed by four SPADE agents. Our CoL system is composed 
of two types of agents, initialization and learning agents: There is one 
initialization agent in the platform and n learning agents.

As its name suggests, the initialization agent is the agent in charge 
of setting up the whole system. It starts with reading a CSV file, which 
contains all the information related to the construction of the network 
of agents, indicating to each agent who is in contact. So, each agent 
will subscribe to the presence functionality of its neighbors, provided 
by the XMPP protocol features. The presence is a feature provided by 
the XMPP protocol to SPADE agents, enabling an agent to ascertain 
the status of other agents. This functionality is particularly valuable 
for determining whether an agent is connected and available for 
information exchange. The initialization agent is a utility agent that 
is not involved in the consensus process (in fact, the system has been 
tested adding new SPADE agents to the process during the execution 
of the system, without using this initialization agent).

Learning agents carry out the CoL process, exchanging the ANN 
model information with the neighbors with mutual subscriptions. The 
behavior of these learning agents is defined as a finite-state machine 
(FSM) in SPADE (See Fig. 4).

SETUP TRAIN RECEIVE

CONS.SEND

init epoch e

model j

new model

model i

reconfig

averaged
model

Fig. 4. FSM behavior for the SPADE learning agents doing the CoL Algorithm.

The first state is the SETUP state. In this state, the FSM that 
controls the agent is initialized. Then, it will pass to the TRAINING 
state, where it will train the model during e epochs. The next stage 
is the RECEIVING state, in charge of receiving two different kinds of 
messages: configuration messages and new training weights messages. 
The first one allows modifying the agent’s acquaintances to change 
the network’s structure if necessary. The second one is the messages 
the agents send to their neighbors during the consensus process to 
share their model. When the agent has received a message from all 
its active neighbors sharing their new training weights, it will pass to 
the CONSENSUATING state, where it will calculate a new aggregated 
model applying the consensus equation. Then, it will progress to the 
SENDING state, sending the latest model to its neighbors. While it is 
making c iterations of the consensus algorithm, it will go back to the 
RECEIVING state. When it has finished the c consensus iterations, it 
will go back to the TRAINING set, where it will use the new aggregated 
model to go on training during e epochs.

The RECEIVE–CONS–SEND loop finishes when there are no 
significant differences in the models. Then, the agent can begin a new 
training iteration if needed or conclude the complete process and use 
the ANN model.

IV. FIVE Framework

SPADE agents can run over the physical system or on a simulated 
one without relevant differences. Having available 3D virtual 
environments as close to reality eases the MAS’ development and 
debugging, testing the agents’ behavior in real-world conditions. This 
section describes the FIVE framework (Flexible Intelligent Virtual 
Environment developing framework) that will support the agents 
executing the CoL process.

A. FIVE Architecture
The FIVE framework is composed of three elements:

• The XMPP server.

• The FIVE simulator server, made with Unity3.

• A set of SPADE agents that will populate the simulated 
environment.

Each component can transparently run on separate machines 
(including, of course, each SPADE agent being executed in a different host).

Fig. 5 shows an example of a FIVE simulation deployed into four 
local networks. The colored rectangles represent different local 
networks, and the arrows are network sockets. Each intelligent agent 

3   https://unity.com
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represented in the figure runs on a different machine. Agent 1 and 
Agent 2 are on the same local network (Network 2). The three agents 
are connected to both the simulator and the XMPP server.

The FIVE simulator is a new tool made with Unity designed to 
define IVEs inhabited by SPADE agents. FIVE allows the creation 
of three-dimensional environments using a built-in text-based map 
editor. In addition, it will enable the rapid creation of custom agent 
avatars equipped with sensors, such as a camera.

FIVE agents (based on SPADE) control the virtual avatar in the 
IVE managed by the simulator. The framework grants network failure 
toleration: if an agent is disconnected from the FIVE simulator, it can 
be reconnected easily and resume its activity.

B. Defining a Simulation
FIVE simulations are composed of the environment created by 

the simulator and the intelligent agents that inhabit it. Defining a 
simulation is a process that just involves four text files (see Fig. 6). 
Three define the environment with elements such as terrain, trees, or 
light conditions, and the last file is used to create the agents.
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map.txt

map_config.json

map.json

configuration.json

agents

Si
m

ul
at

ed
 E

nv
ir

om
en

t

Fig. 6. FIVE simulator environment and agent generation from input files. The 
first three red files generate the intelligent virtual environment (composed of 
light objects, agent spawn points, and other elements), and the last blue file is 
used to generate the agents.

The file named map.txt is a text-based map where each ASCII 
character represents an object in the environment (Fig. 11 contains 
examples of all these files for the case study). This design decision was 
made to create the simulations easily and even modify the file through 
a text-based console.

The second file, map_config.json, assigns the map letters in 
the map.txt file to the objects in the simulator. The configurable 
properties are:

• origin: It represents the starting point where the elements will 
be placed into the simulation as a three-dimensional coordinate.

• distance: It represents the separation distance between elements 
in the different axis.

• symbolToPrefabMap: It is a list formed by three elements: the 
character that represents the element in map.txt file, the reference 
name of the object that replaces the letter, and an optional path 
that contain images to represent the object in the simulator

The third file used to generate the environment is map.json. The 
file sets the environmental conditions, such as light objects, and 
configures individual special elements. For example, if we need a river 
and a bridge that connects the two sides, the file includes configurable 
properties for these objects. The file contains two lists: one for objects 
with light properties and another for objects that do not need them. 
The main configurable properties are:

• active: Flag to create the object or ignore it.

• objectName: Internal name of the object.

• position: 3d coordinate where the element will be placed.

• rotation: Rotation (in degrees) in the three axes.

• color: Object with color data, in RGB and an alpha channel for 
opacity.

• intensity: Intensity of light ray.

Besides the files for generating the environment, the 
configuration.json file generates the inhabitant agents. This file 
includes the definition of all the information needed by the agents, 
including the FIVE simulator IP address, the avatar of the agents, or 
the spawn position. The configurable properties for the agents are:

• name: Name of the agent.

• at: XMPP server direction.

Local network 1 Local network 4

XMPP
Simulator

Local network 2

Local network 3

Agent 2

Agent 1

Agent 3

Fig. 5. Example of a FIVE simulation deployed in four different local networks.
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• imageBufferSize: Maximum number of images per agent.

• imageFolderName: Name of the folder where images are saved. 
(related to the images perceived by the camera of the agent).

• enableAgentCollision: If this value is set to true, this agent will 
collide with other agents. Otherwise, it won’t.

• prefabName: Avatar reference name for the agent.

• position: Spawn point position that can be referenced by name or 
by three-dimension coordinate.

FIVE simulator includes a library of existing elements by default, 
which can be incremented with new imported models. It contains 
several agent avatars that can be assigned to any inhabitant agent. 
Additional agent avatars can be added to the simulator through the 
Unity editor. The same can be said about the remaining objects that 
can be used to define the IVE.

It is important to underline that agent avatars include a configurable 
camera component so that the agent can take pictures of the IVE. Users 
can follow the track of any agent in the IVE in a first-person view. 
The resolution of these images can be easily configured. The camera 
component is not exclusive to included avatars; newly designed ones 
can also incorporate it.

To illustrate the effect of the change in configuration files, Fig. 7 
depicts two different scenarios. In Fig. 7a, the distance between trees 
is nine, and there is only one agent in configuration.json. For Fig. 
7b, we have reduced the distance to three, with five agents in the 
correspondent file.

C. Agents Programming
After defining the IVE, the next step is to program the agents’ 

behavior. The FIVE framework includes an inhabitant agent’s 
template, formed by a generic SPADE agent with an FSM behavior that 
implements the agent’s execution cycle for communications with the 

(a) Simulation of one tractor agent in an orange orchard �eld

(b) Simulation of four tractor agents and one robot agent in an orange orchard �eld

Fig. 7. Example of a simulation of an orange orchard field and agents. (a) there is only one agent. (b) there are five agents, and the space between trees is three 
times smaller than in figure (a).
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IVE. The code is addressed to control the avatars in the environment. 
The rest of the cognition related to the domain is included in the 
normal SPADE behaviors. The execution cycle (see Fig. 8) is composed 
of the following four states:

1. INITIAL STATE: The agent initializes variables to be referenced in 
other states. It also starts an instance of the ImageManager class 
on a background thread. The ImageManager class handles the 
incoming stream of captures taken by the agent’s avatar in the 
FIVE simulator. It also adds the image data to a shared thread-safe 
queue for further processing.

2. PERCEPTION STATE: This state captures the image queue, 
dequeues them, and passes them to the agent behavior so that 
the images can be used for further process. The pictures are also 
automatically stored in the file system if desired.

3. COGNITION STATE: This state is where the process of cognition 
occurs. The agent decides to perform an action based on the 
information that it has at the moment.

4. ACTION STATE: In this state, the agent sends commands to the 
agent’s avatar in the simulator. An example could be a camera 
rotation command or a move command. 

Inizialization Perception Cognition Action

Fig. 8. FIVE agent FSM to control the avatar in the IVE.

Agent programming is done in a file named entity_shell.py. This 
file is an abstraction of the agent behavior explained above. It contains 
four methods that can be overloaded: init, perception, cognition, 
and action. Each method controls the execution of the agent in the 
corresponding FSM state.

The agent has access to a Commander class which defines an 
abstraction layer with the FIVE network protocol and contains 
methods to ease communication with the FIVE simulator. The current 
commands covered by Commander are:

• create_agent: It sends an instantiate request to the simulator, 
and the simulator returns the starting position coordinates to the 
agent. This command is always sent during the initial state to 
create the agent’s avatar.

• move_agent: It sends a command to the simulator to move the 
agent’s avatar to the desired position defined as (x, y, z). The 
simulator returns the agent the target position if the agent’s avatar 
can reach this position. In the other case, the simulator returns the 
location where the agent got stuck.

• fov_camera: It sends a command to change the field of view value 
of the camera.

• move_camera: It sends a command to move the camera position.

• rotate_camera: It sends a command to rotate the camera.

• take_image: controls the image capture from the IVE.

• change_color: It sends a command to change the color of the 
agent.

Fig. 9 shows a possible execution interaction between one inhabitant 
agent and the FIVE simulator. The agent sends a first message to 
initiate the avatar in the simulation, adjusts the camera, and tries to 
move across the environment.

D. Executing a Simulation
With all the previous elements set, the FIVE system is ready for 

execution. It starts with the FIVE simulator generating the map 
elements, such as lighting, trees, or walls, and locating agents at 
their spawn points. First, the FIVE simulator parses the file named  
map.json and places the elements described by the JSON file in the 
IVE. Then, the FIVE simulator processes the ASCII characters in  
map.txt, situating the corresponding pieces in the IVE according to 
the letters’ definitions. The simulator parses the file map_config.json 
to get the letters’ associations and also sets the origin position for 
placing the elements and the amount of space between items.

Once the environment is ready, the FIVE simulator listens for 
incoming requests, handling the recently created sockets in new 
threads. The simulator provides the starting position coordinates as 
an answer to any agent sending a create_agent command, indicating 
its entity type information and spawning location data. The agent then 
initiates a new thread to handle the image socket’s data reception to 
keep synchronized with the avatar and the agent.

Finally, each agent starts the FSM behavior that loops over the 
perception, cognition , and action states. The simulator process 
and executes all the commands, reflecting the agent actions in the IVE.

V. Case Study: A Simulation of an Orange Orchard 
Smart Area

The case study consists of the simulation of an IVE modeling 
an orange grove smart area. This simulation aims to test the CoL 
algorithm to train an ANN capable of detecting fruit diseases and what 
kind of disease it is. Several robots patrol the fruit orchard. Each robot 
trains its ANN with pictures of the fruits it views. Once the individual 
models are trained, they are shared and aggregated by consensus with 
CoL. The result is a model trained with the complete image dataset, 
even with pictures a particular robot has never seen.

This case uses several of the three-dimensional models available 
within the FIVE simulator: a tractor robot, a tree, and a white box 
representing the fruit. The white boxes will have orange textures 
that will be loaded from map_config.json dataFolder path, so 
the trees will show actual oranges hanging on their branches. Fig. 11 
depicts some details of the configuration files with the map and object 
characteristics.

Inhabitant Agent n

dispatch create_agent

return agent position

dispatch rotate_camera

dispatch move_agent

return agent position

Simulator
command manager

Instantiate agent
in the simulation

Rotate agent camera

Move agent to position

Fig. 9. FIVE agent communication through XMPP messages.
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1. The letters in the map represents: A letter is replaced by an agent 
spawner point, O and G characters are orange trees. The difference 
is that G trees only have green oranges.

2. Besides identifying G and O with trees, the file contains in the 
dataFolder fields the paths with the corresponding orange 
pictures depending on its color. The orange ones might include 
diseases.

3. The environmental conditions include an isolated with a custom 
position and rotation in this case.

4. The last file includes the agents’ declaration. Its position property 
refers to the name of the (invisible object) spawner where the 
agent will be created.

When the simulation starts, map.json file is parsed and its 
elements (the light and an isolated tree without oranges) are placed 
into the environment. Then the other components (agent spawner 
points and orange trees) from map.txt are added to the scene using 
the map_config.json information. Finally, the agents described in 
configuration.json file are spawned in the simulation and walk 
through the grove field, taking images of the oranges (see Fig. 10).

Fig. 10. Agents agente1 (yellow tractor) and agente2 (red tractor) patrolling and taking pictures of the oranges in the grove. Notice the "Tree Fruit Variant" trees 
with random textures of orange fruits applied at runtime, loading the images from the folder path specified in map_config.json file.

A A
   O G O G O
   O G O G O
   O G O G O
   O G O G O
   O G O G O
   O G O G O
   O G O G O
   O G O G O
   O G O G O
   O G O G O

(a) Portion of map.txt content.

" active ": true ,
" objectName ": " Tree 1",
" objectPrefabName ": " Tree ",
" position ": {
  "x": -2.6,
  "y": 0.0,
  "z": 0.0
},
" rotation ": {
  "x": 0.0,
  "y": 5.0,
  "z": 0.0

(c) Portion of map.json content.

{
   " symbol ": "G",
   " prefabName ": " Tree  Fruit  Variant ",
   " dataFolder ": "C:/ oranges / green "
},
{
   " symbol ": "A",
   " prefabName ": " Spawner "
}

(b) Portion of map_config.json content.

{
   " name ": " agente1 ",
   "at": " localhost ",
   " password ": " xmppserver ",
   " imageBufferSize ": 3,
   " imageFolderName ": " captures ",
   " enableAgentCollision ": true ,
   " prefabName ": " Tractor ",
   " position ": " Spawner 1"
}

(d) Portion of configuration.json content.

Fig. 11. Portions of the content of the four different files involved in defining the FIVE IVE of the case of study.
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Although it can be specified in other ways, and even personalized 
in different ways for each agents, the test made have considered a 
random network.

A. Disease Identification
To validate the simulator, agents integrate a plant disease classification 

ANN. The architecture used for the experiments was a Mobilenet V2 [22] 
with the following hyperparameters definition: the agents make one 
epoch in their training step before changing to the receiving state in the 
FSM machine. The models of all agents are identical, having undergone 
training using data augmentation and fine-tuning, employing the 
following set of hyperparameters: Global Epochs:1; Local Epochs: 10; 
Local Batch Size: 10; Learning Rate: 0.001; SGD momentum: 0.5; Number 
of Each Kind of Kernel: 9; Number of Filters for Conv Nets: 32; Max 
Pooling: Yes; Network: CNN; Transfer learning (Tl): Yes or No.

This network was trained using the dataset presented in port [23], 
which has four classes Blackspot, Canker, Fresh, and Grenning. The 
dataset is divided into 80% for training, 10% for validation and 10% for 
testing. The training set contains 207 images for Blackspot, 202 images 
for Canker, 389 images for Fresh, and 370 images for Grenning. The 
testing set contains 139 images for Blackspot, 149 images for Canker, 
165 images for Fresh, and 177 images for Grenning. Fig. 12 shows some 
pictures extracted from the dataset used to perform the training. The 
dataset images have been distributed along the different orange trees 
in the simulation, and each agent is able to access only a subset of trees 
as they are distributed along the different parts of the orange orchard. 
So, they are using different parts of the dataset.

Blackspot Canker Fresh Grenning

Fig. 12. Four sample images, one image of each citrus dataset class.

Fig. 13 shows the accumulated accuracy and loss obtained in the 
training process and the confusion matrix is presented and elaborated 
in the "Execution using SPADE agents" section of the original article, 
where a convergence analysis of the CoL algorithm have been 
conducted [1]. After training the network using the CoL process, the 
obtained model was integrated into the Cognition method available 
for the inhabitant agents and used for testing the model against the 
testing part of the dataset commented above.

As commented above, these agents include, by default, a camera 
for capturing images. The camera was adjusted using the Commander 
API, modifying its position and field-of-view via commands to focus 
on the fruit images as the tractor robot moved along the grove. These 
fruits were images of fruits loaded according to the dataset path 
indicated in the map_config.json file. Executing the agents would 
allow validating the values we obtained when training the network.

B. Modifying the Field Configuration
In this section, we are going to make modifications to the case of 

study in order to illustrate how simple it is to change a simulation 
in the FIVE framework. The modification consists of dividing the 
trees into five classes. As we have more agents capable of identifying 
diseases of the orange grove, we will obtain faster identification. Each 
agent will be spawned in a different column. Therefore, it will only 
be necessary for everyone to go through their column once to obtain 
captures of all the trees in the orchard. We are also going to modify 
the environmental conditions so that the captures are taken at night, 
checking the identification precision under poor light conditions.

First, we have to create five folders: one folder for each class. Each 
folder will contain four images rendered as a texture and randomly 
applied to the oranges in the tree to which the folder class belongs. To 
achieve this, we must modify the map.txt and map_config.json files. 
In map.txt, we add three more A letters to create the new agents, and 
we have to define a character for each tree class. For example, we can 
use B for black spot, C for Canker, G for Greening, M for Melanose, and 
H for Healthy. Then, in map_config.json file, we match the characters 
with the elements they represent, as letter G is defined in Fig. 11b. 
Finally, we must modify the dataFolder property with the folder 
where the images are to load the textures. 

Next, we must update the map.json file to modify the environmental 
conditions. Our desired light condition is moonlight, so we can change 
the intensity and color of the light used in map.json without writing a 
single line of code. 

Finally, we have to modify configuration.json file and add three 
more agents as agente1 is defined in Fig. 11d. We can change the 
name property of the new agents to agente3, agente4, and agente5. 
We can also set the initial position of them in Spawner 3, Spawner 
4, and Spawner 5 generation points. Lastly, it has to be indicated the 
neighbors of the new agents generated.

Once we have defined all our modifications in the four files involved, 
we can start the simulation process, and the result is shown in Fig. 14. 
As a result, we have a completely new environment to test whenever 
the ANNs trained in good light conditions are valid or if they need 
some retraining process to adjust the parameters to the new scenario.

C. FIVE Loading Time Test
The last experiments measure the load time FIVE simulator needs 

to load a complete scene populated by elements that use the FIVE 
system to apply textures from images at runtime.

The dimension of the images for the textures is 224 × 224 pixels, 
randomly chosen from five classes located in folders with four images 
each, adding a total of twenty different pictures. The execution platform 
is a laptop without an external graphics card and with the following 
components: an integrated graphics model Intel Iris Plus Graphics, an 
Intel Core i7 processor 1035G7, 16 GB of RAM, a motherboard ASUSTeK 
X421JAY and a storage device NVMe Intel SSDPEKNW01.
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Fig. 13. Accumulated Train Accuracy and Accumulated Train Loss.
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Fig. 16 shows a graph that illustrates the time (in seconds) it has 
taken to load the entire scene, populating it with a light object, the 
terrain, and a variable number of fruit trees. The loading time of the 
whole scene has been measured, not just the texture loading process.

In conclusion, we can see that FIVE is ready to load complex 
environments quickly and effectively. The reason is that FIVE uses 
optimization techniques that allow us to simulate scenes with a large 
number of different elements.

VI. Conclusions

We have presented a Consensus-based Learning algorithm (CoL) 
that takes advantage of distributed learning based on the idea behind 
federated learning of sharing a model between a set of agents. This 

advantage is based on complementing individual models the agents 
train with their aggregation. By doing this, all agents may benefit from 
the training completed by the rest of the agents. The agents share the 
parameters of the models but not the training data. Therefore, privacy 
is maintained during the training. As we use a consensus-like algorithm 
for the model’s aggregation, we have some other advantages as the 
adaptation to variations in the agent set, allowing agents to abandon 
and enter during the execution. The paper shows the implementation 
of CoL algorithm in SPADE agents.

RGG topology improves the performance of the convergence of 
consensus since the average path lengths are shorter than the rest 
of the networks and is a pretty robust topology under random or 
deliberate failures. Therefore, we propose its use as the underlying 
structure for the MAS.

Fig. 14. Five agents in the modified case of study with nocturnal environmental conditions.

Fig. 15. Modified case of study with daylight environment conditions and two thousand five hundred orange trees.
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Moreover, we have presented a new framework called FIVE that 
allows the easy creation and modification of IVEs inhabited by SPADE 
agents. This framework has been used to test CoL in SPADE agents 
through an orange orchad simulation.

As part of our future work, we are dedicated to enhancing the 
communication between agents in the CoL process. This includes 
optimizing message transmission, both in terms of quantity and 
size. Additionally, we are actively exploring the generation of 
simulated maps, where satellite images are leveraged to create them 
automatically. Lastly, we are delving into the possibility of introducing 
semantic coalitions among agents. This entails agents that share 
similar meanings in the data they handle, engaging in more frequent 
information exchange with each other compared to other agents in 
the network.
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Fig. 16. Graph showing the time it took to load the scene composed of fruit 
trees, with four fruits each, and loading their textures at runtime from images.
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Abstract

The prevalence of Internet of Things (IoT) systems deployment is increasing across various domains, from 
residential to industrial settings. These systems are typically characterized by their modest computational 
requirements and use of lightweight communication protocols, such as MQTT. However, the rising adoption 
of IoT technology has also led to the emergence of novel attacks, increasing the susceptibility of these systems 
to compromise. Among the different attacks that can affect the main IoT protocols are Denial of Service 
attacks (DoS). In this scenario, this paper evaluates the performance of six supervised classification techniques 
(Decision Trees, Multi-layer Perceptron, Random Forest, Support Vector Machine, Fisher Linear Discriminant 
and Bernoulli and Gaussian Naive Bayes) combined with the Principal Component Analysis (PCA) feature 
extraction method for detecting DoS attacks in MQTT networks. For this purpose, a real dataset containing 
all the traffic generated in the network and many attacks executed has been used. The results obtained with 
several models have achieved performances above 99% AUC.
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I. Introduction

IoT (Internet of Things) allows daily objects to acquire new 
functionalities, such as gathering information from the environment 

or performing actions in the environment through actuators. Thanks 
to internet connectivity, these devices can collect, analyze, and share 
data between objects, software applications, and cloud platforms. 
Concepts such as smart cities [1] and Industry 4.0 [2] have emerged 
thanks to healthcare devices, industrial sensors, and actuators 
connected to the Internet.

Recent market studies have predicted that the number of connected 
devices will be more than 70% of total internet connections, with the 
number growing by 180% in the next four years [3].

IoT systems present new cybersecurity challenges due to the 
heterogeneous growth in the number of devices and linked services. 
Operating in resource-constrained environments, such as networks 
with low transfer rates due to interference, low power consumption, 
and small embedded processors, requires the use of simple protocols 
and devices, which may limit security aspects [4], [5].

The different protocols can be represented like a layered structure, 
where each of them provides a different functionality [6], being the 
most widely used architecture the three-layer topology. Considering 
the studies on the protocols used in IoT environments [7], [8], they can 
be classified according to Table I.

TABLE I. IoT Protocol Classification in Three Layers

Protocols Layers

XMPP, MQTT, CoAP, Web-Socket, HTTP REST Application

UDP, TCP, 6LoWPAN Network

LoRa, IEE 802.15 (BLE, Bluetooth, ZigBee), IEE 802.11(Wi-Fi) Physical

Malicious actors can exploit a diverse range of attack vectors, based 
on the special behaviours of this kind of environment. As a result, 
there is a growing interest in cybersecurity topics research around 
IoT. In the review addressed by Lu & Xu [9], a clear upward trend in 
research on "IoT cybersecurity" is shown.

Attackers usually exploit vulnerabilities of specific IoT protocols 
embedded in TCP/IP networks [10]. One of the most common attacks 
is a denial of service (DoS) which consists of the attacker saturating the 
network with a large volume of traffic until the system cannot provide 
[11] service. One of the most famous attacks that have been performed 
on the Internet was the "Mirai" botnet, developed on September 2016. 
It performed a DDoS attack, based on a distributed denial of service 
over "DynDNS" servers, being one of the largest DNS service providers 
systems. "Mirai" attack generated 1.2 terabits of malicious traffic, 
forcing to set of "DynDNS" servers, the out of service during several 
hours, which caused the fall of widespread of internet services such as 
Twitter, Netflix, Reddit, and GitHub [12]. A more recent botnet attack 
was "dark_nexus" which dated in 2020 compromised around 1370 
devices. Bitdefender analysis report [13] shows how "dark_nexus" 
works, with a behaviour very similar to Mirai. 
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A. IoT Cybersecurity Solutions
This subsection addresses state of the art to show the most popular 

solutions for protecting IoT environments.

The research work conducted by Idriss et al. [14], delves into 
various options for implementing cybersecurity in IoT systems, being 
the most notable of them, the implementation of a hardware module 
that allows adding randomness to the encryption in a more lightweight 
way than other methods, calling PUF (Physical Unclonable Functions) 
based lightweight authentication. Amanlou et al. [15] proposes a 
lightweight authentication system for IoT systems using the MQTT 
protocol, a temporary key exchange algorithm FCDHE, and the 
shared key authentication (PSK) algorithm. This combination provides 
mutual authentication between IoT network devices thanks to an 
authentication scheme known as ECDHE-PSK. This implementation 
would also improve IoT cybersecurity using this protocol. However, 
the systems deployed previously must be modified.

In the last few years, new IoT cybersecurity approaches have 
been published. Zhu & Deng [16], include IoT security situation 
classification based on support vector machines and security situation 
awareness based on Markov game model. Choudhary & Pahuja [17], 
present a new technique called Steering Convention for Vitality 
Effective Systems (SC-VFS) that improves vitality proficiency and 
ensures the safety of sensitive information in remote sensor networks, 
with a focus on detecting doppelganger attacks in IoT-based intelligent 
health applications. Berjón et al. [18], introduce the SCIFI-II system, 
which simplifies the development of applications in IoT contexts 
by allowing the distribution of events between event brokers and 
designing components that are decoupled from the event brokers.

To address cybersecurity without modifying existing systems, 
implementing Intrusion Detection Systems (IDS) is the main solution 
since they can analyse the traffic generated by the environment, without 
intervening in its configuration. There are several types of intrusion 
detection systems, depending on the paradigm applied in their detection 
module, being theses rule-based IDS or anomaly-based IDS [19]. The 
anomaly-based IDS paradigm observes network traffic features to detect 
attacks by identifying altered behaviour within the network.

Anomaly detection systems (IDS) are an effective solution for 
implementing attack detection in IoT systems. They are highly 
versatile in detecting new types of attacks and can adapt to new 
protocols. Anomaly IDS systems utilize classification models created 
with soft computing techniques, such as machine and deep learning, 
supported by neural networks [20]. The implementation of these 
procedures requires training models using high quality datasets [21].

B. Objectives
Based on the state of the art addressed previously, this paper aims 

to develop a functional IDS with an intelligent model for detecting 
DoS attacks on the MQTT protocol. The model will be constructed 
thanks to applying soft computing techniques based on machine 
learning techniques.

To achieve a functional IDS, several tasks are addressed. These 
tasks are described throughout the paper as follows:

• Study the data sets available to develop the intelligent model that 
applied the soft computing techniques chosen (Section II).

• Collect a new MQTT dataset (How this dataset has been 
constructed will be addressed in Section III) because no MQTT 
datasets exist with normal and DOS traffic for applying machine 
learning methods.

• Chose and test a set of machine learning methods for application 
to the previously defined dataset, to achieve the best model for 
deployment in the IDS (Sections IV and V).

II. Related Works

In order to implement a set of machine learning techniques 
for getting a functional model that will be inserted in an IDS, it is 
necessary to work with a specific dataset. This dataset consists of 
labeled traffic frames, each one tagged as standard/normal network 
traffic or traffic with hostile purposes. Thanks to the models obtained 
after a training process, the IoT MQTT behaviour is modeled as well 
as the recognition of the most important features for understanding 
this behaviour.

Using general purposed datasets collected from TCP/IP networks 
can be a solution for modeling attacks such as botnets, without 
focusing on the special characteristics of IoT systems [22]. To obtain 
anomaly-based IDS capable of detecting DoS attacks, well-known 
datasets are used. Some of them were created like over general 
purposed networks (non IoT networks) such as the NSL-KDD dataset 
[23], which an enhanced version of the KDD99 dataset was developed 
in 1993. Some research works address the use of different artificial 
intelligence techniques for modeling traffic and detecting distributed 
denial of service DDoS attacks, caused by IoT system botnets [24], 
[25]. Liu et al. [26], also use the NSL-KDD dataset for getting the model 
that will be included in the IDS, in this case, Kontiki is the software 
utilized for simulating IoT environments where CoAP (Constrained 
Application Protocol) works.

MQTT is typically utilized to connect small devices with restricted 
bandwidth in IoT [27] and Industry 4.0 environments [28]. MQTT 
is a publish/subscribe protocol designed for lightweight machine-
to-machine (M2M) communications, being ideal for connecting 
small devices to networks with low bandwidth. MQTT architecture 
follows a star topology with a central server node called a Broker. 
The communication is based on topics. Clients can create and publish 
topics, while others that want to receive information from that topic, 
can subscribe to it. The broker side handles all the load of the overall 
system. This operation can be seen in detail in Fig. 1.
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Fig. 1. MQTT environment.

MQTT does not specify any networking or routing techniques; 
it uses TCP as a transport protocol and TLS/SSL for security. IoT 
application protocols, such as MQTT, can be supported by transport 
layer security (TLS), but there are no mechanisms in place to protect 
IoT devices from denial of service (DoS), being this susceptible to this 
kind of attack. Several datasets have recently been created that focus 
on attacks on MQTT systems. For example, "MQTT-iot-ids2020" [29] 
was generated using a simulated MQTT architecture that consists of 
twelve sensors sending random messages, a server that manages the 
connections called "broker", a simulated camera, and an attacker. On 
top of this environment, the attacker performs network scanning and 
brute force attacks to decrypt access credentials.
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The "TON_IoT" dataset [30] focuses on modern IoT systems using 
the MQTT protocol. It was generated in a simulated environment with 
the NSX-VMware platform [31] where network scanning process and 
DoS attacks are performed on the MQTT environment.

III. Case Study

A Denial of Service (DoS) attack involves flooding a network with 
a high traffic volume to the point where the system cannot provide its 
intended services. This attack particularly affects IoT systems, since 
they have limited computational capacity and most protocols they use 
are for processing information in real time [32].

The previously described datasets use simulated environments 
and traffic that is collected by only considering the frames of the 
MQTT protocol. This paper presents the development of a dataset that 
aggregates all traffic from a real-world environment, utilizing an IoT 
system with the MQTT protocol. Notably, any denial of service attacks 
against the broker within this system is labeled. Therefore, an MQTT 
environment is developed to simulate real traffic thanks to a broker 
programmed in "node.js" with the "Aedes" library [33]. It uses an 
actuator with a relay, a distance sensor, and two clients: a smartphone 
and a computer. All the traffic generated in this environment, 
including the interactive Internet traffic, is captured by a router with 
the "OpenWRT OS" installed.

Several DoS attacks are performed on the environment, taking 
into account the vulnerabilities of the protocol. An attacker scans the 
network with a search engine like "Shodan" through the well-known 
port 1883 [23]. Thanks to this, it is possible to find out which servers 
use this protocol as a broker, being this the vulnerable part of the 
MQTT system, due to this centralizes all control of the system.

The attacks are performed with a tool developed for performance 
testing called "Malaria MQTT" [34]. This tool sends many messages to 
the broker, simulating 1000 clients, sending 1000 messages per second 
with a size of 100 characters. Thanks to this, it is not possible for the 
broker to respond to all of these messages, generating a service failure 
in the IoT environment.

To generate the dataset, all the traffic in the test environment 
developed is captured, standard internet browsing traffic and traffic 
generated by the IoT environment. The router registers all the traffic 
for generating a PCAP file. The set of PCAP files contains a lot of 
information and many fields. In this way it is simplified by a dissecting 
procedure. With this purpose, a tool developed for the authors was 
designed [35]. The dissecting tool works as follows:

• The frames in a pcap file must be organized to analyze a DoS 
attack effectively. During an attack, a large number of frames may 
be generated in a short period of time, and the capture tool (such 
as tcpump with OpenWRT) may overlap several frames with the 
same timestamp. To obtain useful information about the attack, it 
is necessary to separate these overlapping frames based on their 
timestamps.

• The frames are dissected by taking some fields common to all the 
frames. These common fields are chosen, taking as an example the 
AWID dataset, which is from 802.11 protocol. All fields that make up 
the MQTT protocol are included, resulting in 65 fields for each frame.

• To properly label each frame as either part of an attack or normal 
traffic, it is necessary to consider the timestamp of when each 
attack begins and ends. Each frame should be tagged based on 
this information, allowing for a clear distinction between attack 
frames and normal traffic.

The resulting dataset contains all traffic generated by the described 
environment, capturing both the normal operation traffic and 
the traffic under a DOS attack on the MQTT protocol. The dataset 

comprises a CSV file in which 65 fields delineate each captured frame. 
It compiles a total of 94,625 frames, 45,513 of which are labeled as 
"under attack" in the "type" field, while 49,112 are labeled as "normal". 
This dataset is currently accessible online [36].

IV. Soft Computing Techniques Used

Two stages are implemented to detect DoS attacks in MQTT 
networks with a functional IDS based on an intelligent model. The 
first one reduces the dataset dimensionality, while in the second one, a 
set of classification methods are implemented, choosing the best one.

Therefore, this section is divided into two subsections. Section IV.A 
will describe the feature extraction method employed, while Section 
IV.B will define the six different classification techniques implemented.

A. Feature Extraction Method
As discussed in Section III, the working dataset contains a total of 65 

variables. This large number of features can lead to a high computational 
cost in the model training process and a certain mathematical 
complexity in the classifiers. Therefore, in these scenarios, it is very 
common to use dimensionality reduction techniques, based on feature 
extraction, to minimize the number of variables in the dataset in order 
to reduce the computational cost and obtain simpler classifiers with 
good performance. Nowadays, there is a wide variety of techniques and 
algorithms for dimensionality reduction, being Principal Component 
Analysis (PCA) one of the most common.

1. Principal Component Analysis
Principal Component Analysis (PCA) is an unsupervised multivariate 

statistical approach developed by Pearson [37] and is generally used 
for dimensional reduction. The variation of a multivariate dataset 
is described by this technique as a set of uncorrelated variables 
corresponding to linear combinations of the original parameters. In 
general, the principal purpose of this strategy is to generate a new set 
of orthogonal axes that maximize data variance, avoiding the loss of 
information. This is accomplished by computing the eigenvalues of 
the correlation matrix. The initial set can then be linearly translated 
into lower dimension space using the eigenvectors [38]. Fig. 2 shows 
an example in ℝ2 of obtaining the principal components.

Original data

x1

x2 x2

x1

Data
Data
Component 1
Component 2

Components

Fig. 2. PCA example.

B. Classification Methods
This subsection describes briefly the six supervised classification 

techniques implemented in this research.

1. Decision Trees
One of the simplest and most widely used supervised machine 

learning techniques are decision trees (DT). This method is based on 
generating a model with a hierarchical tree structure with a root node, 
branches, decision nodes, and response nodes, also known as leaves [39].

The model starts at the root node, where one of the dataset variables 
is evaluated. Then, according to the variable value, one of the output 
branches is selected to re-evaluate the data in a decision node. This 
process is repeated until the data reaches a response node where the 
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sample is classified with the value associated with the leaf node. In 
general, the decision tree divides the data according to the value of 
its variables, so it is essential to find the optimal division boundaries. 
For this purpose, this method calculates each variable’s entropy, or 
Gini index, to know its impurity degree. By estimating this value, the 
information gain value can be determined by comparing the impurity 
of the data set before and after the node splitting. Since the decision 
tree has a hierarchical structure, the tree is built from top to bottom 
using the variables with the highest information gain at the nodes of 
the first stages.

On the other hand, the decision trees algorithm generates models 
that are easy to understand and interpret; however, this technique 
cannot achieve good performance in complex problems since it 
generates large and complex trees that tend to cause overfitting.

2. Multi-Layer Perceptron
Artificial neural networks are one of the most widely used 

techniques in the field of soft computing. This method uses artificial 
neurons linked in layers to generate a structure of interconnected 
neurons that emulates the functioning of a human brain [40]. In this 
way, neural networks consist of an input layer, one or more hidden 
layers, and an output layer. Each of these layers is composed of one or 
more artificial neurons. These neurons sum the input values weighted 
by weights related to each input, and an independent value, also 
known as bias. Then, an activation function is applied to this value to 
obtain the neuron’s output result.

Information flows through the network’s hidden layers from the 
input to the output layer. In contrast, the training process is executed 
from the output layer to the input layer, applying a method known 
as backpropagation. The training process calculates the necessary 
gradients to optimize and adjust each network connection’s weights.

Different network architectures can be developed depending on 
the configuration of the layers and the connections of layers and 
neurons. However, one of the simplest and most commonly used 
structures is the Multilayer Perceptron neural network (MLP), which 
is characterized by each neuron being connected to all the neurons of 
the next layer.

3. Random Forest
Random Forest (RF) is a well-known supervised machine learning 

technique commonly applied in classification and regression tasks 
based on implementing a certain number of decision trees [41].

Its performance is based on hiring a certain number of decision trees 
to generate a more accurate and robust model. Each random forest tree 
is different since it is trained with different random subsets selected 
from the training data. The Bootstrap Aggregation, or Bagging, is used 
to obtain the data subsets. This technique generates as many subsets 
as decision trees used in the model.

Finally, with each tree trained, Random Forest uses each decision 
tree to classify the input data. The classification of all the trees is then 
analyzed, and the most common prediction is taken as the model’s 
output classification.

4. Support Vector Machine
Other well-known supervised techniques are the Support Vector 

Machines (SVM) developed by Cortes and Vapnik [42]. These 
methods are a group of machine learning algorithms often used for 
classification and regression tasks. The main objective of SVMs is to 
achieve a hyperplane that maximizes the minimum distance, known as 
the margin, between the hyperplane and the nearest samples of each 
class. This margin is used to determine a boundary for classifying new 
data samples.

The above SVMs definition assumes that a linear boundary can 
separate the classes. However, most real-world datasets are not linearly 
separable. To solve this problem, SVMs use data transformations,  
〈xi, xj〉 → 〈ϕ(xi), ϕ(xj)〉, for mapping the data into a higher dimensional space, 
where a linear boundary can separate it. The specific transformation 
implemented, ϕ(x), depends on the kernel function selected.

5. Fisher Linear Discriminant
The Linear Discriminant Analysis (LDA), or Fisher Linear 

Discriminant Analysis, is a supervised classification machine learning 
technique developed by R.A. Fisher [43].

The main goal of the Fisher Linear Discriminant is to find the best 
linear combination of features that separates different training data 
classes as much as possible. Therefore, LDA searches out the hyperplane 
where the means of each class are as far apart as possible and the classes 
have the least variance in their data. The objective function, Equation 
(1) defined as J(θ) is maximized in the optimization process.

 (1)

where μ1 and μ2 are the mean value of class 1 and 2 respectively, and 
 and  correspond to the within-class variance 1 and 2.

6. Naive Bayes
Naive Bayes, also known as Naive Bayesian (NB), are straightforward 

machine learning methods, frequently used for classification issues, 
that are based on the Bayes statistical theorem. Additionally, these 
approaches presuppose that given the class, data properties are 
conditionally independent [44]. Although this assumption is generally 
excessively strong, Naive Bayes performance still produces outcomes 
that are very competitive and computationally efficient.

Under this technique, different algorithms can be applied. In the 
current research, Bernoulli and Gaussian methods have been tested.

Bernoulli Naive Bayes: Each feature is thought to correlate to a 
binary value. In this model, the probability is obtained using Equation 
(2).

 (2)

To use this approach, all data features must be binary; if a feature 
contains any other type of data, a binarization process is carried out.

Gaussian Naive Bayes: The numerical attribute values in 
Gaussian NB have a normal distribution and are shown concerning 
the mean and standard deviation. Equation (3) is used in this approach 
to determine the probability of the features.

 (3)

where σ is the standard deviation and µ the mean value.

V. Experiments and Results

The present section describes the setup of the experiments and the 
results obtained.

A. Experiments Setup
This section provides the experiment configurations, including the 

tools and metrics used to measure and compare the performance of each 
classifier. The experiments were implemented using Python and several 
libraries such as Scikit-learn, Pandas, Numpy, TensorFlow and Keras.

To configure the experiments, the fundamental stages of machine 
learning problems summarized in Fig. 3, were followed. Each of these 
stages is described in detail below.
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PCA is executed to reduce 
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Di�erent numbers of 
components are selected

Each classification technique 
is tested for di�erent values 
of their hyperparameters

CLASSIFIER 
ASSESSMENT

To train each classifier, a 10 
k-fold validation was used. 
The AUC metric is used to 
compare the results

1

2

3

4

Fig. 3. Experiment setup scheme.

1. Data Preprocessing
The first step was the preprocessing of the study case dataset. 

Once the data was analyzed, samples with missing data and constant 
variables for all the samples were removed from the dataset. On the 
other hand, the non-numerical variables were codified to numerical 
features, and finally, the data were normalized using the z-score 
method, with a mean value of 0 and a standard deviation of 1.

2. Feature Extraction
After preparing the dataset, the PCA technique was employed 

to reduce the number of features and choose the most important 
dataset variables. The number of principal components to retain was 
determined by analyzing the variance explained by each component, 
focusing on those that explain a significant amount of variance. In 
order to obtain the best classifier, both in terms of performance and 
computational cost efficiency, in this research, the experiments were 
carried out taking into account the different number of components.

3. Classifier Configuration
Each of the supervised classification techniques presented in 

Section IV has been tested for different configurations. Table II shows 
the hyperparameters that have been configured for each algorithm as 
well as the values that have been implemented. Each of the model’s 
hyperparameters is briefly described below.

• Decision Trees (DT): for this technique, decision trees have been 
evaluated for different maximum depth parameters, from 5 to 
50 layers of the tree with intervals of 5. In addition, it has also 
been tested, not indicating a maximum depth value ("None"). This 
way, the nodes are expanded until all leaves contain less than two 
samples.

• Multi-layer Perceptron (MLP): MLP neural networks have been 
analyzed for different network structures, considering the number 
of hidden layers, the number of neurons in the hidden layers, and 
the dropout percentage. The dropout corresponds to the middle 
layers used to control the regularization of the neural network and 
avoid overfitting problems. The following values have been taken 
into account for each parameter:

 - Number of hidden layers: 1, 2, and 3 hidden layers.

 - Number of neurons in hidden layers: 5, 10, 15, and 20 neurons 
per layer.

 - Dropout: 0 and 20%.

It is important to note that the ReLu function was used as activation 
function in the neurons of the hidden layers and Softmax in the 
output layer. This configuration is commonly used in classification 
tasks with neural networks.

• Random Forest (RF): the parameter to be determined in this 
technique is the number of decision trees that conform the model. 
In this case, the algorithm performance was evaluated for models 
of 10 to 100 trees with increments of 10 trees.

• Support Vector Machines (SVM): in this case, different 
configurations of the Support Vector Machine have been 
tested by modifying the algorithm kernel, which indicates the 
transformation function, and the data regularisation factor, C. The 
strength of the regularisation is inversely proportional to C. The 
values used in these hyperparameters are:

 - Kernel: linear, polynomial, rbf (Radial Basis Function) and 
sigmoid.

 - Data regularization C: 0.001, 0.01, 0.1 and 1.

• Fisher Linear Discriminant (LDA): the performance of this 
technique has been tested for three different algorithms solvers 
(least squares, lsqr, singular value decomposition, svd and 
eigenvalue decomposition, eigen).

• Naive Bayes (NB): as already mentioned in IV.B.6 the performance 
of Bernoulli and Gaussian Naive Bayes have been evaluated.

4. Classifier Assessment
For the training process of each model, k-fold cross-validation with 

a k value of 10 has been used. In addition, the Area Under the receiving 
operating Curve (AUC) has been considered as the evaluation metric, 
which is widely used in classification tasks. The relationship between 
true positive and false positive rates is established by this parameter, 

TABLE II.Configurations Tested

Evaluated technique Evaluated configuration Tested values
Decision Trees Maximum depth 5:5:50 and None

Multi-layer Perceptron
Number of hidden layes
Neurons in hidden layers

Dropout (%)

1:1:3
5:5:20
0, 10

Random Forest Number of trees 10:10:100

Support Vector Machine
Data regularization

Kernel
0.001, 0.01, 0.1, 1

linear, poly, rbf, sigmoid

Fisher linear discriminant Solver svd, lsqr, eigen

Naive bayes Algorithm Bernoulli, Gaussian
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which boasts two key benefits. Firstly, it offers a unified evaluation 
of classifier performance, and secondly, it remains unaffected by 
variations in class distribution.

On the other hand, the computational cost of each classifier 
implemented has also been measured. For this purpose, the average 
training time of each configuration of the models has been considered. 
In this sense, it must be taken into account that the experiments have 
been executed on a computer with an Intel(R) Core(TM) i7-7500U CPU 
@ 2.70GHz 2.90 GHz and a RAM memory of 8GB.

B. Results
The results derived from the experimental setup outlined above are 

shown in this section. First, to determine the number of components 
to reduce the initial dataset, an initial Principal Component Analysis 
was executed to identify the components and their respective 
percentage of variance explained. Fig. 4 shows the results obtained 
in bar graph format.
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Fig. 4. PCA initial analysis.

Based on the achieved results, three different component selections 
will be considered for the experiments for evaluating the performance 
of combining dimensional reduction with the above-described 
classification techniques in terms of classification accuracy and 
computational cost. The three component selection criteria are as 
follows:

• Components with a percentage of explained variation greater than 
10%: in this case the first 2 components are selected.

• Components with a percentage of variance explained greater than 
5%: in this case the first 5 components are selected.

• Components with a percentage of explained variation greater than 
0.01%: in this case the first 24 components are selected.

After selecting the different numbers of components to be used 
in each experiment, we trained and evaluated each technique’s 
performance using the proposed configurations.

Before presenting the results, since the models were tuned and 
evaluated using k-fold cross-validation, it is essential to highlight that 
all the tables in this section depict the average AUC and training time 
values.

Table III presents the results obtained using decision trees. As can 
be seen, this technique achieved excellent results, exceeding 99% in 
terms of AUC, with the different configurations tested. Furthermore, 
it is noticeable that using fewer components significantly reduces the 
training time, with a slight loss in classifier performance, lower than 
0.3% in terms of AUC. This technique has very low training times, less 
than 1 second in some of its configurations.

On the other hand, Table IV shows the results obtained with the 
Multi-Layer Perceptron neural networks (MLP). This technique 
exhibits high performance, reaching more than 99.8% of AUC in some 
configurations. In this case, reducing the number of components also 

reduces the classifier’s performance. Comparing the results obtained, 
a reduction of more than 1% in terms of AUC can be produced using 
24 or 2 components. On the other hand, the training time is not 
affected by the number of components, i.e., the number of neurons 
in the network’s input layer. The network dimension, determined by 
the number of hidden layers and neurons per layer, is the main factor 
affecting computational cost. Additionally, it is observed that using 
dropout in the network does not improve classifier performance and 
significantly increases the training time, as it involves adding a new 
layer (the regularisation layer). Generally speaking, this technique 
presents a higher computational cost than decision trees.

Table V presents the performance of the Random Forest method 
for its different configurations. This technique achieves very good 
classifiers, with an AUC of over 99% in all configurations tested. 
Regarding the results, it can be observed that using a greater number 
of trees does not significantly improve the model’s performance. For 
example, comparing the 100-tree model with the 10-tree model showed 
a difference of less than 0.1%. Similarly, the classifier’s performance 
does not deteriorate significantly when using fewer components, 
achieving a reduction of 0.2% AUC when comparing models trained 
with 24 components to models adjusted with 2. However, models with 
fewer trees combined with a reduced number of selected components 
minimize the computational cost measured in training time, reducing 
it by more than 70% in some cases.

On the other hand, Table VI shows the performance of support 
vector machines. With this technique, very different results were 
obtained among the evaluated configurations. In general, it can 
be observed that using a reduced number of components greatly 
affects the classifier’s performance, with a loss of more than 20% of 
AUC in many cases. Moreover, the best results are obtained with 
the highest value of the hyperparameter C, which implies low data 
regularisation. For this technique, the best model obtained was the one 
that uses the polynomial kernel with C = 1, which reaches a 98.32% 
AUC considering 24 components. Finally, highlight that reducing 
the number of components used does not reduce the training time. 
Compared to the other techniques, except for MLP, the computational 
cost of this technique is much higher.

The performance results of Fisher’s Linear Discriminant Analysis 
are presented in Table VII. It can be observed that changing the 
algorithm’s solver does not affect the classifier’s performance, 
and this hyperparameter only influences the training time. In this 
regard, the svd (Singular value decomposition) method is the most 
computationally expensive compared to the other solvers tested. 
Additionally, when analyzing the impact of the number of components 
on the classifier’s performance, it is evident that reducing the number 
of components significantly compromises the classifier’s performance, 
lowering the AUC value and the training time. For this technique, the 
optimal classifier is obtained using the lsqr (Least squares solution) 
algorithm and components, which achieves over 89% AUC with an 
average training time of 0.159 seconds.

Finally, the Gaussian and Bernoulli naive Bayes were tested and the 
results are presented in Table VIII. With this technique, the Gaussian 
model fits better to the problem posed and performs better than 
the Bernoulli algorithm. On the other hand, it can be observed how 
considering a greater number of components improves the AUC result 
of the classifier and increases the training time.

Fig. 5 summarizes the best AUC results obtained for each of the 
techniques and the different number of components. This graph shows 
how using a greater number of components improves the results 
measured by the AUC metric and how the best classifiers are obtained 
with the Decision Trees, Multi-layer Perceptron, and Random Forest.
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TABLE III. Decision Trees Results

PCA
Model setup

2 components 5 components 24 components

Nº of trees
AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

5
10
15
20
25
30
35
40
45
50

None

98.27
99.00
99.09
99.09
99.10
99.09
99.10
99.10
99.09
99.09
99.09

0.064
0.098
0.112
0.116
0.116
0.115
0.118
0.117
0.117
0.117
0.117

98.43
99.02
99.19
99.24
99.25
99.28
99.27
99.29
99.27
99.27
99.28

0.135
0.224
0.262
0.273
0.278
0.276
0.276
0.275
0.275
0.275
0.280

98.83
99.24
99.30
99.33
99.35
99.33
99.34
99.35
99.34
99.35
99.33

0.705
1.263
1.679
2.013
2.042
2.038
2.038
2.037
2.038
2.038
2.039

TABLE IV. Multilayer Perceptron Results

PCA
Model setup

2 components 5 components 24 components

Nº of
hidden layers

Nº of
neurons

Dropout
(%)

AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

1
1
1
1
1
1
1
1
2
2
2
2
2
2
2
2
3
3
3
3
3
3
3
3

5
5
10
10
15
15
20
20
5
5
10
10
15
15
20
20
5
5
10
10
15
15
20
20

0
10
0
10
0
10
0
10
0
10
0
10
0
10
0
10
0
10
0
10
0
10
0
10

96.22
96.04
98.20
98.18
98.25
98.22
98.41
98.33
93.35
96.39
98.37
96.50
98.47
98.50
98.62
98.51
98.12
95.40
98.43
98.22
98.65
98.52
98.79
98.52

20.755
21.794
21.259
22.446
21.496
22.680
22.077
24.207
22.652
24.766
22.977
25.435
23.459
25.942
24.099
26.379
24.411
27.229
25.194
28.644
25.787
29.346
26.494
30.360

99.11
97.33
99.27
99.28
99.30
99.29
99.35
99.39
92.48
99.07
99.35
99.37
99.42
99.41
99.47
99.42
93.58
99.13
99.43
99.34
99.53
99.45
99.48
99.47

20.714
21.933
21.116
22.560
21.328
22.810
21.936
23.131
22.663
27.514
23.039
25.471
23.508
26.003
23.861
26.391
24.170
26.911
24.801
27.994
25.205
28.693
25.795
29.480

99.57
99.45
99.68
99.68
99.75
99.70
99.76
99.74
99.58
99.46
99.73
99.68
99.73
99.76
99.79
99.78
99.59
99.49
99.73
99.73
99.79
99.76
99.82
99.80

20.786
22.043
21.405
22.884
21.579
23.044
22.032
23.330
22.250
24.297
22.941
25.243
23.286
25.722
23.591
26.056
23.799
26.760
24.457
27.849
25.111
28.716
25.287
29.156

TABLE V. Random Forest Results

PCA
Model setup

2 components 5 components 24 components

Nº of trees
AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

10
20
30
40
50
60
70
80
90
100

99.19
99.20
99.19
99.19
99.18
99.20
99.19
99.19
99.21
99.21

0.594
1.211
1.839
2.435
3.248
3.385
4.021
4.160
3.922
4.393

99.29
99.33
99.31
99.32
99.32
99.32
99.30
99.32
99.31
99.32

0.718
1.539
2.013
2.665
3.278
3.933
4.610
5.281
6.216
6.599

99.36
99.39
99.38
99.42
99.40
99.42
99.41
99.41
99.44
99.41

2.052
4.221
6.209
6.655
8.994
11.621
12.580
12.646
14.138
15.604
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Fig. 5. Comparison of results.

VI. Conclusions and Future Work

This research analyses the performance of six supervised 
classification techniques in combination with the PCA dimensional 
reduction method to detect DoS attacks in data networks working with 
the MQTT protocol. The obtained results have been highly promising, 
reaching AUC values higher than 95% except for the LDA and Naive 

Bayes methods that have achieved, for their best configuration, a 
maximum of 89.27% and 83.55% AUC, respectively.

Considering only the classifier performance, MLP neural networks 
have been shown to detect better DoS attacks reaching 99.82% AUC for 
the network with 3 hidden layers, 20 neurons per layer, and without 
dropout layers. However, the computational cost of this technique, 
with a mean average training time of 25 seconds, is significantly 
higher than other methods that have also demonstrated excellent 
performance, such as, for instance, Decision Trees, with a maximum 
of 99.35% AUC and training times between 0.1 and 2 seconds, or 
Random Forest with more than 99% AUC and training times between 
0.6 and 15 seconds depending on the selected configuration. SVMs also 
performed well in many configurations with values above 98% AUC 
but with training times above 30 seconds. Therefore, considering a 
computational performance-cost relationship, it can be concluded that 
decision trees are the best technique.

On the other hand, comparing the results obtained by using a 
different number of components, it was observed that a significant 
reduction in the number of components can worsen the classifier’s 
performance and reduce the model’s training times. For Decision 
Trees, a maximum loss of 0.3% AUC is quite optimal when compared 
to the substantial reduction in training time, often exceeding 90%in 
some cases. This aspect is also similarly reflected in the Random 

TABLE VI. Support Vector Machine Results

PCA
Model setup

2 components 5 components 24 components

Kernel Reg.
AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

linear
linear 
linear 
linear 
poly
poly
poly
poly
rbf
rbf
rbf
rbf

sigmoid 
sigmoid 
sigmoid 
sigmoid

1
0.1
0.01
0.001

1
0.1
0.01
0.001

1
0.1
0.01
0.001

1
0.1
0.01
0.001

73.50
73.50
73.50
73.50
73.69
73.69
73.70
73.71
88.33
73.73
73.50
73.50
71.15
73.03
78.27
73.23

37.442
25.434
20.351
19.763
29.088
49.309
26.095
21.021
26.963
30.471
27.578
30.304
27.657
27.566
40.877
40.016

84.47
79.90
74.66
74.64
90.72
75.52
74.87
74.86
91.04
90.27
74.65
74.65
71.16
73.48
79.53
74.61

52.600
28.180
21.244
21.188
17.263
19.876
25.077
25.688
18.143
25.654
30.738
39.303
26.914
29.337
38.644
49.282

90.00
89.97
90.07
89.20
98.32
91.04
75.56
75.55
98.26
98.27
90.46
73.29
85.77
88.95
82.70
73.49

34.126
23.385
23.605
28.774
16.225
22.407
29.913
37.652
16.359
21.541
43.467
62.536
46.046
49.293
55.067
58.673

TABLE VII. Fisher Linear Discriminant Results

PCA
Model setup

2 components 5 components 24 components

Solver
AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

svd
lsqr

eigen

73.51
73.51
73.51

0.041
0.038
0.037

74.52
74.52
74.52

0.049
0.040
0.042

89.27
89.27
89.27

0.236
0.159
0.178

TABLE VIII. Naive Bayes Results

PCA
Model setup

2 components 5 components 24 components

Algorithm
AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

AUC
(%)

T. time
(s)

Bernoulli
Gaussian

73.51
80.37

0.026
0.023

75.11
78.80

0.022
0.021

75.19
83.55

0.047
0.054
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Forest models, in which component reduction greatly reduces the 
computational cost with minimal loss of classifier performance. 
However, in SVMs and MLP neural networks, using a smaller number 
of components does not reduce the training time and worsens the 
performance of these techniques.

Thanks to the high performance of the models achieved, these can 
be deployed in an IDS for detecting anomalous network behaviours, 
preventing attacks.

In future works, we will study the performance of other supervised 
and unsupervised classification techniques and other feature 
extraction methods to compare their performance against the proposal 
shown in this paper. Additionally, it will also be considered to test the 
performance of our proposal for detecting Denial of Service attacks in 
other types of IoT protocols, such as CoAP and LoRa, among others. 
On the other hand, the possibility of detecting other types of attacks 
in this protocol will also be studied. Finally, the development of an 
intelligent hybrid system capable of detecting different attacks in 
different IoT network protocols will be analyzed, making it possible to 
standardize and offer a handy tool for the field of cybersecurity.
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I. Introduction

Access to public transportation (PT) should be generalized, as its 
name implies. Rural communities are often marginalized, with 

citizens only accessing low-quality PT. Some of the characteristics 
associated with rural PT are old vehicles, long and infrequent routes, 
and inconvenient stops. Therefore, it is common to observe higher 
ownership of personal motor vehicles in rural settlements (2 per 
household versus 1 in cities) [1].

The demand for transportation in rural areas differs from that in 
urban areas. It is characterized by more scattered transport requests, 
both in time and space, which makes the economic viability of 
higher-quality services more difficult. Consequently, with this shape 
of demand, it seems difficult to justify deploying a transport that 
continuously offers service, with or without passengers. Because of 
that, the on-demand transportation paradigm shows potential for 
reducing costs while increasing service quality in rural areas.

Demand-responsive transportation (DRT) systems offer 
displacement services adapted to the needs of their users. Initially 
conceived as a mobility option for impaired people and inhabitants 
of isolated areas [2], this mode of transport is again attracting PT 
providers’ interest thanks to technological advances that allow 

users to be connected most of the time. DRT systems count on two 
main characteristics: on-demand mobility and adaptable flexibility. 
According to the specific configuration, DRT can resemble 
transportation ranging from high-capacity interurban buses to dial-a-
ride urban taxis [3]. Thus, given a use case, it is necessary to analyze 
which implementation best fits the needs of the potential customers. 
In practice, however, implemented DRT services have a relatively high 
failure rate, caused by high economic costs [4], [5] and low customer 
acceptance, among others. In addition, the success of a concrete DRT 
deployment depends on the characteristics of the area it services, its 
population density, demand, and current transportation trends. The 
implementation of demand-responsive mobility has been highly 
studied in recent years, although mostly applied to urban contexts [6].

In this review article, we bring together papers that discuss, 
analyze, model, or experiment with DRT systems applied to rural 
areas and interurban transportation, with the intention of discussing 
their general feasibility as well as the most successful configurations. 
Political authorities from different parts of the world have shown 
their interest in the improvement of rural transport with a sustainable 
perspective. The Spanish government, for example, has presented 
within its "mobility strategy" the Rural Mobility Roundtable1 where it 
highlights, among others, the importance of demand-driven transport 
and the creation of dynamic routes to work towards the goal of 
generalized access to PT in rural areas.

The rest of the paper is structured as follows. Section II describes 
DRT systems and their components, introducing the challenges its 

1 https://esmovilidad.mitma.es/mesa-de-movilidad-rural (Accessed on 
01/12/2022)
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implementation involves. Section III classifies the state-of-the-art 
work dividing it into analyses and proposals and summarizing each 
of the cited works. Section IV discusses the results and insights of the 
reviewed publications, with a particular fixation on the observed open 
issues. Finally, Section V concludes the review article by summarizing 
the state of DRT research and stating the main takeaway points of the 
present work.

II. Definitions and Problem Description

This section describes DRT and provides the necessary definitions 
for the posterior classification of rural-DRT publications. First, 
we characterize demand-responsive systems according to their 
configuration. Then, the modeling and optimization techniques that 
are classically applied to works in the area are commented. Finally, 
some insight is given regarding the optimization perspective that 
different DRT researchers follow.

A. Demand-Responsive Transportation Characteristics
DRT systems have a series of standard elements present in all of 

them. Different authors apply different labels to those elements. For 
the current work, we have followed the terminology described in this 
survey [7].

In a DRT system, a service is the departure of a vehicle to serve the 
transportation requests it has assigned. One service is generally tied 
to a concrete area or line assigned to the transport. In contrast, a route 
is the specific path the vehicle follows connecting all the pickups and 
drop-offs. A route does not necessarily include all existing stops in a 
line or area. Customers are picked up and dropped off in a predefined 
set of stops within the serviced area or line. Alternatively, a door-to-door 
service can be offered, in which any user-specified location within a 
particular area may act as a stop. This type of mobility is thought to be 
shared; i.e.: multiple customers are served by the same vehicle. Typical 
vehicle choices for demand-responsive services include a taxi-like car 
with a capacity of 4 passengers, mini-vans with 9 to 12 seats, and mini-
buses or buses with 20 to 30 seats, respectively.

Many operational patterns exist for DRT. Specifically, for rural-
DRT, we find the following: transportation within rural settlements, 
transportation between rural settlements, and transportation between 
rural and urban settlements. In practice, these cases can be reduced 
to two systems: many-to-many, with a set of multiple origins and 
destination locations, and many-to-one, where origin and destination 
locations share a unique pick-up or drop-off point. The last type 
is usually the so-called feeder line, where a flexible transportation 
service is used to move passengers to a different, less accessible 
service (for instance, communications from rural settlements to an 
airport). Fig. 1 shows a schematic representation of the commented 
used cases.

If the customer is required to send a request to access transport the 
service is provided on-demand. The time between sending a request 
and the customer’s pick up is the lead time, and it is used to adapt 
the fleet operation or planning to include such a request. In a stop-
based operation, the customer will be assigned a stop from which 
it will be picked up. On-demand systems can operate in real-time, 
accepting last-minute bookings, or with a hybrid approach, accepting 
bookings in advance too. DRT systems which are not on-demand are 
also possible. These systems consider current demand or demand 
predictions for service planning but do not require requests to run.

The period of time for which the DRT service is planned and 
optimized is referred to as planning horizon. The duration of planning 
horizons is usually a whole day. In addition, the operator may plan for 
a few hours to adapt to high/low demand periods. According to the 
influence of the demand data on the service planning, the system will 
be fully-flexible if routes are planned from scratch according to current 
demand or semi-flexible if a predetermined plan exists but vehicles are 
allowed to modify it influenced by demand.

B. Modeling and Optimization Techniques
Once the specific type of DRT system has been chosen, it must be 

modeled and tested to check its performance and adjust its attributes. 
We discuss below the different steps this involves, citing relevant 
research and the methods their authors employ. Please be aware that 
not every paper cited in this section explores rural-DRT.

Most DRT works are set in a specific settlement or area. In general, 
the main transportation network (roads, highways) of the area is 
mirrored thanks to services like Open Street Map (openstreetmap.
org) or Open Sourcing Routing Machine (OSRM, project-osrm.org) 
[8]. Ideally, the actual organization of the area, its types of districts, 
population, or socio-economic reality, among others, should also be 
considered. Authors in [9] describe a seven-step analysis method for 
the optimization of any transportation system, based on reproducing 
the features of the currently implemented transport service (that would 
potentially be replaced). Alternatively, some works employ grid-like 
modelings of the area where the system will run [10]. The actual 
routing of each fleet vehicle represents one of the main challenges 
of DRT services, as it must be performed in real time. Innovative 
heuristic algorithms [11], [12] aid in this respect.

Demand modeling is also crucial. Passenger demand has two 
main aspects: (1) frequency and intensity and (2) shape (location of 
origin-destination pairs). Demand attributes can be extracted from 
datasets of different transportation modes and extrapolated, as in 
[13], where taxi data is used. Moreover, real data of pilot DRT services 
[14], [15] can be reproduced when available. However, the most 
observed technique is the use of synthetic demand data that can be 
generated statistically [10], based on socio-demographic information 
[16], via surveys [8], [15], [17] or generated in a (semi-)random [18] 

(a) Within a rural settlement (b) Between rural settlements (c) Between rural and urban settlements

Fig. 1. Observed operational patterns for rural demand-responsive transportation systems. Boxes indicate rural/urban settlements. Black dots represent stops. 
Dashed lines represent demand-responsive lines. Pictures (a) and (b) are cases of many-to-many transportation, while (c) represents a many-to-one model.
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way according to the properties of the reproduced area (population, 
age, occupation, vehicle ownership). Finally, if traffic intensity data 
is available, it is useful to include it in the model, although not as 
relevant for rural areas with respect to city-centered studies, since the 
former tend to have lower intensity.

The operation of the DRT system requires automated planning 
and scheduling of vehicle services. At the same time, these tasks need 
information on the time and traveled kilometers that any detour would 
imply, which makes routing algorithms also necessary. In addition, 
since it is common to find online systems that accept real-time 
requests, the computation time for detours and new request insertions 
must be kept low. The use of multimodal planning [8] is common to 
solve the scheduling of vehicle services. Moreover, some simulation 
platforms, such as MATSim [19] include their own implementations 
of the algorithms mentioned above. These implementations usually 
employ (meta)heuristic techniques [16] that optimize vehicle-
passenger assignments (insertion heuristics [20], for instance) or 
vehicle routing in a short computational time. Besides that, other less 
exploited techniques such as automated negotiation could be used to 
decide assignments from a decentralized perspective [21].

Finally, to observe the system’s dynamics and its operation 
and adjust its attributes, it is necessary to simulate it. This can be 
performed through mathematical modeling [9] provided detailed data 
is available. However, a more popular way of achieving this is through 
multi-agent simulation (MAS). Among the observed choices we find 
NetLogo [22], used in [23], the already mentioned MATSim, and even 
custom simulators [8], [24].

C. Optimization Goals
The main goal of people transportation services is to supply the 

displacement needs of its users. Ideally, the operation of the service 
shall be performed by optimizing three factors: (1) the economic 
viability of the service; (2) the customer’s experience (or quality of 
service); and (3) the environmental impact of the service. These three 
factors are translated into scopes when it comes to transportation 
research, and thus we can find works that asses one (only operator 
perspective [25]), or many of them from a multi-objective perspective 
(passenger and operator perspectives [26]). Optimizing customer 
experience implies reducing passenger travel times, whereas economic 
viability is ensured by reducing operational costs. Finally, optimizing 
sustainability requires reducing vehicle traveled kilometers (VTK).

The greatest challenge of demand-responsive transportation 
systems is finding the equilibrium among the above factors to offer 
a competitively-priced, economically viable, and flexible mobility 
alternative to private cars and traditional public transportation. For 
the case of rural-DRT, economic viability is especially difficult, taking 
into account the relatively low demand.

III. State of the Art Classification

This section presents a classification of the relevant literature 
found while researching the topic. Given the heterogeneity observed 
among the articles, they have been grouped by two criteria. On the 
one hand, the first group encapsulates studies, surveys, and analyses 
on the implantation of DRT solutions for rural areas. On the other 
hand, the second group presents papers that include at least an explicit 
DRT system proposal and experimentation to evaluate it. Both types 
of work offer reflections and insights into the viable application of on-
demand mobility to areas with scattered populations and low demand.

A. Literature Retrieval and Overview
The Google Scholar and Scopus search engine were used to retrieve 

articles and book chapters relevant to the topic. The results were 

filtered applying the following rules: 1) the term "demand-responsive" 
had to be present in the title, abstract, or keywords of the publication, 
and 2) at least one of the terms "rural", "rural area" or "interurban" 
had to be present in the title, abstract, or keywords of the publication. 
Using the above criteria, the first search yielded 34 articles. Of these, 
9 were discarded because the algorithms or systems they described 
did not fit the rural perspective of our review paper. The keywords 
"rural" and "interurban" could be present in the abstracts, but that did 
not guarantee that the characteristics of the systems researched by the 
authors matched those of rural or interurban mobility. Therefore, only 
papers that explicitly modeled low demand with scattered residents 
or assessed a rural interurban scenario were retained. Once filtered, 
the batch of relevant publications had a relatively small size of 25 
publications. The fact is that rural-DRT solutions are less explored 
than their urban counterparts, probably because of factors such as 
scarce data availability and a lack of general interest until recent times.

In addition to the few publications, the degree of detail regarding 
the DRT systems described in them varied considerably. In general, 
all authors describe at least the operation of the basic components of 
any transportation system. However, just a minority explicitly state 
their system’s constraints, the objective function(s), or the technology 
employed to build their proposals. Finally, it is worth mentioning that 
each proposal is tailored to the rural area it serves, which also differs 
for each work.

Given the described situation, we have chosen to summarize the 
publications on this topic one by one, giving as much relevant detail 
for each of them as possible. Nevertheless, two main classification 
criteria have been applied to divide the publications: analytical works, 
discussing challenges and studying the implementation of DRT in a 
specific context (Section III.B); and experimental works that explicitly 
model, implement and simulate a DRT system (Section III.C).

B. Analyses and Surveys
This subsection groups the state-of-the-art literature which assesses 

the challenges, potential benefits and contributions of implementing 
DRT for rural mobility. Most of the cited works develop their analyses 
around a main topic, which is shared among some, but present their 
own methods and conclusions. Following, we present the contributions 
grouped by the main topic they discuss.

1. Success and Failure of DRT Systems
One of the most historically studied topics in DRT history is the 

success and failure of deployed systems. Works in this line give 
important insight that PT providers must consider when designing 
a system. Enoch et al. assess the failure of DRT systems in [5]. The 
authors concluded that DRT projects are often not realistically costed 
or designed with a full understanding of the market they are to serve. A 
pattern was observed in which providers offered too flexible a service, 
including costly technological systems, when they may not be needed. 
In contrast, the authors recommend an incremental approach as a 
more sensible option. Compared to conventional PT operations, DRT 
requires more marketing effort and skills, but above all, it requires new 
skills in working in partnership. The failure in partnerships is where 
the root of DRT failure is often found.

G. Curry and N. Fournier [4] review DRT and Micro-Transit 
implementations to assess their performance. High failure rates stand 
out in their findings. 50% of the systems last less than 7 years, 40% last 
less than 3 years, and about a quarter fail within 2 years. In the UK, 
67% of DRT services have failed, and in Australasia, 54%. The results 
indicate that simpler operations (e.g., many-to-few or route deviation) 
had lower failure rates compared to more complex many-to-many 
services. The authors develop a cost analysis that shows a strong and 
definitive link between DRT failure and higher service costs.
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2. Replacing Classic PT With DRT
Many analyses focus on a particular rural settlement and aim to 

replace or optimize the currently implemented means of PT. Ryley et 
al. [2] investigate the contributions of DRT to sustainable PT. Their 
study surveys the public of both urban (Rochdale, Manchester) and 
rural (Melton Mowbray, Leicester) areas of the UK. Six DRT service 
variants are explored using mixed logit models; from those, a rural 
hopper service linking a number of rural settlements to a market town 
fits our research. Regarding that system, authors find the in-vehicle 
time of passengers is longer than normal, as the alternative to the 
DRT service is private motorized vehicles. Longer times are mainly 
caused by the dispersion of the served population, and the need for 
door-to-door as opposed to stop-based services, necessary due to the 
predominantly elderly and/or mobility-impaired users.

Coutinho et al. [15] assess replacing a fixed public bus line with 
a DRT system to service the rural surroundings of Amsterdam, the 
Netherlands. Their analysis focused on indicators such as distances, 
ridership, costs, greenhouse gas (GHG) emissions and the population’s 
perception of DRT. Their results expect a drop in ridership which is 
compensated by mileage and operating time-frame reductions. There 
is better overall efficiency with DRT compared to the fixed service. The 
number of traveled kilometers, operational costs and GHG emissions 
per passenger were smaller.

C.-G. Roh and J. Kim [27] analyze and propose an optimization 
for six small bus routes in the rural city of Yangsan-si, South Korea. 
Geographic Information Systems (GIS) were used to compare and 
review the planned routes and operation status of each route, while 
improved DRT operation methods were studied based on these 
operations patterns. A more suitable DRT small bus operation model 
for each route was proposed as a conclusion.

3. DRT Systems’ Adoption Rate
The adoption rate of newly deployed DRT systems is tightly related 

to their success. Some authors center their assessments on this topic. 
Wang et al. [28] discuss the DRT adoption rate in the rural area of 
Lincolnshire, England. The authors argue that car ownership, the 
aging population, and cuts in public spending threaten the traditional 
public bus services that operate in rural settlements. DRT, however, 
faces a series of challenges for its successful implementation. Through 
the analysis of various factors, it is determined that people with 
disabilities, those traveling for work, and those who live in less densely 
populated areas are more likely to travel by DRT. In addition, a gender-
based analysis reveals females have a higher propensity to use DR 
services compared to males below retirement age. However, the trend 
vanishes upon reaching retirement age. This, for the authors, indicates 
an emerging market potential from the retired male market segment, 
and thus service providers should design their systems considering it.

Anburuvel et al. [29] run a survey to explore the willingness to 
accept a DRT service for the spatially scattered population of a rural 
region of Sri Lanka. The survey pointed towards economic attributes 
(income and vehicle ownership), sociocultural attributes (age, gender, 
and education), and mobility needs (travel frequency and access 
distance/cost) as the primary factors which decided the choice of 
a transport mode, thus begin more relevant in the decision of the 
deployment of a new service. 

Schasché et al. [30] elaborate a review on the conflicting 
expectations and weak user acceptance of rural-DRT systems. Their 
paper creates an overview of the development in the research field, 
focusing particularly on user-oriented research, detects conflicting 
performance expectations towards DRT services that complicate their 
success, and identifies discrepancies between perception and empirical 
design studies. The findings suggest a need for more focus on rural 

areas when attempting to reduce the use of private combustion engine 
vehicles in favor of public transport and successfully establish DRT 
services as well as further research into specific user groups. The main 
take-away points are the following: In rural areas, personal factors 
such as age, gender, and private car access are found to be of stronger 
influence on user acceptance than in urban areas. Service-related 
factors like time reliability and booking methods have a higher impact 
on rural transport mode decisions than in urban settings. Finally, 
knowledge of DRT service and information provision also appears 
more influential for users in sparsely populated regions.

4. Reviews on Smart and Sustainable Mobility for Rural Areas
Some of the most useful theoretical contributions come from those 

works that group relevant publications, much like the present paper. 
The perspectives and criteria for the grouping are what differentiated 
one review on a concrete topic from another. Agriesti et al. [31] aim 
to build the case for a renewed research effort about smart mobility in 
low-density areas. The authors perform a wide surveying effort across 
Estonian municipalities, focusing on the outputs from rural and small 
suburban centers. The results report the main mobility challenges 
across the region and what hindering factors are preventing envisioned 
solutions. Tracking social behavior, changing travel patterns, and 
social inclusion stand out among these challenges. Technology 
implementation is also identified as a key priority, particularly 
regarding traffic management and planning practices.

Poltimäe et al. [32] present a review of papers dealing with inclusive 
and sustainable mobility systems for rural areas. After analyzing many 
proposals, the authors group them into four categories: semi-flexible 
DRT, flexible door-to-door DRT, car-sharing, and ride-sharing. The 
main conclusion of their study is that single mobility solutions are 
rarely applicable to all rural travelers. Therefore, the future lies in 
multimodal mobility, considering that strong spatial and temporal 
synergies exist when combining different solutions. Success factors 
for sustainable rural transportation are identified, among which 
accessible and easily understandable information on routing, booking, 
and ticketing systems, as well as cooperation, shared values and 
trust between various parties, stand out. Finally, the importance 
of integrating the needs of various user groups for implementing 
environmentally, socially, and economically sustainable mobility 
solutions in rural areas is emphasized.

5. Other Analytical Contributions
Given the strong relationship between transportation systems and 

the area they service, some authors focus their surveys and proposals 
on specific topics which are relevant in their case. Abdullah et al. [33] 
assess the service quality of two DRT bus services operating in Lahore, 
Pakistan, through a questionnaire. The surveyed data reflected service 
attributes and bus ambiance as significant predictors of overall 
customer satisfaction.

F. Heinitz [34] approaches the improvement of rural mobility 
through incentives for private vehicle drivers to share their vehicle 
with other passengers for a concrete journey. The author builds a 
framework that defines steps to take when considering the introduction 
of DRT elements to a rural mobility scenario. His case study, set in the 
Schmalkalden-Meiningen area, Germany, takes into account German 
legislation. The author’s conclusions show he understands as a mistake 
the proposal of a whole DRT solution from scratch for a certain rural 
area. Instead, he bets on modal integration and the development of 
high-adoption ridesharing among citizens, as private vehicles are the 
best approach to the mobility patterns of rural inhabitants.

F. Cavallaro and S. Nocera [35] study the novel concept of integrating 
passenger and freight transportation in flexible-route vehicles for 
rural areas. The developed case study is centered in the municipality 
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of Misano Adriatico, Italy. The performance of the service is evaluated 
through a selection of financial, operational, environmental, and social 
key performance indicators. The results of the analysis revealed a 
reduction in kilometers traveled, fuel consumption, and air pollutants, 
together with an increase in the area covered by the service, an 
increase in potential daily deliveries (for freight transport), and an 
increase in the occupancy rates of vehicles (for passengers).

C. Proposals and Experimental Work
This subsection groups the state-of-the-art literature which 

explicitly describes either a complete DRT system or some crucial 
part of it, including proposals that seek to optimize the system’s 
operation or that simply test a particular approach for modeling, 
scheduling, or simulation.

Two main criteria have been used to divide the publications 
according to the system’s proposed features. On the one hand, systems 
following many-to-many locations’ operational patterns are separated 
from those using a many-to-one scheme. On the other hand, within 
each operational pattern, systems are split into those with fully-
flexible routing and scheduling and those with semi-flexible ones.

Fig. 2 illustrates different DRT configurations that were found 
among the proposals analyzed in this section.

1. Many-To-Many Operational Pattern
Fully-flexible scheduling
Among the analyzed works that implement and validate concrete 

proposals, a few aim to enhance a commonly used technique or 
define approaches that deviate from the norm. Van Engelen et al. [18] 
propose an enhancement to insertion heuristics by including demand 
anticipation. Their algorithm is tested over the Tata Steel IJmuiden 
area in the Netherlands. The demand forecast is considered when a 
new request arrives in the system and is used to filter the number of 
fleet vehicles that can serve it. Generally, a vehicle will have enough 
free seats to serve passengers (demand) at the next stop on its route. 
Demand forecasting is applied to decide the probability that the next 
stop will have more demand than what the system currently considers. 
A vehicle may be rerouted to a stop with an expected demand greater 
than its current seat availability if the operator has "low confidence" in 
the demand forecast; this implies taking a risk. Conversely, when there 
is high confidence in the prediction, vehicles with a higher number 
of available seats than the current demand are rerouted, thus making 

room for the estimated demand as well. The authors compare their 
method to traditional insertion heuristics. The results show that by 
combining their proposal with empty vehicle rerouting 98% of the 
baseline rejected requests are eliminated, and travel and waiting times 
are reduced by up to 10 and 46%, respectively.

K. Viergutz and C. Schmidt [16] propose a case study on the 
rural town of Colditz, Germany, comparing conventional public 
transportation against DR services. The conventional transportation 
consisted of a bus line, whereas for the DRT two proposals were tested. 
Both DR proposals were on-demand, many-to-many, and fully-flexible. 
However, one of them operated stop-based with 5 automobiles and the 
other door-to-door with 10 vans. Their system declared constraints on 
the number of fleet vehicles, vehicle capacity, the maximum waiting 
and passenger travel time, and walking distance to the nearest stop. 
The scheduling of services was performed by a heuristic algorithm 
that allocates the nearest idle vehicle to each new request. The authors 
used surveyed and statistical data to reproduce realistic demand for 
the experimentation. Then, multi-agent simulations were run for 
each fleet configuration. Their findings revealed that, for the stop-
based scenario, the number of passengers increases compared to 
conventional PT, but also does the fleet necessary to keep a good level 
of service (four vehicles vs one). Moreover, dynamic, real-time vehicle 
assignment requires hard-and software, which involves additional 
expenses to already financially limited rural PT providers. An excess 
of dynamism in PT (absence of lines and timetables), according to the 
authors, may be a strain on customers, leaving them at the mercy of 
their technical capabilities for managing booking applications. The 
work concludes that ultra-flexible DRT services are not the panacea 
for the rural PT sector, especially not in the case of a free-floating, 
DR, door-to-door service. Economically speaking, the authors remark 
on the importance of autonomous vehicles for a more efficient DRT.

Dytckov et al. [8] explore by means of simulation the benefits of 
replacing existing bus lines in the rural area of Lolland, Denmark, with 
a DRT system that better fits the low mobility demand. Authors build 
their own microsimulator joining together many open-source tools: a 
multimodal travel planner for scheduling (OpenTripPlanner), a library 
for solving vehicle routing problems (jsprit), OSRM to prepare data for 
the routing solver, and finally a custom event-driven simulator. Their 
proposal consists of an on-demand, fully-flexible, many-to-many, 
stop-based DRT system served by eight-seat minibusses. During the 
experimentation, constraints on request lead time, time window, trip 

(b) Within settlement door-to-door operation(a) Interurban stop-based operation 

Fig. 2. Graphic representations of demand-responsive transportation systems operating with different configurations. Passenger demand is depicted by green 
human icons, whereas vehicles are portrayed by yellow buses. Vehicle routes are indicated with red dashed lines. Picture (a) reproduces an interurban operation, 
where settlements, indicated with white boxes, act as stops to travel from/to. Picture (b) depicts a door-to-door operation within a rural settlements, in which 
passengers can ask for a ride from any location within the town.
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time, driving time, and vehicle capacity are defined and modified. In 
addition, authors consider penalties for rejected requests and for the 
dispatching of new vehicles. The main assumption of their study is 
that transportation demand does not change when changing from 
buses to a DRT system. The simulation results show the potential to 
reduce costs and CO2 emissions.

Morrison and T. Hanson [36] explore the concept of volunteer 
driver programs (VDPs) to replicate a door-to-door DRT service 
in rural areas. A rule-based system was developed to describe the 
operation of a VDP. The system was calibrated and validated with one 
year of New Brunswick (Canada) Volunteer Driving database data. 
Then, the multi-agent simulator Netlogo was used to implement and 
study a simple agent-based VDP. The system operation was simulated 
and stressed through many scenarios that posed challenges. Finally, 
VDPs were understood as a viable solution, although the authors 
remark on the need for additional research regarding actor (users, 
drivers, dispatchers) interactions.

Matsuhita et al. [37] propose two methods for promoting tourism 
use of a demand transportation system operated in the rural town of 
Aizumisato, Fukushima Prefecture, Japan. These proposed methods 
are a hybrid operation of both conventional on-demand transportation 
and scheduled transportation which is compatible with Google Map 
route search and the posting of times and routes using virtual stops. 
The effect of the proposals is studied utilizing the SUMO microscopic 
traffic simulator. The results show that the proposed system can 
operate on time without any problems, although the waiting time for 
passengers increases compared to the current method. The average 
maximum number of passengers that can be picked up and dropped 
off within 30 minutes is 12.3, which means that the system can operate 
with an increase of about four passengers compared to its current 
maximum capacity during peak hours.

Semi-flexible scheduling
Bruzzone et al. [38] explore the implementation of a DRT 

solution for the rural town of Velenje, Slovenia, given the poor 
performance of its current transit system. The researchers surveyed 
a focus group to establish the faults of the current transportation 
and the citizen’s attitude towards on-demand mobility and cycling. 
The authors had the parallel objective of moving demand away 
from private motorized transports. Their final proposal combines 
two new DR bus lines and an electric bike-sharing system (e-BBS). 
The main DR line offers a semi-flexible, many-to-many service 
with a scheduled route and several on-demand stops; meanwhile, 
the secondary line operates in a fully-flexible manner, feeding the 
main line with a many-to-one2 service. The e-BBS has two roles; 
feeding both DRT bus lines and offering accessible transportation 
for short displacements within the town’s neighborhoods. Cost 
analysis reveals the proposal would achieve better service quality 
with the same financing the current public transportation is getting, 
reaching a higher percentage of the population.

Li et al. [39] propose a method for transit scheduling of DRT 
systems based on optimizing urban and rural transportation stops. 
Their method clusters passenger reservation demand through a DK-
means clustering algorithm, identifying later fixed and alternative 
stops for the transportation system. Then, a genetic simulated 
annealing algorithm is proposed to build the bus schedule, obtaining 
a flexible-route DRT service that promotes urban-rural connections. 
Their proposal is validated in the northern area of Yongcheng City, 
Henan Province, China. Comparing their final model against the 
existing regional flexible buses, results show the optimized bus 
scheduling reduced the operating cost by 9.5% compared with that 

2   Bruzzone et al. use the term few-to-one, which would be a variation of a 
many-to-one operation with a relatively small number of origin stops.

of regional flexible buses while reducing the running time by 9%. In 
addition, the authors compare their final proposal to that obtained 
merely after the DK-means clustering of stops and observed a 4.5% 
reduction in operational costs and 5% reduction in run times, thus 
proving the genetic simulated annealing step crucial to improve the 
service further.

2. Many-To-One Operational Pattern
Fully-flexible scheduling
Vehicle dispatching (from the current stop to the following one) in 

DR services is generally computed as a function of time, ensuring early 
service to boarded customers and waiting at stops only when there 
is enough slack time. Marković et al. [25] propose a threshold policy 
to dispatch vehicles according to the number of onboard passengers. 
For the experimentation, a flexible, one-to-many, door-based DR 
service is implemented, transporting the customers from a terminal 
to their homes. The authors adjust their proposal through numerical 
simulations set in a rural context, with demands ranging from 21 to 
30 passengers per hour. They aim to find the threshold that reduces 
hourly costs as well as the adequate fleet size. The results indicate that 
the optimal threshold is a function of time-varying demand and thus 
must be adjusted for different times of the day. In contrast, the fleet 
size must be adjusted accordingly.

J. Bischoff and M. Maciejewski [20] propose an optimization for 
the operation of a DR fleet based on balancing vehicles according 
to the expected trip demand. Their method ensures that the spatial 
availability of vehicles follows the spatial distribution of demand 
in the (near) future. To test their proposal, the authors implement a 
feeder service that connects inhabitants of rural areas to other high-
capacity means of transportation. The system operation is simulated 
with MATSim. The passenger-vehicle allocation is done through 
insertion heuristics where, given a request, each feasible insertion 
point is assessed and the best one is chosen. The balancing of the fleet 
is done as follows: First, rebalanceable (with enough slack time) and 
soon-to-be-idle vehicles are grouped. Then, the amount of demand per 
zone is estimated according to historical data. With that, the surplus 
(extra) vehicles in each zone are computed, and vehicles are dispatched 
from routes with a positive surplus to those with a negative one. Such 
dispatching aims to incur the shortest possible movement of the empty 
dispatched vehicle. The results show that customer waiting times can 
be cut up to 30% with no increase in VTK, meaning the rebalancing 
improves service quality at barely any monetary cost.

Schlüter et al. [17] assess the impact an autonomous DRT system 
would have in the specific case of linking an urban and a rural area. 
Specifically, their work is centered in the city of Bremerhaven, 
Germany, and its surrounding rural settlements of Lengen, Schiffdorf 
and Loxstedt. This constitutes a fairly wide area, leading the authors to 
two different assessments, centering one of them in the rural area. For 
that, an on-demand, door-to-door, many-to-one, fully-flexible service 
is established. As for the implementation, authors use the multi-
agent simulator MATSim [40] with DRT modules. The road network 
is created with Open Source Routing Machine (OSRM), reproducing 
the real one. The system optimizes the operation through insertion 
heuristics, and the demand is generated following population statistics 
and surveys. The experimentation studies the replacement of the 
MIT (motorized individual transport). Results show that at least 1800 
vehicles with a capacity of 6 passengers are necessary to provide a 
service rate of above 95%. Passenger waiting time values are below 
13 minutes in this manner and decrease with an increasing number 
of DRT vehicles. The average travel time of the agents increases by 
around 66% when switching from a car-based scenario to pure DRT. 
Their results distill the following assessments: the number of vehicles 
can be reduced by more than 90%. By that, several negative side 
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effects such as congestion, noise, fragmentation, or land sealing can be 
mitigated, allowing new perspectives for urban planning and regional 
management. The replacement of human drivers with an autonomous 
driving system leads to a significant reduction in operational costs. 
However, the authors state that without the use of fully automated 
driving systems, DRT cannot compete economically. Finally, the 
limitations of this work come from the available data, which does not 
provide sufficient depth, the exclusion of public transportation from 
the simulated baseline framework, and the replacement of the entire 
MIT of a region, which is a radical theoretical approach. Authors 
remark that the adoption rate of new mobility, such as DRT systems, 
and the acceptance of fully automated vehicles determine the realistic 
percentage of MIT that can be replaced.

Calabrò et al. [10] explore the benefits of DRT feeder services with 
respect to a fixed-route (FR) service. Even though their experimentation 
takes place in a virtual road network, feeder services are one of the 
go-to DR modes in rural settlements, and thus we consider them 
relevant for the present review. The authors model a stop-based, 
many-to-one, fully-flexible, on-demand service. Their implementation 
employs basic insertion heuristics and a demand generation based on 
Poisson distributions. The system operated on a node-joint network. 
The simulations reveal that DRT is preferred in peripheral areas 
where the space between stops is high and during off-peak demand 
periods. In contrast, FR service performs better during peak demands. 
The recommendation for a transport operator is, therefore, to switch 
services according to the demand. 

Semi-flexible scheduling
Lakatos et al. [9] explore the substitution of a regular bus line 

operating between 11 “dead-end” villages in rural Hungary. They 
describe a seven-step analysis method for the optimization of any 
transportation system. Such a method attaches particular importance 
to the characteristics of the current transport service (the one that 
would potentially be replaced). Their study is conducted through 
mathematical modeling fed by surveyed data. The study proposes 
three different DRT solutions. All proposals are on-demand and 
stop-based but vary in operational pattern and flexibility. Their first 
system (1) completely replaces all bus connections with a DRT service, 
modeling a many-to-many, semi-flexible operation. The second one 
(2) aims to replace only the detours that the bus has to do from the 
main line with a DRT service, keeping the regularly scheduled bus 
service just along the main line, describing a many-to-one, semi-
flexible operation. Finally, the last proposal (3) introduces DRT just as 
an extra service connecting settlements with the present main route, 
therefore establishing a feeder for the main bus service. In this case, the 
operation would be many-to-one and fully-flexible. After analyzing all 
three proposals, the main bus line is kept for four of the settlements 
and the connection among all of them, whereas the other seven 
villages implement a DRT service, with one minibus each, connecting 
the stops within them to the main line. This configuration feeds the 
main line and avoids bus detours. The new configuration’s cost does 
not exceed that of the traditional transportation system but increases 
the level of service with better frequencies and more connections. The 
authors emphasize the importance of developing policies with the 
public services for the viability of the rural-DRT system as well as the 
limitations of their method, which mainly considers ridership as an 
influencing factor.

IV. Discussion

The cited works have been summarized in a series of tables. Table 
I gathers the works from Section III.B whereas Table II collects those 
described in Section III.C.

A. Summary of Results
Observing Table I, certain topics stand out as the most investigated. 

DRT systems’ failure as a general public transportation service has 
been widely studied. Such a topic is closely related to the adoption rate 
these systems have once deployed; the number of users that switch 
from their current transportation alternatives to the new DRT system. 
In addition, many authors aim to replace or improve the current PT 
of a rural area with a DRT solution. This is also the case for most 
of the assessed system proposals. Regarding the observed challenges 
for a viable and successful DRT system deployment, these can be 
grouped into economic challenges: unrealistic or excessively flexible 
operation, lack of partnerships, and poor adoption rate; and social 
challenges: scattered population, disparity among technological skills, 
low income, different social behaviors and travel patterns, and high 
ownership of MIT. Both analytical (Table I) and experimental works 
(Table II) acknowledge the potential of DRT to improve service quality 
and thus passenger satisfaction, and reduce vehicle mileage and 
operating hours, thus reducing the system’s environmental impact too. 
Besides that, a series of factors increment the chances of a successful 
deployment of DRT: semi-flexible operations, user-focused design, 
user-group research, partnerships with public and private institutions, 
and the integration of different modes of transportation.

Regarding experimental works, Table II shows the most popular 
trend in terms of DRT systems’ configuration: a many-to-many 
operational pattern with a fully-flexible routing, servicing a series of 
stops with an on-demand shared mid-capacity vehicle. The proposals 
mainly aim to replace or improve the operation of the current means 
of PT in a concrete rural area. In some cases, a new system is proposed 
from scratch to serve a specific unfulfilled displacement need. Among 
the observed used cases, most of them serve a series of locations freely, 
whereas a minority propose feeder systems that bring passengers to a 
higher-capacity, less flexible transportation network. Finally, it is usual 
that authors aim to optimize, at least, the passenger’s perspective. Most 
of them also include an operator perspective, which is closely related 
to the economic viability of the service. Finally, a minority explicitly 
comments on the environmental improvements their system brings.

B. Open Issues
Following, the open issues and key insights distilled from our 

classification are discussed, providing a basis for reflection on the 
challenges and indicating possible solutions and recommendation.

1. Replacement and Optimization of Existing PT With DRT
The reviewed literature shows the difference among authors’ 

insights regarding the performance of their proposed systems. For a 
fair assessment of a DRT proposal’s performance, we must consider 
the context in which the system is proposed and thus its intended 
goals. The metrics that the authors will give importance to in their 
research depend on those goals. For instance, when it comes to public 
transportation optimization, usual metrics are passenger waiting and 
traveling time, vehicle traveled kilometers (VTK), and greenhouse 
gas (GHG) emissions. If a DRT system is proposed to replace or 
complement the current public transportation system, the research 
will focus on reducing passenger waiting and traveling time, VTK 
and GHG emissions. In contrast, a DRT service may be planned to 
introduce public transportation in an area where there are no mobility 
alternatives besides motorized individual transports (MIT). In such a 
case, the research will focus on the level of adoption rate of the new 
service and the reduction of MIT in favor of public transportation. 
Most of the cited works propose a partial or a complete replacement 
of the traditional means of transportation already implemented in a 
chosen rural area in favor of a new DRT solution. Those aiming for 
total replacement usually keep elements of the old transportation 
system (such as stops) in the DRT service. This approach eases the 
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TABLE I. Cited Survey and Analysis Works Classified by Main Topic, Data-Gathering Method, and Identified Challenges and Potentials. Acronyms: 
DRT (Demand-Responsive Transportation), MIT (Motorized Individual Transport), PT (Public Transportation), VTK (Vehicle Traveled Kilometers)

Topic Method Challenges Potentials

[5] Success and failure of 
DRT systems

Analysis of failure factors Unrealistic design, excessive flexibility, lack of 
partnership, high service costs

Simpler operations (in pattern and 
flexibility)[4] Review of DRT database

[2]
Replacement/
optimization of public 
transportation with DRT

Citizen survey Financial viability, institutional barriers
Mileage reduction, operating 
time-frame reduction, improved 
passenger load

[15]
Historical overview of 
DRT systems

Population’s perspective, drop in ridership

[27] Modeling Populations’ aging and decline

[28]

Adoption rate

Factor analysis Ageing population, cuts in public expense Market for commuters and 
retired population User-focused 
deployment of services  Specific 
user group research

[29] Citizen survey
Scattered population, low income, high vehicle 
ownership

[30] Literature review Disparity among perception and empirical design

[31] Smart, sustainable 
mobility for rural areas

Citizen survey
Social behav. tracking, changing travel patterns, 
technology implementation

 Multimodal mobility Cooperation 
among parties User group 
integration[32] Literature review Mobility solutions tied to specific travelers

[33] Service quality Questionnaire High costs, institutional barriers
Customer satisfaction given by 
vehicle ambiance

[34]
Incentivized shared 
mobility

Modeling
Excess of MIT in rural areas, uneven travel 
patterns

Modal integration, citizen 
cooperation

[35]
Passenger-freight 
transportation

Modeling
Limited resources to guarantee access to main 
territorial hubs, underutilized PT

 Higher area of service, higher 
occupancy, reduction in VTK

TABLE II. Cited Experimental Works Classified by Operational (Op.) Pattern, Route Flexibility, Stop Configuration, Booking Necessity, Fleet 
Size and Capacity, and Optimization Perspective (Persp.). Acronyms: E-BBS (Electric Bike-Sharing System)

Op. pattern Flexibility Stops Booking <# vehicles>x<# seats>s Optimization persp.

[18]

many-to-many

fully-flexible

stop-based on-demand 100x5s passenger

[16] (1) stop-based on-demand 5vx4s operator
passenger[16] (2) door-to-door on-demand 10x6-14s

[8] stop-based on-demand 29x8s, 19x8s
operator
passenger environment

[36] door-to-door on-demand 4s (private cars) passenger

[37] door-to-door on-demand 1x9s + 2x4s passenger

[38] (1)

semi-flexible

stop-based not needed 1 bus + e-BBS passenger

[39] stop-based not needed 1x20s
operator
passenger

[9] (1) stop-based on-demand 11x8s
operator
passenger

[38] (2)

many-to-one

fully-flexible

stop-based on-demand 1 bus + e-BBS passenger

[25] door-to-door not needed 6x10s operator

[20] door-to-door on-demand 100x4s
operator
passenger

[17] door-to-door on-demand 1800x6s
operator
passenger

[10] stop-based on-demand 3x20s, 5x8s, 10x4s, 20x2s passenger

[9] (3) stop-based on-demand 1x50s + 11x8s
operator
passenger

[9] (2) semi-flexible stop-based on-demand 1x50s + 7x8s
operator
passenger
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comparison between new and previous transportation systems. 
However, it also facilitates results with lower VTK and, therefore, GHG 
emissions, as generally with DRT some of the stops along a vehicle 
line are optional. If the DRT is implemented as a door-to-door service, 
VTK and GHG may increase with respect to the existing means of PT, 
and thus an improvement in service quality through time reduction 
and the servicing of a wider area gain more relevance.

The substitution and improvement of preserved elements of the 
current PT of an area should also be assessed when aiming to improve 
its operation. As in [39], demand distribution and stop location can be 
studied and modified to fit the new proposal’s characteristics better.

2. Disconnection Between Analysis and Proposals
From a general perspective, comparing the potentials that DRT 

offers (Table I) with the most popular system configurations (Table II), 
there appears to be a disconnection between theoretical and practical 
works. Even though surveys conclude on the benefits of simpler, less 
flexible operations and the inclusion of multimodality, the proposals 
present mostly fully-flexible services, and only some of them [38] 
consider a different transportation mode (electric bike-sharing) 
to complement DRT. Some authors [4], [5] agree that an excess of 
dynamism in demand-responsive operation can be too economically 
costly for the system’s long-term sustainability, especially when the 
level of demand does not justify such a level of dynamism. The general 
conclusion of analytical works seems to favor semi-flexible systems, 
with elements from scheduled transportation (non-flexible) combined 
with on-demand, dynamic operation.

As a relatively new field, DRT lacks standardized systems, leading 
to a plethora of proposals, each with its own unique "name". Despite 
the abundance of ideas, a closer examination reveals that most systems 
are strikingly similar, varying only in minor details. Furthermore, there 
are few works that delve into the attributes of these models. Although 
it is expected to explore various algorithms and techniques in a field 
with many open issues like DRT, authors should focus on the specific 
contributions their algorithms and system models bring to passengers, 
operators, and drivers. It is crucial to adjust configurable components 
such as stops, assignments, and vehicle capacity to suit the specific 
real-world use case of the system.

Authors in [32], [34] comment on the importance of the integration 
of different modes of transportation to truly match the rural area 
inhabitants’ mobility requirements. In addition, partnerships between 
the transportation provider and other entities have been identified as a 
factor contributing to DRT success. One of the many ways multimodal 
transportation and partnerships can be promoted is through mobility 
hubs [41], physical locations where different modes of transportation 
are integrated. Mobility hubs provide travelers with options for 
transfers between various transport systems in order to facilitate the 
exchange from one mode of travel to another. Moreover, they can also 
include amenities like shops and restaurants, making them attractive 
places to visit while traveling. Given the high percentage of failed DRT 
systems, we consider the implementation of mobility hubs must be 
studied together with the topic at hand.

3. User-Centered Design and Adoption Rate
It seems evident that a transportation system has to adapt to the 

area it serves. Elements such as routes, stops and vehicles take into 
account the geography and spatial-temporal demand of the area. 
However, when it comes to classic transport systems, the way they 
operate remains the same regardless of where they are implemented. 
In the case of DRT, generalist solutions have no place, even less so 
in rural areas. Their necessary flexibility, combined with the low and 
distributed demand, forces an operation tailored to the reality of the 
system’s potential users.

How well a system is adapted to its potential users determines 
the number of final users it will have. This is even more evident for 
systems that compete with other alternatives, such as transportation 
systems. Therefore, user-centered design is closely related to the final 
DRT system’s adoption rate. The adoption rate of DRT is one of the 
key issues leading to its failure. The number of passengers that may 
switch from existing PT or MIT to DRT depends on the service quality 
and the ease of interaction with the service. The latter concept refers to 
the booking of services, which is generally done through a call center, 
web, or smartphone application. Because of all the aforementioned, 
when simulating a DRT operation, the demand intensity must be 
adapted accordingly and not simply copied from the existing PT or 
MIT displacements. In addition, by including findings on human 
behavior in such simulations, further research could simulate the 
estimated depth and speed of user transition from their preferred 
transportation method to the new DRT solution.

Works such as [28]–[30], [32] conclude on the importance of 
adapting the design, operation, and deployment of DRT solutions 
to specific user groups. The displacement requirements of potential 
users should be at the center of the development of a mobility system. 
In rural areas, where demand is low, and the gap between users is 
widening, it is especially crucial to consider their characteristics, 
such as social and travel patterns and technological skills. However, it 
would be unrealistic to propose a system that adapts to each and every 
one of its users. Because of that, user-group research is advisable to 
determine the best operation for the system. Moreover, we consider 
hybrid operations that adapt to different user groups in various periods 
of the day as a potential solution to increase a system’s adoption rate.

4. Artificial Intelligence for Rural-DRT
Regarding rural-DRT research, we can establish a baseline of 

commonly discussed topics and commonly applied technologies 
for modeling and simulation. Regarding the latter, most proposals 
are modeled through mathematical or agent-based approaches. 
The demand for the system’s validation is synthetically generated 
according to surveys and population, vehicle ownership, and other 
relevant statistics from the serviced area. The system counts with 
routing algorithms and insertion heuristics to assign passengers to 
vehicles and schedule the service. Finally, numerical or agent-based 
simulations are run according to the modeling, and conclusions about 
the proposal are drawn.

Recently, rural areas have attracted the interest of artificial 
intelligence researchers, in order to apply in them the type of 
techniques which are already being developed for smart cities [42], 
[43]. Still, there is a noticeable lack of innovation regarding rural-
specific transportation. Certain aspects of transportation research, 
such as autonomous vehicles [44], enjoy a high level of popularity 
and therefore a high level of articles. For the case of DRT, most of the 
proposed systems do not implement new algorithms for allocating the 
demand or scheduling operations. On the contrary, the authors assess 
the viability of specific proposals. The few improvements for the classic 
algorithms that have been reviewed present general optimizations 
and do not consider the characteristics of the rural demand to further 
improve the system. Because of that, we wish to highlight those 
contributions which innovate regarding research topics.

The works in [34]–[36] present unexplored topics which tie their 
proposals to specific characteristics of the serviced area. These topics 
are incentive-driven shared mobility, integrated passenger-freight 
transportation, and volunteer driving programs, respectively. In 
addition, some authors innovate with the optimization techniques 
applied to their systems. In [18], demand anticipation is used to 
improve the classic insertion heuristic. In [25], the authors propose a 
dispatch policy based on a threshold of passengers onboard a vehicle. 
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In [20], vehicles are rebalanced based on expected demand. Finally, 
the authors in [39] employ generally unused techniques for their 
proposal: DK-means to group stops and a genetic algorithm (global 
optimization) combined with simulated annealing (local optimization) 
to define the system’s operation. These works, regardless of their 
relevance, bring freshness to the field of research and, as analyzed in 
this paper, follow the line necessary to apply real solutions that work 
in concrete rural areas.

The DRT paradigm facilitates resource savings and transport 
adaptability. Hand in hand with artificial intelligence (AI), the potential 
for improving rural mobility increases considerably. Machine learning 
and pattern recognition techniques can be used for demand prediction 
and generation, both historically and in real time. This, in turn, 
may optimize vehicle deployment and passenger balancing. AI can 
also identify and group potential customers of a future DRT service 
according to their social behavior and travel patterns. Regarding the 
adoption rate of DRT, AI can be implemented to analyze data about the 
needs of rural populations and identify ways to increase the demand for 
transportation services, such as gamification: creating incentives for 
people to use public transportation or offering discounts to those who 
carpool. Additionally, as mentioned throughout the paper, heuristic 
optimization can improve transportation conditions, identify the best 
routes, and create more efficient routes that reduce the amount of 
time and money spent on displacement. There are myriad approaches 
that can be leveraged to the topic at hand, from agent negotiation 
to evolutionary computation, and most are worth exploring to build 
original solutions for a research field in need of innovation.

V. Conclusions

This survey has reviewed relevant works that assess the viability 
and potential of improvement that the DRT paradigm can bring to 
rural mobility. Such a task included the description of transportation 
problems, the characterization of DRT, and the enumeration of the 
techniques that computer science brings to implement and experiment 
with transportation systems. Both analytical and experimental works 
have been described and classified. Finally, the open issues of the 
matter, gathered from the reviewing process, have been discussed.

The main takeaway points of the present work are the following. 
Practical research needs to be more in touch with its theoretical 
counterpart. Works that apply the knowledge of transportation 
research must favor the approaches which are economically viable. 
The problem of low adoption rate and implementation that does not 
adapt to the potential users of the rural area has to be considered 
in every step of the formulation of the transportation system. PT 
providers must understand those issues and adapt their expected 
ridership amount accordingly. It is smart to begin with a somewhat 
less flexible operation and increase the flexibility if factors such as 
demand justify it. Finally, one should always keep in mind the potential 
of multimodal transportation; study the application area to try and 
create partnerships with other actors that facilitate the transition to 
the new transportation method. 

From the point of viewof computer science research, there is a need 
for rural-specific works that use the deployment area’s features to find 
innovative and creative optimization solutions. There are a series of 
unexplored algorithms that could bring new perspectives to synthetic 
data generation, mobility modeling, and simulation.

The present research inspires two logical follow-up works. On the 
one hand, the results of this work could be applied to the definition of 
a framework describing the series of steps that both PT providers and 
researchers in the area should follow when considering the design and 
implementation of a DRT system, giving the necessary importance to 
user-centered design, multimodality, and innovation in modeling and 

optimization. On the other, we would like to take advantage of the 
latest advances in AI to study the best way to implement and improve 
rural-DRT.

Regarding the latter, we have plans to develop a general framework 
for transportation fleet optimization. Employing agent-based 
modeling to reproduce public transportation and other types of fleets, 
and integrating different algorithms to optimize aspects such as task 
allocation and vehicle coordination from both a centralized and a 
distributed perspective. A few examples of algorithms we have been 
researching would include insertion heuristics, distributed negotiation 
and task allocation through auctions, or distributed planning of the 
fleet’s operations [45]. With the aforementioned ideas, a first approach 
on demand-responsive systems can be found in [46].

Machine learning techniques are also a powerful tool to innovate 
in the improvement of the operational area and further optimize 
transportation operations. For instance, in [47] demand-prediction 
models are developed to test and optimize a public bus service. Finally, 
we would use massive multi-agent simulation techniques, such as those 
illustrated in [48], to validate the different systems and identify potential 
partnerships with other means of transport or actors in the rural area.
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Abstract

Extracting knowledge from text data is a complex task that is usually performed by first structuring the texts 
and then applying machine learning algorithms, or by using specific deep architectures capable of dealing 
directly with the raw text data. The traditional approach to structure texts is called Bag of Words (BoW) and 
consists of transforming each word in a document into a dimension (variable) in the structured data. Another 
approach uses grammatical classes to categorize the words and, thus, limit the dimension of the structured 
data to the number of grammatical categories. Another form of structuring text data for analysis is by using 
a distributed representation of words, sentences, or documents with methods like Word2Vec, Doc2Vec, and 
SBERT. This paper investigates four classes of text structuring methods to prepare documents for being 
clustered by an artificial immune system called aiNet. The goal is to assess the influence of each structuring 
method in the quality of the clustering obtained by the system and how methods that belong to the same 
type of representation differ from each other, for example both LIWC and MRC are considered grammar-
based models but each one of them uses completely different dictionaries to generate its representation. By 
using internal clustering measures, our results showed that vector space models, on average, presented the 
best results for the datasets chosen, followed closely by the state of the art SBERT model, and MRC had the 
overall worst performance. We could also observe a consistency in the number of clusters generated by each 
representation and for each dataset, having SBERT as the model that presented a number of clusters closer to 
the original number of classes in the data.
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I. Introduction

Text mining corresponds to a set of techniques used to extract 
patterns or identify trends in documents (textual datasets), 

bringing together Information Retrieval, Natural Language Processing 
(NLP), and Data Mining techniques [1]–[5]. Thus, text mining involves 
knowledge in linguistics, informatics, statistics and cognitive sciences, 
among other areas. Whilst data mining seeks patterns in numerical 
and categorical data, text mining is about looking for patterns in texts. 
This superficial similarity between the two areas hides their main 
difference [6]: data mining deals with structured data in standard 
databases, whilst texts are semi- or unstructured data covered with 
uncertainties, context and ambiguity, which make their analysis and 
interpretation even more difficult. Thus, text mining deals with semi- 
or unstructured data that is usually pre-processed before a learning 
algorithm can be applied.

The pre-processing step performs all the cleaning and structuring 
in the text to generate its structured representation suitable for the 
application of standard machine learning algorithms [7]. This text 
structuring step is usually the most sensitive and expensive one in 
computational terms, as it requires the processing of unstructured data 
[4], [8]. It can be divided into four main steps: 1) tokenization; 2) stop 
words removal; 3) lemmatization; and 4) representation of documents. 
After Steps (1) to (3), it is necessary to find a suitable representation 
for the documents (Step (4)), and there are different methods to do so.

The most common text representation approach is the so called Bag 
of Words (BoW) [9], [10], which models the documents only based on 
a specific weight calculated for each token (word) in the document, 
disregarding grammar, word order and context. These are called 
vector space models, in the sense that they transform texts into a set 
of vectors in a usually high-dimensional space, where each dimension 
corresponds to a word in the documents.

Alternative methods to represent documents include those that, 
instead of having each word as a dimension, use a pre-defined set of 
word categories to represent the documents and classify the words 
available into one of these categories. Examples include the Linguistic 
Inquiry and Word Count (LIWC), which references a dictionary of 
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grammatical, psychological and content word categories, the Part-
of-Speech Tagging (sTagging), which accounts for the definition and 
context of words [11]–[13], and the MRC, which uses a predefined 
dictionary to map words into their respective psycholinguistic 
information [14].

A third class of text structuring method investigated in this paper is 
based on the concept of word embedding [15]–[17], that is, each word 
is represented as a real-valued vector that encodes its context and 
meaning, such that words with similar meanings appear closer to one 
another in the vector space. This type of distributed representation of 
words is generated by specific neural network architectures. Examples 
of these approaches include the Doc2Vec and Word2Vec algorithms, 
which model each paragraph and word, respectively, as a numerical 
vector representing its meaning and main characteristics.

The fourth and last representation is based on sentence 
embeddings, an extension of word embeddings generated by deep 
neural architectures. Sentence embedding models [18]–[21], such as 
SBERT, generate a vector taking into consideration both the semantics 
and linguistic aspects of a sentence or phrase by making use of the 
position, context and how every word is being used in the sentence 
[22]. While based on word embeddings, these models differ from them 
since word embeddings only hold isolated information for each word, 
while sentence embeddings are capable of extracting relationship 
between words and capture contextual information of a group of 
words like sentences, phrases and paragraphs [23].

After the documents are structured, any type of machine learning 
algorithm can be used to extract knowledge from the data. Tasks like 
clustering, classification and association rule mining can be performed. 
This paper investigates the influence of different text representation 
schemes, more specifically BoW, LIWC, sTagging, MRC, Doc2Vec, 
Word2Vec, and SBERT to prepare texts for being clustered by an 
Artificial Immune Network algorithm named aiNet [24]–[27]. To assess 
the performance of the algorithm, four datasets from the literature and 
two internal clustering measures were chosen.

The paper is organized as follows. Section II provides some 
background knowledge on the Immune Network Theory, the aiNet 
Algorithm, and the different text representation schemes used in the 
paper. Section III describes the implementation performed, results 
obtained and a discussion. The paper is concluded in Section IV with 
some general discussions and future research.

II. Background Knowledge

This research investigates the use of different text representation 
schemes combined with the aiNet algorithm to detect and extract 
clusters from text data. This section briefly reviews the biological 
phenomenon from which aiNet was inspired, the aiNet learning 
algorithm, and the different text representation schemes that will be 
used in the research.

A. Immune Network Theory
Among the most diverse components present in the immune system, 

antibodies (Ab) play a key role in its learning and evolution [28]. They 
work as a line of defense, recognizing and binding with antigens 
(Ag), thus generating Ag-Ab complexes that are then identified and 
destroyed by other immune cells [29], [30]. These cellular interactions 
are responsible for regulating and allowing the evolution of the 
Immune System (IS) [29] and the immune networks are responsible 
for key activities of immune cells, such as the emergence of memory 
cells and the self - non-self discrimination [30]–[32].

The immune network theory is a proposal that aims at explaining 
how the adaptive immune system works. It is based on the notion 
that antibodies contain receptors capable of recognizing one another 

and the foreign disease-causing agents, called antigens. This self-
recognition capability implies that immune cells and molecules are 
naturally connected to one another forming an internal network in 
a dynamical equilibrium state. The invasion of antigens would then 
disturb the network, promoting a change in its internal state. As the 
network already contains the receptors for such antigens, these would 
be called internal images of the antigens [30].

Ag-Ab interactions are extremely important for the learning 
and evolutionary processes of the IS [32], since the affinity of these 
interactions help guiding the creation of memory cells, that is, a set 
of specialized cells that are rescued by the IS to promote a faster and 
more effective response to future invasions of the previously seen 
antigens [28].

Immune system adaptation to foreign antigens is based on a learning 
and evolutionary process that allows the maturation of antibody 
receptors so that they become increasingly better at recognizing 
antigens and, also, the increase in the sets of memory cells to known 
antigens. This means that after the immune system eliminates a 
certain disease-causing agent, its immune cells and molecules are 
more adapted (i.e., with greater affinity) to that specific antigen, and 
the concentration of these cells also increased significantly, ensuring 
an effective response to future invasions of the same or similar antigen 
[28], [30], [31].

In summary, an adaptive immune response involves the recognition 
of antigenic patterns, followed by the expansion (cellular reproduction) 
of high-affinity cells, antibody maturation (i.e., mutations that 
lead to better Ag-Ab affinity match), and clonal expansion (i.e., the 
increase in number of high-affinity cells) [28], [32]. Altogether, these 
processes are called clonal selection and affinity maturation. It is 
worth mentioning that antibody mutation during clonal expansion 
is inversely proportional to the Ag-Ab affinity, that is, the higher 
the affinity, the smaller the mutation rate, and vice-versa [29]. Also, 
the immune network theory brings an explanation for the structure 
(architecture) and dynamics of immune cells and molecules.

By observing the essence of the immune system processes and 
their computational counterpart Artificial Immune System (AIS), 
it is possible to find several features that make them applicable 
to different types of tasks. For instance, Ag-Ab interactions are 
intrinsically a pattern recognition process, and clonal selection and 
affinity maturation are akin to an evolutionary search mechanism. 
The immune network theory adds another sophistication level to AIS 
by embedding a network structure to a system that was originally 
composed of separated individual components. When connections are 
added to the components of the system, pre-defined communication 
pathways are created and can be subjected to varying weights. By 
using these immune inspirations, it is possible to design algorithms 
for solving a vast array of problems, such as autonomous navigation, 
vehicle routing, clustering, classification, pattern recognition, and 
anomaly detection [30], [33]–[35].

B. aiNet: An Artificial Immune Network Model
The Artificial Immune Network model called aiNet is an algorithm 

inspired by the immune network theory aimed at clustering spatial 
data [29], [36]. aiNet takes as inspiration the pattern recognition of 
antigens by antibodies, the clonal expansion of high-affinity cells, the 
affinity proportional mutation of antibodies, the maintenance of high-
affinity cells as immune memories, and the immune network theory 
that explains structural properties of immune cell repertoires.

In the aiNet metaphor, antigens are the input data (objects) while 
antibodies are the prototypes representing the immune network 
internal representations of the antigens, learnt from the input 
data. For the algorithm, antigens and antibodies are represented by 
N-dimensional vectors, therefore, Ag-Ab recognition is calculated 
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using a similarity or dissimilarity measure [28]. The evaluation of 
the affinity between Ag and Ab is of paramount importance for the 
algorithm training process. Biologically, Ag-Ab recognition is based 
on the complementarity of their shapes, but for engineering purposes 
affinity can be measured either with similarity or dissimilarity 
measures [29].

Algorithm 1 presents a pseudo-code of the aiNet learning algorithm 
and its main steps. The algorithm works as follows. An initial set of 
antibodies Ab and a matrix of memory cells M are created, serving the 
purpose of maintaining sets of prototypes that will represent clusters 
of data in the available datasets. After initialization, an iterative search 
process starts until a certain number of iterations has been run. Within 
this loop, a number of steps occur. First, a partial random population is 
created and added to Ab. Then, for each input object (Ag), its affinity 
with all prototypes (Abs) is calculated and the Nb highest affinity ones 
are selected and cloned proportional to affinity (the higher the affinity, 
the larger the clone size) and mutated inversely proportional to affinity 
(the lower the affinity, the higher the mutation rate). A number ζ% of 
the highest affinity mutated clones are selected, the redundant ones, 
based on a similarity threshold ϵ, eliminated, and those whose affinity 
with the antigen are smaller than σs are eliminated. After all these 
steps are performed for each input object, the remaining prototypes 
are added to the set of M memory cells, and another suppression step 
removes redundancy within M .

Algorithm 1 The aiNet learning algorithm.

1: initialize the antibody set Ab
2: initialize the memory matrix M
3: while stopping criterion is not met do
4:     initialize a random population with size m and concatenate 
        it with Ab
5:     for each input object do
6:          calculate its affinity with every member of Ab
7:          select the Nb highest affinity antibodies
8:          clone the Nb antibodies proportional to their affinity
9:          mutate the clone inversely proportionally to their affinity
10:        select the ζ% highest affinity clones
11:        for each clone in the selected clone set do
12:             if aff > σp then remove (prune) it from the set of 
                  selected clones
13:             end if
14:             if aff < σs then remove (suppression) it from the set of 
                  selected clones
15:             end if
16:        end for
17:   end for
18:   calculate the affinity between all objects in M and suppress 
        those with affinity smaller than σs

19:   replace Ab with M
20: end while

The main parameters necessary to run the algorithm are:

• maxit: maximal number of iterations;

• Nb: number of antibodies to be selected for cloning;

• Nc: multiplier of the number of clones to be generated;

• ζ%: percentage of antibodies to be selected;

• σp: pruning threshold;

• σs: suppression threshold used to control redundancy.

At the end of aiNet training, the memory matrix M generated in the 
last iteration will contain the prototypes found based on the learning 
from the input data. From this matrix, it is possible to calculate 
the affinity among its antibodies and find groups of prototypes 
representing groups of data. The division into groups, also known as 
clustering, will be performed by applying the Minimal Spanning Tree 
(MST) [37] followed by a pruning method for inconsistent edges. The 
MST together with the pruning method will allow the separation of 
the data into cohesive groups, that is, groups with elements closer to 
one another [38], [39]. The idea is very simple. After building the MST 
among all memory antibodies, remove those edges whose weight are 
significantly larger than the average of nearby edge weights on both 
sides of the edge.

The aiNet dynamics followed by the application of the MST pruning 
method described above, makes it a clustering algorithm suitable for 
solving problems in which the clusters present differences in density. 
This is because aiNet will tend to uniformly place antibodies in 
regions of the space where the objects in the dataset are located. After 
that, the MST pruning method will look for links in the MST that are 
inconsistent and prune these links. Inconsistency here means being 
significantly longer than those in neighboring regions, what naturally 
implements a cluster separation method that searches for variations in 
the density of data in their original space.

C. Text Representation
Text Analysis refers to the process of extracting knowledge from 

texts based on their content [40]. As a computer is not intrinsically 
capable of understanding texts, it is necessary to establish an interface 
between the language of computers and the human language, which is 
obtained through computable numeric representations. Text Analysis 
is part of Natural Language Processing (NLP), which aims to study 
ways to model human language for computational purposes, thus 
allowing computers to be able to understand the texts to be analyzed 
[5], [41].

Over the past years, many works have been proposed involving 
the application of deep neural networks to text analysis and NLP [42], 
[43]. Despite that, not so many papers have addressed the problem 
of comparing the more traditional methods for text structuring (or 
representation) among themselves and with those based on deep 
network architectures. Useful review works in this direction include 
the papers [44]–[47].

The present paper investigates different text representation 
schemes commonly found in the literature: N-Gram, through Bag 
of Words (BoW); Linguistic Inquiry and Word Count (LIWC); Part 
of Speech Tagging (PoS Tagging); MRC; Doc2Vec; Word2Vec; and 
SBERT. These will be employed to structure text documents to be used 
by the aiNet clustering algorithm. This section provides a brief review 
of these text structuring methods.

1. BoW
N-Gram is a simple model used in natural language processing to 

represent textual data where every sequence of N tokens is considered 
a new feature [48]. Sequences with a size of one can either be referred 
to as a Unigram or as a Bag of Words [49]. To simplify, it will be called 
Bag Of Words (BoW) in this paper. While the Bag of Words is the most 
popular model, models using greater values of N are extremely useful 
for text prediction, translation techniques and search engines [48], 
making them more versatile.

This technique consists of creating a dictionary from the sentences 
used as input disregarding grammar and context. BoW is often used 
in conjunction with other pre-processing techniques to remove 
meaningless words, such as stopwords, and standardize the input data 
by removing special characters and keeping all words in uppercase or 
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lowercase. After these steps, it is necessary to determine the weight 
of each feature, formed by N sequential tokens, in the document, and 
this was performed here using the Term Frequency Inverse Document 
Frequency (TF-IDF) method.

TF-IDF is a statistical measure that determines the importance 
(weight) of each sequence of N words in the analyzed documents. This 
measure is calculated using the relative frequency of each sequence 
in the analyzed document in relation to the inverse of the number of 
documents that have the word being evaluated [50]:

 (1)

 (2)

 (3)

where TF (t, d) is the relative frequency of term t within document 
d, ft,d is the number of times the sequence of N terms t occurs in 
document d, IDF (t, D) is the inverse document frequency, and N is the 
total number of documents in the corpus D. The higher the TF-IDF 
value, the greater the relevance of a sequence in the document [51].

2. LIWC
The Linguistic Inquiry and Word Count (LIWC) [12] is a textual 

analysis tool composed of: four categories of general descriptors (total 
word count, number of words per sentence, percentage of words 
captured by the dictionary, and percentage of words with more than 
six letters); seven categories of personal concern (e.g. work, home, 
leisure activities); three speech categories (consent, e.g. agree, OK, yes; 
onomatopoeia, e.g. Er, hm, umm; fillers, e.g. so, such as, is, hum, well); 
and 12 punctuation categories (e.g. dots, commas, etc). In addition, 
it has 22 standardized linguistic dimensions (e.g. the percentage of 
words in the text that are pronouns, articles, auxiliary verbs, etc.) and 
32 psychological constructor word categories (e.g. affect, cognition, 
biological processes) [12]. It should be noted that LIWC extracts meta-
attributes from a document rather than representing the document by 
its words, like BoW does.

3. Part of Speech Tagging
Part of Speech Tagging, called here sTagger, originally written by 

Kristina Toutanova [52], is a Part-of-Speech (POS) tool whose function 
is to assign each word of the text a tag, such as noun, verb, adjective, 
etc. In the case of sTagger, its main differential comes from the use 
of a bidirectional dependency network to predict tagged sequence of 
words. This bidirectional approach allows it to better extract words’ 
interactions and conditioning features [52].

When structuring a document via sTagger, a count is made of 
the number of words in each tag. Thus, at the end of the structuring 
process, there is a matrix in which each attribute refers to a tag [13], 
[52], [53].

4. MRC
The MRC is a machine usable dictionary of psycholinguistic 

information containing 150,837 words, where each word is composed 
of up to 26 linguistic and psycholinguistic attributes. The attributes 
are obtained from publicly available sources and structured in a single 
dictionary [14]. The MRC representation consists of mapping words 
contained in the dictionary into a vector representing the 26 attributes 
mentioned before.

5. Word2Vec
Word2Vec is a family of algorithms and models that are used to 

learn word embedding from texts and the relationships between 
words. A word embedding is a representation of a word that encodes 

its meaning in a real-valued lower-dimensional vector, where the 
representation of words with similar meaning are closer together in 
the vector space.

The application of word embedding grants the Word2Vec model the 
ability to generate real-valued dense vectors for each word that is capable 
of capturing each linguistic regularity and linear relationships, allowing 
those vectors to be applied to mathematics operations like + and -.

An example of the linguistic regularities and their math properties 
is subtracting the vector representation of the word man from the 
vector representation of the word king, resulting in a vector that is 
close to the vector representation of the word queen [54].

6. Doc2Vec
Doc2Vec is a set of paragraph embedding models, inspired by the 

Word2Vec model, but with emphasis on documents, and that produces 
better results than averaging all the word vectors in a document.

A paragraph embedding is a representation of a variable-length 
text, such as documents, sentences and paragraphs, by real-valued 
vectors with fixed-length features [55]. The main difference between 
Word2Vec and Doc2Vec is that besides the word vectors generated by 
both models, Doc2Vec also has a single shared paragraph embedding 
which allows to better represent the document and its meaning [55].

The Doc2Vec model learns the paragraph embedding of a text 
by training to predict the vector representation for each word in a 
document in conjunction with a vector representing the paragraph, 
the paragraph vector. The predict task of the model concatenates the 
paragraph vector with word vectors to predict the next word in the 
context. The outcome of the learning task is a model whose vectors are 
capable of representing documents in a vector space.

7. SBERT
SBERT is a sentence embedding representation model built on 

top of BERT [56] and RoBERTa models [57]. These models present 
state-of-the-art performances for many text mining tasks, but have 
poorer performances when used for semantic-similarity, making them 
unsuitable for clustering tasks [58].

Since this embedding was created with the goal of extending 
the state-of-the-art results provided by those models for sentence 
embedding generation, this representation makes use of an elegant 
modification on the BERT/RoBERTa models by adding a pooling 
operation to its output. In order to provide a more contextualized and 
semantically meaningful embedding, the BERT/RoBERTa are first 
fine-tuned with siamese and triplet networks [58].

The SBERT representation can be generated by using many of the 
pre-trained models available in public repositories, like Hugging Face 
Hub. Since this representation uses pre-trained models, the quality of 
the embeddings generated may vary depending on the model used.

III. Performance Assessment

The goal of this paper is to investigate how different text 
representation methods influence the clustering performance of 
aiNet. To do so, three types of text representations were chosen: one 
standard vector space model (BoW); three grammar-based models 
(LIWC, sTagger, MRC); and two word embedding models (Word2Vec 
and Doc2Vec). Two clustering internal measures were selected for 
comparison: the Dunn (DU) index and the Davies Bouldin (DB) index. 
The methodology used, results obtained, and discussions are presented 
in this section. 

For this research the stsb-roberta-large model [58] was chosen since 
some preliminary tests with four different models indicated that the 
stsb-roberta-large consistently generated the best results for all datasets. 
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A. Methodology 
This subsection describes the experimental methodology employed. 

It starts by providing some distinctions among the representations 
and then follows with the hyperparametrization of aiNet, Word2Vec 
and Doc2Vec. Then, the datasets chosen are summarized and the 
evaluation measures described. 

1. Some Comments on the Selected Representations 
The three classes of text representations are considerably different 

from one another. BoW works by finding and weighing tokens that 
are expected to have a high discriminating capability among the text 
categories, but usually results in very high dimensional feature vectors. 
Grammar-based representations, such as LIWC, sTagger and MRC, are 
characterized by a limited number of word categories, but privilege a 
low dimensional representation of word categories in detriment of the 
context. Word embeddings, like Word2Vec and Doc2Vec, by contrast, 
try to extract the semantic meaning of the texts by representing the 
words by means of word vectors that are expected to capture the 
context of each word or document. SBERT generates fixed-size vector 
representations of sentences or short texts, extending the concept of 
word embeddings to the sentence level. These representation schemes 
will be used and compared here.

2. Some Comments on the Pre-Processing Step
In recent years, questions have been raised about the need of a pre-

processing step for generating text representations. This is because 
most of the recently developed representations, like SBERT, are based 
on deep neural networks, for which the removal of any word can have 
an impact on the contextual and semantic understanding of the model, 
potentially leading to worse representations [59], [60].

3. aiNet’s Hyperparameters
The aiNet parameters were chosen based on an iterative process 

aimed to maximize the selected evaluation metrics while making it 
possible to investigate how different representations behave when 
paired with the model, assessing their strengths and weaknesses. 
To maintain consistency when comparing different representation 
methods, most of the aiNet hyperparameters were fixed for all 
representations and datasets used, as follows:

• maxit = 50;

• Nb = 500;

• Nc = 40;

• ζ% = 10%;

• σs = 0.05.

This consistency is important because if aiNet had to be fine tuned 
for each representation it would be very difficult to compare the 
results and understand how each representation method influences 
the clustering results.

However, it is well known that some representation models, 
like BoW, generate high dimensional datasets, and calculating the 
similarity among the immune cells and between them and the input 
objects may require some tuning. Some preliminary experiments 
showed that higher values for the pruning threshold σp should be 
adopted for higher dimensional spaces, so the defined value for BoW, 
Word2Vec, and Doc2Vec was 0.9, while the remaining representations 
had σp = 0.5.

4. Word2Vec and Doc2Vec Hyper-Parameters

Word2Vec and Doc2Vec are the only representations that require 
hyper-parameter tuning. Since both models are based on the same 
algorithm, they share most of their parameters and can be trained 
using the same package, a very popular library called Gensim [61]:

• vector_size = 50;

• window = 5;

• min_count = 2;

• epochs = 40;

• negative = 5.

The Word2Vec was trained using the preprocessed sentences of the 
datasets and sg = 0. For the Doc2Vec dm = 0 (PV-DBOW).

5. Datasets
To test aiNet’s clustering capability for different text representation 

schemes, four datasets from the literature were selected:

• Sentiment Labelled Collection: a collection of 3 datasets from 3 
different websites (Amazon, Yelp and IMDB) containing users’ 
reviews. Each dataset has 1,000 objects with 500 positive reviews 
and 500 negative ones. The datasets are available at https://archive.
ics.uci. edu/ml/datasets/sentiment+labelled+sentences.

• SMS Spam Data: a dataset collected by [62] containing 5,572 
messages (4,825 ham and 747 spam). The dataset is available at 
https://archive.ics.uci.edu/ml/ datasets/SMS+Spam+Collection.

It is important to highlight that although the selected datasets are 
textual, each one of them represent a different type of text with its own 
characteristics. The SMS Spam Data is considered a short text dataset 
due to its character limitation and informal nature, making it likely the 
use of slangs and shorter texts that sometimes need to be combined to 
present the whole context [63]. The Sentiment Labelled Collection, by 
contrast, is composed of reviews extracted from three different websites 
with substantially different products, but grouped based on language 
and semantics. Reviews are different from text messages since their 
nature revolves around more descriptive texts and a semantics that 
expresses how someone feels about the reviewed product.

The difference among the selected datasets can have an impact 
on the representations generated. For instance, models like the Bag 
of Words are likely to be more sensitive to the SMS Spam Collection 
because its shorter length could generate a more sparse representation 
of each text.

6. Evaluation Measures
The Dunn and Davies-Bouldin indices [3] were used to assess the 

quality of the clusters obtained [3]. To calculate them, it is necessary 
to evaluate the cohesion (compactness) and separation of each cluster 
[64], what can be performed using intra (Eq. (4)) and inter-cluster 
distances (Eq. (5)):

 (4)

 (5)

where gi refers to group i, |gi| is the number of objects in group i, 
and d(x, y) is a distance measure between objects x and y.

7. Dunn Index (DU)
The Dunn Index combines both the inter- and intra-cluster distance 

to provide a cluster quality measure. It ranges over the interval [0, 
∞], where the higher the values, the more cohesive and separated the 
clusters [65]:

 (6)

where g is the resultant clustering, k is the number of clusters, gi 
is a cluster from the dataset, and Inter(.) and Intra(.) are the inter- and 
intracluster measures defined previously.
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8. Davies-Bouldin Index (DB)
Similarly to the DU, the Davies-Bouldin Index [66] also uses the 

inter- and intra-cluster distances to determine its value, but combining 
these measures in a different way:

 (7)

where g is the resultant clustering, k is the number of clusters, gi 
is a cluster from the dataset, and Inter(.) and Intra(.) are the inter- and 
intracluster measures defined previously.

The DB index measures the similarity between each cluster [67], 
[68] and it varies in the range [0, ∞], where the lower the values, the 
better the quality.

9. Experimental Results
The experiments were performed in Python with the use of third 

party libraries such as Numpy, Spacy, Scikit-learn, Gensim, Spacy-
stanza and Pandas. With all the representations, hyperparameters, 
datasets, and evaluation measures defined, the experiments were 
organized as follows:

• Each text representation was generated from a dataset after going 
through a processing pipeline adapted to the specificity of each 
representation. The structured texts were then used to train the 
aiNet model.

• As the aiNet relies heavily on the Ag-Ab affinity and considering 
that some of the text representations generate high-dimensional 
input vectors, the cosine similarity was chosen as the affinity 
measure in all experiments.

• Based on the clusters determined by aiNet, its performance was 
evaluated using the Dunn Index (DU) and the Davies-Bouldin Index 
(DB) for each representation used and for all selected datasets.

• Since aiNet is a non-deterministic algorithm, 10 experiments were 
performed for each text representation and the results presented 
are the average and standard deviation of the 10 results.

B. Results and Discussion
Table I summarizes the clustering results of the seven text 

structuring methods when used in conjunction with aiNet. By 
analyzing all results it is possible to observe similar trends between 
each representation across all four datasets, with the Bag of Words 
and MRC consistently presenting the best and the worst results for 
DU and DB, respectively. Another similarity is related with the total 
number of clusters identified, as presented in Fig. 1. It can be observed 
that the number of clusters resultant from each representation follows 
the same pattern.

While the state of the art representation, SBERT, presented only 
the second best results for both indices for the first three datasets, 
it presented, by a vast margin, the best results for the SMS Spam 
Collection. Another aspect to observe is that SBERT constantly 
generated the smallest number of clusters, closer to the number of 
classes of each dataset.

Considering the different sets of text representations studied in 
this paper, high dimensional feature vectors, grammar-based, word 
embedding, and sentence embedding, it is possible to note similar 
results between representations that belong to the same set, for 
example Doc2Vec and Word2Vec present similar results for both 
measures (DU and DB).

Interestingly, Bag of Words performed competitively even 
when compared with the state of the art, SBERT, and consistently 
outperformed word embedding and grammar-based representations, 
achieving the second best overall result with the Sentiment Labelled 

Review Datasets. Although the BoW model in general presented 
very good results for the Sentiment Labelled Review Datasets, it also 
presented a very undesired behaviour when paired with the SMS 
Spam Collection Dataset. In this scenario, despite its higher value 
of σp, the aiNet paired with BoW was unable to find more than one 
cluster, reason why its performance was zeroed.
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Fig. 1. Boxplots presenting the number of clusters per representation over 10 
executions. (a) Amazon Labelled Reviews. (b) IMDB Labelled Reviews. (c) Yelp 
Labelled Reviews. (d) SMS Spam Collection.
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Further investigations showed that the higher number of objects 
in the SMS Spam Collection resulted in a very sparse representation 
for BoW, with over 7,200 dimensions, almost a three times increase 
when compared with the BoW dimension for the Amazon Labelled 
Reviews. The sparsity found with this representation posed a 
challenge for the aiNet model since the Ag-Ab interactions ended up 
presenting very high values and thus all antibodies were consistently 
eliminated every iteration, resulting in an empty memory matrix 
after the training process.

In addition to the higher dimension, the SMS Spam Collection also 
presented a very unbalanced proportion between its original clusters, 
with the spam class having six times more objects than the other class, 
making it much more difficult to extract patterns from each cluster. 
This proportion made it difficult for the SBERT representation to detect 
more than one cluster in a couple of executions, which indicated that 
a fine tuning of the algorithm can lead to an even better performance 
for this representation.

Another point that can be observed when analyzing the results 
of grammar-based representations is that their dictionaries have a 
significant impact on the final representation dimensionality with 
each representation using different dictionaries, each with its own 
categories. Due to the grammar-based representations dependency 
on a predefined dictionary, the final representation is subjected 

to the words available in the dictionary and mismatches of words 
between the texts and dictionaries can occur. Such scenario becomes 
evident when older dictionaries are paired with modern texts, such 
as internet discussions and reviews, given that it does not account 
for today’s dialects and slangs. Usually, some of the grammar-based 
representations have a specific category that is used to account the 
mismatches, such as LIWC, but not all of them have it, as is the case 
for MRC.

The issues mentioned above can be observed when assessing the 
results of MRC, which presented the worst results for all datasets. 
The dictionary used by MRC was released in 1988 and has several 
relevant psychological attributes that are difficult to be synthesized 
and some of them do not have value for all the words contained in its 
dictionary and some of the words are not contained in it. Due to the 
complexity of the attributes and the date the dictionary was created, 
the probability of a word from the texts of the chosen datasets being 
present and having values for all the features is low, causing words 
not to have a significant value or to have a sparse representation, thus 
impacting its performance. It is also possible to infer from the results 
that the LIWC representation, which has a more complete and more 
recent dictionary, created in 2015, that it can also account for words 
that are not present in it, has better metric values and greater number 
of clusters of the grammar-based category.

The results also emphasize that the SMS database is the most 
complex to represent, resulting in lower metric values for most 
representations, with the exception of Doc2Vec and Word2Vec, which 
presented their best results among all datasets.

Fig. 1 shows the boxplot of the number of clusters found by aiNet 
for each of the four datasets over the 10 runs performed. Note that all 
datasets are originally divided into two classes, but the class labels are 
not used to train aiNet. It is a general tendency that sTagger generates 
more clusters than the other approaches, followed by LIWC. Also, it 
was noted that Word2Vec and Doc2Vec present similar behaviors with 
small numbers of clusters.

IV. Conclusions and Future Trends

This paper aimed at investigating the influence of seven different 
text structuring methods to be used in conjunction with the aiNet 
clustering algorithm. These methods fall into four categories: vector 
space models, grammar-based models, word embeddings, and sentence 
embeddings. Each category has a specific form of structuring the text, 
capturing or not information like syntax and context. Performance 
evaluation was made using four datasets from the literature, and 
internal clustering measures (Dunn and Davies Bouldin indices).

After running a number of experiments and analyzing the results, it 
was possible to observe that the aiNet’s pruning threshold is sensitive 
to the dimensionality of the representation, especially those with more 
sparse representations, like the Bag of Words (BoW) model.

Considering all the results obtained in this paper, the state-of-the-
art model, SBERT, consistently presented good results on all selected 
datasets, while other distributed representations, Doc2Vec and 
Word2Vec, did not perform as well, especially when paired with the 
Sentiment Labelled Review Dataset. The results suggest that this type 
of representation performs better with datasets containing a larger 
number of objects, that is, a larger variety of words. This observation 
is in contrast with the remaining representations, which performed 
worse when used with the SMS Spam Collection.

Although the BoW representation is the simplest in terms of 
generation when compared with the others studied, its results were 
fairly competitive, especially with the state of the art representation. 
While it is true that this representation was unable to present any 

TABLE I. Performance Evaluation of the Seven Text Structuring 
Methods (TSM) in the Four Datasets Chosen, Detaching the Best 

Performance for Each Dataset. DU: Dunn Index; DB: Davies Bouldin 
Index.  The SBERT Representation, As Previously Mentioned, Was 
Generated Using the Sentence-transformers/stsb-large-model 

Available at Https://huggingface.co/sentence-transformers/ Stsb-
roberta-large

TSM DU DB

Amazon 
Labelled 
Reviews

BoW 0.98 ± 0.00 1.95 ± 0.13
Doc2Vec 0.29 ± 0.02 3.73 ± 0.55

LIWC 0.32 ± 0.03 3.65 ± 0.20

MRC 0.19 ± 0.07 4.71 ± 0.57

SBERT 0.77 ± 0.02 2.49 ± 0.05

sTagger 0.26 ± 0.03 3.70 ± 0.20

Word2Vec 0.26 ± 0.07 4.53 ± 0.89

IMDB
Labelled
Reviews

BoW 0.99 ± 0.00 2.01 ± 0.00
Doc2Vec 0.25 ± 0.06 4.91 ± 0.61

LIWC 0.31 ± 0.03 3.79 ± 0.31

MRC 0.18 ± 0.05 5.17 ± 0.53

SBERT 0.76 ± 0.01 2.48 ± 0.14

sTagger 0.23 ± 0.02 3.23 ± 0.24

Word2Vec 0.23 ± 0.05 4.26 ± 0.47

Yelp Labelled 
Reviews

BoW 0.98 ± 0.00 2.02 ± 0.00
Doc2Vec 0.30 ± 0.05 3.76 ± 0.28

LIWC 0.32 ± 0.04 3.46 ± 0.12

MRC 0.21 ± 0.05 4.92 ± 0.55

SBERT 0.77 ± 0.01 2.52 ± 0.03

sTagger 0.27 ± 0.02 3.15 ± 0.15

Word2Vec 0.26 ± 0.07 4.85 ± 1.21

SMS Spam 
Collection

BoW 0.00 ± 0.00 0.00 ± 0.00

Doc2Vec 0.33 ± 0.02 3.50 ± 0.28

LIWC 0.25 ± 0.00 4.43 ± 0.13

MRC 0.09 ± 0.02 7.30 ± 0.43

SBERT 0.77 ± 0.01 2.57 ± 0.03
sTagger 0.14 ± 0.01 4.37 ± 0.15

Word2Vec 0.09 ± 0.02 7.30 ± 0.43
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result for the SMS Spam Collection, this reinforces the BoW’s main 
weakness: its dimensionalty (the larger number of objects provides a 
greater variety of words, which greatly increases the dimensionality 
of this representation making it extremely sparse and decreasing the 
effectiveness of similarity techniques that are intensively used by the 
aiNet algorithm.)

The results provided interesting insights about the peculiarity of 
each type of text representation. It is clear the need of running new 
experiments with larger datasets to further evaluate and improve the 
performance of the aiNet algorithm. Another point of improvement is 
the use of other high dimensional representations to further evaluate 
the impact of very sparse data matrices when paired with the aiNet 
algorithm. Finally, the results presented are relevant since they 
can be used as a baseline to fine tune the aiNet algorithm for each 
representation studied.
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Abstract

Counting cells in a Neubauer chamber on microbiological culture plates is a laborious task that depends on 
technical experience. As a result, efforts have been made to advance computer vision-based approaches, increasing 
efficiency and reliability through quantitative analysis of microorganisms and calculation of their characteristics, 
biomass concentration, and biological activity. However, variability that still persists in these processes poses a 
challenge that is yet to be overcome. In this work, we propose a solution adopting a YOLOv5 network model 
for automatic cell recognition and counting in a case study for laboratory cell detection using images from a 
CytoSMART Exact FL microscope. In this context, a dataset of 21 expert-labeled cell images was created, along 
with an extra Sperm DetectionV dataset of 1024 images for transfer learning. The dataset was trained using the pre-
trained YOLOv5 algorithm with the Sperm DetectionV database. A laboratory test was also performed to confirm 
result’s viability. Compared to YOLOv4, the current YOLOv5 model had accuracy, precision, recall, and F1 scores of 
92%, 84%, 91%, and 87%, respectively. The YOLOv5 algorithm was also used for cell counting and compared to the 
current segmentation-based U-Net and OpenCV model that has been implemented. In conclusion, the proposed 
model successfully recognizes and counts the different types of cells present in the laboratory.
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I. Introduction

Scientists have collected large amounts of data thanks to 
measurement-taking in bioengineering, tissue engineering, 

regenerative medicine, and biomedical research where microscopy 
and sample preparation techniques have been able to provide images 
of different phenomena of study and where the quantification of 
information plays an essential role for the analysis of more accurate 
and reliable statistics [1]–[3]. Obtaining useful and accurate 
information from an image quickly and easily remains a challenge 
in many research areas. Especially in biology and medicine, it is 
essential to measure cellular characteristics, such as shape and size, for 
statistical analysis when comparing different samples or experiments 
[4]. For this purpose, different methods can be used such as the use 
of vital dyes, the use of counting chambers, or the use of automatic 

cytometers. It often involves manual counting of thousands of cells with 
certain markers or measuring their shape and characteristics [5]. This 
manual process is tedious and time-consuming, which increases the 
workload of technicians [6]. Therefore, researchers propose automatic 
models such as plate counting [7], real-time quantitative PCR [8], 
hemocytometers [9], automatic cell counting instruments [10], and 
flow cytometry counting in biological systems. A clear example where 
the use of automatic counting tools can be beneficial is in the study 
of leukemia, which is a type of cancer that occurs in the human bone 
marrow and produces abnormal white blood cells in excess. These 
white blood cells can vary greatly in number and behavior compared 
to normal ones, which can indicate that the immune system is failing 
and that the patient is exposed to antigens. Therefore, white blood cell 
counts are a quantitative measure of disease progression [11]. 

It is possible to address the task of cell counting in images using 
state-of-the-art detection techniques such as YoloV5 [12]. These 
systems can be trained to adapt autonomously to the task, using data 
provided by researchers in their laboratories. Although there are 
several automatic analyzers capable of counting cells and providing 
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statistics, these often present limitations in terms of accuracy, speed, 
and resolution [13]. These factors can hinder the accurate identification 
of cells, especially when there is overlap, which can negatively affect 
the quality of counting. Detection-based methods first determine the 
centroid locations of cells and then count them to estimate the total 
number of cells. Due to the success of these systems in counting and 
detection tasks in various areas such as agriculture, urban systems, 
and driving [14]–[16], it has been shown that the accuracy of these 
methods is strongly influenced by the accuracy of the detection results. 
However, in practical applications, such as fruit detection in clusters, 
where objects are densely concentrated and surrounded by structures 
that can interfere with detection, cell arrest could positively favor 
the results [17]. The paper [18] presents a promising approach to cell 
counting using the YOLOv3 detection technique. While this method 
has shown significant improvements over manual cell counting 
methods, it has some limitations that have prompted the need for 
further research. The performance of YOLOv3 is heavily influenced 
by the accuracy of the detection results, which can be hindered by 
overlapping cells and other interfering structures. Moreover, YOLOv3 
struggles with handling of small objects and dealing with large 
variance in object scales. The need for a more efficient and accurate 
cell counting method is evident, especially in the study of diseases like 
leukemia where precise white blood cell counts are crucial [11].

In light of these challenges, this paper proposes a new cell 
counting method based on the YOLOv5 model, which offers several 
improvements over YOLOv3. Our proposed model aims to serve as 
a more accurate and efficient solution to cell counting in real-time 
in microscopic images, a task challenged by the low quality of visual 
features and the criticality of accurately locating cells for correct 
classification. Our initial results suggest that the proposed YOLOv5 
model improves the prediction accuracy on a database of images taken 
by microbiology experts with a CytoSMART Exact FL microscope.

This work is an extended version of a preliminary paper presented 
in [19]. In this version, we have incorporated a more advanced object 
detection model, based on a machine-learning method that detects 
objects without the need for an exhaustive search. The proposed 
model applies to cell counting in real-time in microscopic images, 
which is a difficult task due to the low quality of visual features and the 
importance of locating the desired object for correct cell classification. 
We have compared our implementation with a method we had worked 
with previously [19]. The results indicate that the proposed yolov5 
model improves prediction accuracy on the database that contains 
images taken by experts in microbiology with a CytoSMART Exact 
FL (Fluorescence) microscope that captures cells for counting. Fig 1 
shows the components of the cell counting application.

After this introductory section, the remainder of this article is 
structured as follows: Section II provides a review of related work 
in the areas of image processing and deep learning. Section III 
describes the methods and network used in our study, including the 
handling of the Neubauer Cell Counting Chamber, the CytoSMART 
Exact FL microscope, the data set used, and the implementation of 
YOLOv5. Section IV covers our experimental setup and results, with 
a focus on training validation, materials used, model tuning, and the 
results obtained. The counting results are discussed in E. The article 
concludes with Section V, where we summarize our findings and offer 
some concluding thoughts.

II. Related Work

Cell counting is performed using electronic and optical technologies 
that analyze images [20], [21]. Previously, it was performed on a cell 
suspension sample by manually manipulating of the hemocytometer, 
flow cytometry, and chemical compounds, which was time-
consuming and error-prone [22]. However, with the introduction of 
image analysis, cells can be identified and counted more accurately. 
Initial studies focus on handcrafted features and use statistical models 
to detect and classify cells [23], [24]. In recent years, cell counting 
has been achieved in an automated way thanks to the use of image 
processing and machine learning techniques [25], [26].

A. Image Processing
Cell counting plays a crucial role in various biomedical applications, 

such as cancer detection, drug discovery, and toxicity testing. However, 
traditional manual cell counting methods, performed by skilled workers 
using microscopes and counting chambers, are labor-intensive, time-
consuming, and prone to human error, making standardization and 
result replication challenging across different samples [27], [28]. 
Moreover, distinguishing between cells of similar size and shape or 
cells that cluster together can lead to inaccuracies in cell counts [29]. 
To address these issues, automated cell counting techniques have 
been developed. One early approach involved electronic particle 
counting, which detected cells passing through a small aperture 
using impedance or light scattering. Although quick and precise, this 
method failed to differentiate between live and dead cells and required 
high cell density [30]. These techniques can be categorized into direct 
and indirect methods. Direct methods involve marking cells with 
stains or dyes and counting them based on fluorescence or absorbance. 
Indirect methods rely on analyzing morphological characteristics like 
size, shape, and texture to identify and count cells in digital images. 
Automated cell counting techniques can also be classified based on 
deep learning, machine learning, or image processing approaches. 
In light of the limitations and advancements in cell counting, the 
present work aims to propose an improved methodology by building 
upon the studies conducted by Payasi and Patidar [31], Acharya and 
Kumar [21], Clarke et al. [32], and Kaur et al. [33]. These studies have 
contributed valuable insights into counting tuberculosis bacilli, red 
blood cells, colonies, and platelets, respectively. However, each study 
has specific limitations related to image preprocessing, segmentation, 
feature extraction, and counting algorithms, which the present work 
seeks to address and overcome. By incorporating advancements in 
image processing, machine learning, and other relevant techniques, 
the goal is to develop a more accurate and robust automated cell 
counting method for enhanced biomedical applications.

B. Deep Learning
In the field of automated cell counting, two primary methodologies 

are employed: detection-based and regression-based methods. 
Detection-based methods, which aim to identify and count cell centers, 
are instrumental in locating individual cells and their precise positions, 

Fig. 1. The figure shows the components of cell counting using YOLOv5 and the 
CytoSMART microscope. The sample is mixed and placed in the hemocytometer. 
The sample rests, then is covered and observed under the microscope. YOLOv5 
automatically identifies and counts the cells in the large squares. The software 
calculates the total number of cells. This completes the cell count.
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fitting specific lab conditions [18], [34], [35]. Conversely, regression-
based techniques are more suitable for assessing cell sample density 
and conditions associated with cell dispersion, rather than individual 
or clustered cells [31], [32], [36]. In related work, Kumaar et al. [37] 
proposed a novel approach for brain tumor classification using a pre-
trained Auxiliary Classifying Style-Based Generative Adversarial 
Network, demonstrating the broader applicability of machine learning 
techniques in the medical field.

In the context of automated cell counting and medical imaging, 
another study worth mentioning uses deep learning for detecting 
Ventricular Septal Defects in ultrasound images. Chen et al. (2021) 
proposed a modified YOLOv4-DenseNet algorithm for this purpose. 
They found the algorithm to be effective, and it outperformed other 
methods such as YOLOv4, YOLOv3, YOLOv3–SPP, and YOLOv3–
DenseNet in terms of the mAP-50 metric. This study demonstrates 
the applicability of deep learning methods like YOLOv4-DenseNet in 
medical imaging and could provide insights for enhancing automated 
cell counting techniques [38].

The limitations of the aforementioned methods illustrate the 
challenges inherent in cell counting and analysis. These techniques, 
while effective in their specific applications, illustrate the need for a 
more versatile approach that can account for the diversity of cell types 
and variations in cell morphology.

Kaur et al.’s method [39], for instance, uses the circular Hough 
transform to count platelets in blood images. This method is effective 
due to the size and shape characteristics of platelets. However, when 
applied to cells of different sizes and shapes, its effectiveness may 
decrease.

The machine learning approach proposed by other researchers [22] 
employs the YOLO object detection and classification algorithm to 
identify and count three types of blood cells. This method is innovative 
in its use of machine learning for cell counting, but its generalizability 
to other cell types may be limited.

In a subsequent study, an algorithm using YOLOv3 for counting red 
and white blood cells was introduced [18]. This method relies on image 
density estimation for counting grouped red blood cells, which may 
lead to inaccuracies due to variations in cell grouping and distribution.

Single-stage detector methods, such as YOLO [40], are pivotal tools 
in cell counting due to their speed, efficiency, and accuracy. They are 
typically faster than two-stage detection methods, like R-CNN (Region 
with Convolutional Neural Networks), which is a critical advantage in 
healthcare applications where time can be essential, such as in disease 
diagnosis and treatment. These methods are capable of detecting 
and classifying objects (in this case, cells) in a single pass through 
the network, which can be more efficient in terms of computational 
resources than methods requiring multiple passes [41]. Although 
single-stage detection methods may not be as precise as some two-
stage detection methods, their performance is often sufficient for 
many applications, including cell counting. In summary, single-stage 
detection methods offer a balance between speed, efficiency, and 
accuracy that makes them valuable for cell counting and analysis.

These methods exhibit the complex challenges associated with 
cell counting and analysis. They underscore the need for a method 
that is not only effective with a specific type of cell or under specific 
conditions but can also adapt to different cell types and conditions. 
This study aims to address these challenges by developing a more 
versatile and accurate approach to cell counting and analysis.

III. Methods Network

The proposed method consists of three elements: image capture 
using a CytoSMART Exact FL microscope with open API for cells in 

Neubauer plates, labeling and cell detection and counting. Due to the 
existence of several types of Neubauer plates, an additional database 
was searched to strengthen the model and then tests were performed 
with images under laboratory conditions.

A. Handling of the Neubauer Cell Counting Chamber
The counting chamber system involves placing a small amount of 

the cell suspension to be counted in the center of a special slide called 
a counting chamber. This slide has a known surface pattern and a fixed 
height. Next, the chamber is covered with a coverslip that rests on 
pillars that determine the volume of the suspension between the slide 
and the coverslip. Then, the chamber is observed under a microscope, 
and the cells or particles that are found within the areas marked by 
the pattern, are counted. Finally, the concentration of cells or particles 
in the suspension is calculated using the number of cells counted, the 
area, and the volume of the chamber. This system is mainly used in 
blood analysis, counting bacterial, sperm, and fungal cells [42].

The microscope was used to capture the information presented on 
CytoSMART Exact FL neubauer cameras. Using the 6.4 MP CMOS 
camera combined with 10x magnification, the CytoSMART Exact FL 
can view and count cells down to 4 µm in diameter [43].

B. CytoSMART Exact FL Microscope
The CytoSMART Exact FL microscope is a key tool in biological 

research due to its advanced, integrative features. Unlike other 
microscopes, it combines high-resolution imaging with cloud-based 
analysis and automated cell counting, offering a comprehensive 
solution for cellular studies. Its fluorescence capabilities allow 
visualization and quantification of fluorescently labeled cells, crucial 
for various forms of research. The cloud-based platform facilitates 
collaboration and remote analysis, fitting well with the modern trend 
of remote work. Despite its advanced features, the CytoSMART 
Exact FL is user-friendly, making it accessible to a wide user base. 
Its compact design further enhances its practicality in various lab 
settings. In essence, the CytoSMART Exact FL microscope, with its 
unique combination of features, provides convenience, efficiency, and 
accuracy, making it indispensable in cellular research [44].

C. Data Set
This research was based on the Sperm DetectionV4 Image Dataset 

[45], which consists of a total of 1024 images. Of these images, 820 
were used for training with pixel-level annotations, 104 for testing, 
and 100 for validation. For our case study, we needed data on cells 
obtained through CytoSMART’s Neubauer Exact FL cameras. Since 
object detection methods require object position data, we needed to 
create our own labels for the data. We used an annotation tool that 
exports boxes as coordinates that will be used later for training. This 
tool allowed us to locate the cells within a rectangle, generating 
a specific label for each patch. All of this was done through the 
LabelImg program, as shown in Fig 2. In total, this image set consists 
of 16 training images and 5 validation images.

D. YOLOV5
YOLOv5, the base of our proposed method, employs advanced 

modules such as Mosaic, Focus, BottleneckCSP, SPP, and PANet 
to enhance object detection performance [46]. Its architecture is 
composed of three key parts: a backbone network, a detection neck, 
and three detection heads.

The training images, denoted as I with dimensions H × W × C 
(height, width, and number of channels, respectively), first undergo 
mosaic processing before being fed into the backbone network. 
This backbone network, consisting of convolutional layers, extracts 
features at multiple scales, transforming the input image into a set of 
feature maps, F = F1, F2, ..., Fn, where each Fi has size Hi = Wi × Ci.
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Following feature extraction, these maps are then processed by the 
detection neck, which applies a series of , where T is the 
transformation operation, and  is the transformed feature map.

The detection heads make final predictions for objects of varying 
sizes. Each detection head outputs a tensor, D = D1, D2, ..., Dm, where Di 
represents a detected object and consists of the object’s category ci, 
confidence score si, and bounding box position bi = (xi, yi, wi, hi) (with 
xi, yi being the coordinates of the box’s center, and wi, hi being the 
width and height of the box, respectively).

YOLOv5 utilizes the FPN-PAN structure, CSP2 structure from 
CSPNet, and PANet as the neck for feature aggregation, improving 
the detection of objects of varying scales. The model employs a new 
FPN structure in the feature extractor, and the PAN structure helps 
transfer robust localization features from lower to higher feature 
maps, improving low-level feature propagation and enhancing the 
feature fusion capability of the Neck network [47].

The loss function for YOLOv5 was changed from binary cross-
entropy to focal loss. This can be explained as:

Binary cross-entropy loss:

 (1)

(1) Binary cross-entropy is used to judge the difference between 
the predicted result of a classification model and the true value. If the 
predicted value p(yi) is closer to 1, then the value of the loss function 
should be closer to 0, that is, the smaller the difference between the 
predicted result and the true value, the smaller the value of the loss 
function.

Focal loss:

 (2)
(2) where Lossfl is the Focal loss function, the α weight factor is 

used to regulate the balance between positive and negative samples, 
the γ weight factor is to regulate the weight balance between difficult 
samples. yi is the true value of the tag, 1 is a positive sample and the 
rest is a negative sample, p(yi) is the predicted value output by the 
network model.

Compared to the binary cross-entropy loss, the focal loss dynamically 
scales the loss contribution from easy samples and focuses on hard 
samples. By down-weighting easy examples and emphasizing hard 
examples, the focal loss accelerates model convergence and improves 
accuracy -which is important for object detection tasks like in YOLOv5.

For transfer learning, YOLO-v5 used pre-trained weights from 70 
epochs trained on the COCO dataset. The model was trained for a 
maximum of 20 trials with a patience level of 100, meaning that 
training would stop after 20 consecutive trials without improvement. 
The image resolution was set to 640 px by 640 px, and the batch size 
was 32. Model performance during training was evaluated using visual 
analysis of the training loss and validation curves. To test the model’s 
performance, a set of images with correct and faulty states were 
processed from the camera.

IV. Experimental Setup and Results

This section presents the experiments that were carried out to 
evaluate the effectiveness of the proposed approach. First, the data 
set used in the research is described, then the performed experiments 
are analyzed, and the results obtained with the proposed approach are 
compared with other competitive approaches.

A. Data Augmentation
In the context of cell counting using the YOLOv5 object detection 

model, data augmentation is applied to the microscopy image data 
of the cells. Techniques include image translation, where images are 
shifted horizontally or vertically. This can help the model generalize 
to scenarios where the cells may not be perfectly centered in the field 
of view. Rotation or scaling of images can help the model learn to 
recognize cells in various orientations and sizes. Flipping images 
horizontally or vertically can assist the model in recognizing cells 
that can appear in different orientations within a biological sample. 
Adjusting the brightness and contrast of images can help the model 
generalize to different lighting conditions that can occur during 
microscopic imaging. Lastly, image cropping can create ’new’ images 
by focusing on different parts of the original image, which can help 
the model learn to recognize cells even when only a part of them is 
visible. This is particularly useful in scenarios where cells may be 
partially obscured by other biological material.

B. Training Validation
The YOLOv5-based network was pre-trained using the sperm 

detection database, and the obtained weights were saved for future 
use. The appropriate number of epochs to train a new dataset of 
molds was determined by selecting the 205-epoch model, which took 
approximately 40 minutes to complete. During the model training 
process, the training and validation dataset was used, while an 
additional test dataset of 5 images was presented to independently 
evaluate the model performance.

C. Materials
After 50 epochs, the YOLOv5 model demonstrated good 

performance. However, as the epochs were increased, all losses 
including classification loss, box loss, and objectness loss increased, 
resulting in a decrease in the model’s performance. The YOLOv5 model 
was used to detect cells under various microscope imaging conditions 
after creating a labeled dataset to achieve optimal cell detection. 
During the model training, several image resolutions were used, but 
an appropriate image resolution of 500×500 pixels was chosen.

After training the model, the precision, recall, and average precision 
(AP) of the detected objects were calculated and compared with other 
models [46].

 (3)

 (4)

Fig. 2. The figure shows the annotation of cell images using a labeling program. 
The user loads an image, selects cells by clicking or drawing rectangles, the 
program assigns unique labels, and saves coordinate data and cell sizes. This 
process is repeated on multiple images to create a training data set that trains 
a neural network to automatically detect cells.
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 (5)

 (6)

D. Model Tuning
The study was conducted on a local machine that included a 16 

GB NVidia RTX2080 GPU, 32 GB main memory, 1.9 GHz CPU and 
SSD hard disk. cuDNN 10 was used to run YOLOv5 on this GPU. 
The YOLOv5 architecture was tuned and configured to fit the sperm 
detectionV4 image dataset by using transfer learning. Previously 
pre-trained weights were used, which were trained on the sperm 
detectionV4 dataset. The last three YOLOv5 and convolutional layers 
were adjusted to match the number of classes present in the dataset.

The original pre-trained YOLOv5 model was trained on 2 classes, 
so we reconfigured it to a single "valid" class to address the sparseness 
of our dataset. To further address data sparsity and cover semantic 
variations, we applied several data augmentation techniques before 
and during YOLOv5 training. Data augmentation parameters were 
tuned to generate multiple images from a single image and enrich 
the training data. Additionally, we set the number of batches to 6 
to increase model robustness and better fit GPU memory, and the 
number of training epochs to 50, at which point the model stabilized. 
Other hyperparameters were kept at default values [48].

Finally, we trained and tested YOLOv5 on our local machine using 
the laboratory’s dataset. We trained YOLOv5 for 50 iterations, saving 
weights every 10 iterations. We then plotted mean average precision 
(mAP) vs. a number of iterations at four different saved weight points 
to analyze performance over training.

E. Results
Fig 3 shows how the YOLOv5 model performs as it is trained. The 

top row shows the results of the model using the training set, while 
the bottom row shows the results of the model using the validation 
set. It can be seen that the accuracy of the model in detecting drone 
objects improved significantly after 50 epochs, reaching a loss of 
less than 0.03. To avoid overtraining, the early stopping technique 
was used, which means that the training process is stopped when no 

noticeable improvements in performance are observed. In Fig. 3, some 
fluctuations in the signals can be seen, which are common during the 
training process and are due to divergent weights.

Table I compares the approach proposed in this research for the 
object detection task with other competing methods in the literature. 
As shown in the table, the best results are achieved with the yolov5 
model. As the dataset used in this research contains small objects, such 
as cells, the accurate detection of these objects is a critical challenge 
for object detection models. In this context, the yolov5 model has 
proven to be an effective choice, as it achieves the best results for the 
cell detection task.

TABLE I. The Testing Results of Different Object Detection 
Algorithms. Accuracy. F1: F1-score. FPS: Frames Per Second; FPS 
Represents the Detection Speed of the Algorithm Under CPU 

Computing Conditions, Respectively

Model Accuracy Precis Recall F1Score FPS

Yolov4 0.90 0.80 0.89 0.84 30.85

Yolov5 0.92 0.84 0.91 0.87 35.86

Despite the cell model’s commendable detection rate and satisfactory 
loss value outcomes, there remain instances where the test set images 
display errors. These errors primarily arise from excessive occlusion 
and light interference that confound the localization and classification 
modules, as depicted in Fig 4.

Simultaneously, the functionality of our cell detection system is 
vividly illustrated. The system’s efficiency and precision come to the 
fore through a microscopic view of a cell sample, where bounding 
boxes produced by our system are prominently displayed. Each of 
these boxes encapsulates a single cell, thereby underlining the system’s 
adeptness in accurately identifying and isolating individual cells 
within the sample. This integration of the two paragraphs provides a 
balanced view of the system’s capabilities and areas for improvement.

The application of deep learning models in cell counting has shown 
promising results, improving accuracy and efficiency in biological 
research. This article focuses on the evaluation of YOLOv5 in 
comparison with its predecessor, YOLOv4, for automatic cell counting 
using fluorescence microscopy.
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The choice to compare YOLOv5 with YOLOv4 is deliberate. YOLOv4 
is a previous version of the You Only Look Once (YOLO) series of 
object detection models. Comparing YOLOv5 with YOLOv4 allows us 
to highlight the improvements and advancements in the latest version, 
demonstrating why YOLOv5 is a more suitable choice for our study.

F. Counting Result
The cell counting results from the computer vision models are 

summarized in Table II. The YOLOv5 model achieved a mean relative 
error of 1.84% on the cell counting task, significantly outperforming 
the U-Net model which attained an error of 39.9%. This substantial 
discrepancy in performance can be attributed to the superior ability 
of the YOLOv5 framework to handle the complexity and nuances 
of the cell counting environment. In particular, the YOLOv5 model 
can efficiently detect objects amid semantic clutter and occlusions, 
enabling it to generate more accurate cell counts than the U-Net 
approach which struggles with such challenging conditions.

TABLE II.: Microscope Cell Count Results With the Yolov5 and 
Semantics Technique, Where N Tests Is the Number of Tests, R Error Is 

the Relative Error, and A RE Error Is the Average Relative Error

Techniques Exp N Test Re Error A R Error FPS

Yolo V5

1 201/201 0%

1.84%

28

2 150/148 1.3% 36

3 522/500 4.21% 30

4 323/317 1.86% 35

U-Net [49]

1 201/124 38.30%

39.9%

28

2 150/86 42.66% 36

3 522/284 45.59% 30

4 323/216 33.12% 35

In the domain of automated cell counting, various models exhibit 
different levels of precision and operational efficiency. This work 
examines and contrasts two methodologies: YOLOv5, U-Net, and 
OpenCV. Table II presents experimental results using these techniques, 

comparing their relative errors and processing speed (FPS). The 
evaluation includes U-Net, a deep-learning model previously used in 
our laboratory, and YOLOv5, the most recent model adopted for cell 
detection and counting.

OpenCV is a programming function library used alongside U-Net 
for cell counting after segmentation. Performance metrics, namely 
relative error and FPS, provide a comprehensive evaluation of each 
model’s capabilities. Relative error quantifies the deviation between 
expected and actual cell counts, whereas FPS measures the speed of 
processing frames, thereby demonstrating each model’s efficiency.

V. Conclusion

In this work, we demonstrate the application of a deep learning 
system for cell counting. The proposed YOLOv5 model, applied to 
CytoSMART Exact FL microscope images, enables a customized 
tool for the specific use case of counting different cells studied in 
the laboratory. Our model adopted object detection and multi-object 
tracking technology to achieve feasible cell detection and counting. 
The proposed architecture was compared with a segmentation-based 
method, which yielded promising results by outperforming the 
current method implemented in the laboratory. The introduction of 
semantic expert context labels improves the detection of clustered 
or overlapping cells. Automating cell counting could save time 
spent on this tedious and time-consuming task, freeing workers to 
focus on other important tasks and reducing costs and workload. 
The network used transfer learning to adapt network weights from 
a Sperm DetectionV4 database. To verify the effectiveness of the 
algorithm, a dataset of cell count use cases obtained in the laboratory 
was used to train and test the algorithm. Experimental results indicate 
that, compared to the original U-Net segmentation-based network 
implemented in the laboratory, the improved network achieves faster 
image processing, averaging 32.25 fps versus 0.95 fps per image for 
the previous system. The accuracy, precision, recall and F1 score for 
detection between YOLOv4 90%, 80%, 89% and 84%, and YOLOv5 
reached 92%, 84%, 91% and 87%, respectively. Counting performance 
had a mean relative error of 1.84% for YOLOv5 versus 39.9% for U-Net, 
demonstrating considerable improvement.

As future work it is necessary to expand the database to include a 
larger number of events for which the current algorithm may not be 
prepared, this could give a better perspective if there are changes in 
scale or new cells are brought into the laboratory.
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Abstract

Human nature is inherently intertwined with violence, impacting the lives of numerous individuals. Various 
forms of violence pervade our society, with physical violence being the most prevalent in our daily lives. The 
study of human actions has gained significant attention in recent years, with audio (captured by microphones) 
and video (captured by cameras) being the primary means to record instances of violence. While video requires 
substantial processing capacity and hardware-software performance, audio presents itself as a viable alternative, 
offering several advantages beyond these technical considerations. Therefore, it is crucial to represent audio 
data in a manner conducive to accurate classification. In the context of violence in a car, specific datasets 
dedicated to this domain are not readily available. As a result, we had to create a custom dataset tailored to this 
particular scenario. The purpose of curating this dataset was to assess whether it could enhance the detection 
of violence in car-related situations. Due to the imbalanced nature of the dataset, data augmentation techniques 
were implemented. Existing literature reveals that Deep Learning (DL) algorithms can effectively classify 
audio, with a commonly used approach involving the conversion of audio into a mel spectrogram image. Based 
on the results obtained for that dataset, the EfficientNetB1 neural network demonstrated the highest accuracy 
(95.06%) in detecting violence in audios, closely followed by EfficientNetB0 (94.19%). Conversely, MobileNetV2 
proved to be less capable in classifying instances of violence.
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I. Introduction

As stated by Koritsas in 2009 [1], violence manifests in both 
verbal and physical aspects. Verbal aggression entails employing 

disrespectful speech, shouting, or shrieking with the purpose of 
causing offense or inducing fear. Physical aggression involves 
physically assaulting or trying to assault others, encompassing actions 
like striking, slapping, kicking, or utilizing a weapon or any object 
with the intention of inflicting bodily harm. As outlined in a study [2], 
almost half (48%) of the individuals who fell victim to interpersonal 
violence in South Korea in 2015 were fatally injured by sharp 
instruments like knives, whereas such fatalities attributed to sharp 
objects were approximately 25%. In the year 2020, the Portuguese 
Association for Victim Support (APAV) reported a total of 66,408 cases, 
with 31% attributed to "crimes and other forms of violence." Among 
these cases, 94% involved acts of violence against individuals [3]. The 
identification and acknowledgment of violence have been focal points 
of research interest, particularly within surveillance. The primary 
aim of detecting and recognizing violence revolves around achieving 
automated and real-time capabilities, enabling timely assistance to 

victims [4]. It is crucial to identify and prevent such actions before 
they escalate into catastrophic situations.

Modern society is placing increasing emphasis on automated 
surveillance as it helps manage an overwhelming amount of data, 
including attention bias, and ensures the privacy of those being 
surveyed [5], [6]. Well-designed surveillance software can process 
multiple sets of sensor data over an extended period of time without 
risking disengagement. On the other hand, an extra safeguard for data 
privacy is a properly auditable system that anonymises or deletes data 
in cases where violence is not detected.

Most violence recognition methods primarily rely on video 
detection, which necessitates high-performance hardware and 
software for recording [7]. An alternative technique for violence 
detection involves using audio, which can be effectively recognized 
and classified using deep learning algorithms [8]. Audio signals 
can be effortlessly captured by microphones, which possess strong 
capabilities to record human behavior and emotions. Therefore, it is 
crucial to have a robust audio representation that complements and 
validates the video’s audio quality [9], [10].

Another consideration is that violence detection is often associated 
with crowd violence detection [11]–[14]. However, in recent times, 
there has been a notable surge in interest surrounding audio-based 
violence detection, owing to its capacity to identify and prevent 
violent incidents and also by the increase of car sharing. Particularly, 
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researchers have directed their attention to the detection of violence 
within vehicles using audio-based methods [5], [7], [15].

Despite the promising prospects of audio-based violence detection 
inside vehicles, its effectiveness relies on various factors, such as 
the type of microphone employed, background noise levels, and 
microphone placement within the car [7], [16], [17]. Nonetheless, 
leveraging audio-based violence detection in vehicles holds potential 
to enhance the safety of both passengers and drivers.

According to the search results provided, various models have 
been employed for audio-based violence detection inside vehicles. 
These models include the ResNet model utilizing the Mel-spectrogram 
methodology for audio signals [10], [18], CNN-based Audio Event 
Recognition [15], ensemble deep learning, and multimodal approaches 
[19], as well as the application of machine learning (ML) models 
for detecting violence in video streams [20]. The studies indicate 
that deep learning techniques, such as artificial neural networks 
and convolutional neural networks, have demonstrated notable 
enhancements in the accuracy of audio event classification when 
compared to traditional feature-based classification methods.

Deep learning [21], a novel approach to data modeling that has 
gained significant traction in recent years, has led to the development 
of innovative structures and learning algorithms. These advancements 
have enabled breakthroughs in areas such as recognition [22], object 
recognition, and machine translation [23], [24]. In the realm of audio-
related tasks, deep learning models have played a pivotal role in 
enhancing accuracy and robustness across diverse categories. As a 
result, deep learning has become a fundamental area of research in 
various fields of knowledge [25].

Notwithstanding the extensive research conducted thus far, the 
realm of identifying violence within the confines of a vehicle remains 
severely limited in terms of available studies. This scarcity of research 
is attributed to the distinctive attributes of the car’s interior, which 
pose challenges to the effectiveness of existing models in yielding 
favorable outcomes [5]. As audio requires minimal storage, our 
intention is to carry out a study focused on detecting violence within 
a car using audio.

A. Main Contributions
We utilized a custom dataset designed specifically for detecting 

violence within a car environment using audio data. It is worth noting 
that this paper is an extension of the previously published work [26], 
with the primary focus being on violence detection within a car.

The main objective of this paper is to present the outcomes of our 
experiments conducted using in-car audio data and deep learning 
frameworks for the purpose of violence identification. The dataset 
used for training and validation serves as the foundation for the results 
presented in this study. Due to the relatively small size of the dataset, 
data augmentation techniques were applied to augment its volume.

The research questions to be addressed are as follows: RQ1) Can 
violence inside a car be effectively detected using audio data and deep 
learning models? RQ2) Can the use of data augmentation enhance the 
accuracy of violence detection results? To limit the scope of the study, 
incidents will be classified solely as either violent or non-violent, 
without considering the specific type of human action or the nature of 
the violence involved.

B. Organization
The organization of this document is as follows: Section II, 

Background, discusses the current state of the field, while Section 
III, Methods, outlines the Mel Spectrogram concepts, public dataset, 
In car dataset, pre-processing techniques, algorithms, and training 
procedures employed. Section IV, Results and Discussion, presents the 

obtained outcomes and corresponding discussions. Lastly, Section V, 
Conclusion, offers the final conclusions drawn from the study.

II. Background

Different methodologies adopted in some previously conducted 
studies on the use of audio in violence detection were explored.

A. Models
The detection of violence inside a car using audio-based methods 

has garnered significant interest as it holds the promise of enhancing 
road safety by preventing violent incidents and aiding in criminal 
investigations. Over time, research in this domain has resulted in 
the advancement of sophisticated algorithms and techniques that 
significantly improve the accuracy of identifying violent activities 
within vehicles.

Audio violence detection offers several advantages over video 
approaches, particularly in terms of bandwidth, storage, and computing 
requirements, which are significantly lower [9]. While audio sensors 
have their limitations, they are relatively minor compared to video 
cameras. For instance, microphones can have an omnidirectional 
capability, providing a spherical field of view, unlike video cameras 
with limited angular views. Additionally, audio event acquisitions can 
outperform video acquisitions due to the longer wavelength of audio, 
allowing for acoustic wave reflections when encountering obstacles in 
the direct path. Moreover, audio processing is not affected by issues 
like lighting and temperature, unlike video processing [9]. The audio 
approach also captures a wealth of information that visual data alone 
cannot represent, including screams, explosions, abusive language, 
and emotional cues conveyed through sound passages. Despite these 
advantages, there are still limited applications for violence detection 
using audio-based methods.

Souto, Mello, and Furtado [27] conducted research on domestic 
violence and acoustic scene classification using machine learning. The 
parameters employed for feature extraction and processing in both 
short and medium terms included MFCC (Mel Frequency Cepstral 
Coefficients), Energy, and ZCR (Zero Crossing Rate). For classification, 
they utilized the SVM (Support Vector Machine) technique. The 
resulting models, post-training, included the MFCC-SVM classifier, 
the Energy-SVM classifier, and the ZCR-SVM classifier.

In their previous work, Purwins, Virtanen, Schluter, Chang, and 
Sainath [28] explored audio signal processing methods like Gaussian 
mixture models, hidden Markov models, and non-negative matrix 
factorization. However, they found that these traditional methods were 
often outperformed by deep learning models when sufficient data was 
available. They applied various techniques such as categorization, 
audio features, models, data, and evaluation, and conducted cross-
domain comparisons with speech, music, and environmental sounds. 
Additionally, for audio synthesis and transformation, they employed 
source separation, speech enhancement, and audio generation methods.

Rouas [29], based on public transport vehicles, studied the detection 
of audio events. For this purpose he created an automatic audio 
segmentation, which divides an audio signal into several consecutive, 
almost stationary zones. The developed algorithm detected activity, 
i.e., ignored the quiet and low noise zones, focusing exclusively on the 
high noise zones. In this work the SVM model was used.

Crocco [9] conducted a systematic review of surveillance based 
on the audio signal. In this review, several approaches are presented, 
namely: i) background subtraction by monomodal analysis; ii) 
background subtraction by multimodal analysis; iii) audio event 
classification; iv) source localisation and tracking, especially audio 
source localisation; v) audiovisual source localisation; and vi) audio 
source tracking and audiovisual source tracking.
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Gavira [30] has presented a device designed to accurately perform 
the recognition task in urban areas with high noise. The audio was 
recorded in real urban environments using a current microphone. The 
strategy was to train a classifier based on temporal and frequency 
data analysis, and deep convolutional neural networks were used to 
develop the work.

Hossain [31] proposes a system for emotion recognition through 
audiovisuals, using two deep networks to extract features and join the 
features. In addition, it uses Big Data technology to train the emotion 
network and separate the information based on gender. The proposed 
system will also use a CNN network for audio signals and a three-
dimensional CNN for video signals.

Another study [32] delves into the intricate task of Motivic pattern 
classification in music audio recordings, with a particular focus on 
a cappella flamenco cantes. To tackle this, the paper proposes the 
application of Convolutional Neural Networks (CNN) architectures 
for intra-style classification of flamenco cantes, utilizing small motivic 
patterns. The suggested architecture capitalizes on the advantages of 
residual CNN for feature extraction and incorporates a bidirectional 
LSTM layer to handle the sequential nature of musical audio data. 
Sequential pattern mining and contour simplification techniques are 
employed to extract relevant motifs from the audio recordings, and Mel-
spectrograms of these motifs serve as inputs for the various architectures 
tested. The research investigates the practicality of motivic patterns for 
automatically classifying music recordings and explores the influence 
of audio length and corpus size on the overall classification accuracy.

B. Data Augmentation
Related to data augmentation techniques, a study [33] focuses 

on enhancing the accuracy of animal audio classification through 
various data augmentation techniques. These techniques involve 
manipulating the existing audio data to create additional samples, 
thereby increasing the diversity and size of the dataset. The study 
investigates different augmentation methods, their impact on model 
performance, and their ability to mitigate challenges such as limited 
labeled data. By implementing these augmentation strategies, the 
paper aims to enhance the robustness and effectiveness of animal 
audio classification models, ultimately improving their ability to 
accurately identify and classify animal sounds.

Another work [34] presents a methodology for effectively 
classifying environmental sounds using a deep convolutional neural 
network (CNN) that incorporates regularization techniques and data 
augmentation. The study emphasizes the challenges of environmental 
sound classification, including limited labeled data and diverse acoustic 
variations. To address these challenges, the proposed approach involves 
augmenting the dataset through various techniques and integrating 
regularization methods into the CNN architecture. The experimental 
results demonstrate that the combination of data augmentation and 
regularization enhances the model’s ability to accurately classify 
environmental sounds, making it more robust to variations in acoustic 
conditions and contributing to improved classification performance.

Also another study [35] introduces a novel technique for 
augmenting audio data using an evolutionary-based generative 
approach. The method involves employing evolutionary algorithms 
to generate new audio samples that are structurally similar to the 
existing data while introducing variations. By iteratively refining 
these generated samples, the approach aims to create diverse and 
realistic audio data that can expand the training dataset for machine 
learning models. The paper highlights the benefits of this approach in 
improving the performance of audio-based tasks such as classification 
and recognition, demonstrating its effectiveness in enhancing model 
generalization and accuracy through the incorporation of synthetically 
generated but plausible audio samples.

Finally, a last study [36] presents a method for automating the 
selection of effective data augmentation techniques to enhance object 
detection models. It addresses the challenge of selecting appropriate 
augmentation strategies from a large set of possibilities by utilizing 
a reinforcement learning framework. The approach involves training 
a policy network that learns to select augmentation operations based 
on their impact on the model’s performance. This policy network is 
optimized through reinforcement learning techniques, resulting in a 
strategy for augmenting the training data that improves the object 
detection model’s accuracy. The paper demonstrates the effectiveness 
of the approach through experiments, showing that learned data 
augmentation strategies can lead to significant performance gains in 
object detection tasks.

The background discussed in this section highlights the progress 
achieved in the development of methods for identifying violence and 
the latest enhancements in data augmentation techniques. However, 
when we narrow our focus to the particular scenario of detecting 
violence using audio within a vehicle, the existing models are not 
well-suited, and there is a lack of datasets recorded in such settings. 
Therefore, our study aims to enhance the effectiveness of violence 
detection within cars by utilizing audio inputs and a newly captured in-
car dataset. Additionally, we emphasize the significance of employing 
data augmentation techniques to improve the results in this context.

III. Methods

A. Mel Spectrogram
Audio can be converted into an interpretable format by representing 

it as visual images. The key concept involves transforming the audio 
signal into visual images, which can then be utilized to extract features 
either manually or directly fed into a Deep Learning classifier. There 
exist classifiers that can learn and extract features from these audio-
generated images [37].

There are some methods tha can be used to create this images 
(spectrograms), that represent the audio, and some are: Short-Time 
Fourier Transform, Chromagram, Mel-Spectrogram [7]. According to the 
literature by Choi, Fazekas, Cho, and Sandler [38]; Gaviria et al. [30]; 
Hossain and Muhammad [39]; Purwins et al. [40], each method for audio 
representation comes with its own set of advantages and disadvantages. 
Nonetheless, the Mel-Spectrogram method stands out as the most 
widely utilized approach. Therefore, we have chosen to employ the Mel-
Spectrogram method to represent audio in order to test our model.

A mel-spectrogram is a type of spectrogram, which visualizes the 
frequency content of an audio signal over time. However, instead of 
using a linear scale for the frequency axis, the mel-spectrogram uses 
the mel scale. The mel scale is a perceptual scale that is designed to 
better align with how humans hear and perceive sound [30]. The mel 
scale was introduced in the 1930s in order to account for the fact that 
humans do not perceive changes in frequency linearly - that is, changes 
in pitch at lower frequencies are more noticeable than at higher 
frequencies. The mel scale is based on this perceptual phenomenon, 
and is designed so that equal distances on the scale correspond to 
equal perceived differences in pitch. In practical terms, the mel scale 
is used to create a filterbank that is applied to the Fourier transform of 
an audio signal to map it onto the mel scale [40].

So, a mel spectrogram displays the time-frequency distribution 
of audio, with the frequency axis based on the mel-frequency scale. 
The process of converting to a mel spectrogram involves computing 
the Short-Time Fourier Transform (STFT) of the audio signal. This 
STFT computation transforms the audio from the time domain to the 
frequency domain. Once in the frequency domain, the y-axis is scaled 
using a mel-scale [41].
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The mel spectrogram displays the successive frequencies (y-axis) 
over time (x-axis) as well as the different amplitudes (represented by 
colors and measured in decibels) for each moment (Fig. 1).
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Fig. 1. Representation of a mel spectrogram.

B. Public Datasets
One of the key points in ML is selecting a dataset that has the 

necessary restrictions of what is intended to be classified. For the 
problem of this paper, the dataset should have audio entries where each 
entry would fall into violence or non violence. With this restrictions, 
we found some datasets worth mentioning.

The XD-Violence dataset is comprised of 4754 videos, with varying 
degrees of audio availability. It is divided into two categories: violence 
(2405 videos) and non-violence (2349 videos), totaling 217 hours of 
footage. The videos that depict violence can be further categorized into 
six types, including abuse, explosions, car accidents, riots, fights, and 
shootings. Each video of violence can have 1 to 3 labels, reflecting the 
significance of each event depicted. The videos come from a variety 
of sources, including movies, cartoons, video games, news, sports, 
etc. The XD-Violence dataset is separated into two parts, training and 
testing. The training section has 3954 videos, while the testing section 
has 800 videos. In both the training and testing datasets, the six types 
of violence are present at different points in time within the videos 
[42] [43].

Nanyang Technological University CCTV-Fights dataset contains 
1000 videos obtained from YouTube, some without audio, that display 
various actions such as pushing, kicking, fighting, etc. It is separated 
into two categories: CCTV (280 videos captured by surveillance 
cameras) and NON-CCTV (720 videos captured by dash-cams, cell 
phones, drones, and helicopters). The CCTV (camera stands for 
Closed-Circuit Television camera) videos range from five seconds 
to 12 minutes (average of two minutes), totaling 8.54 hours, while 
the NON-CCTV videos range from three seconds to seven minutes 
(average of 45 seconds), adding up to 9.13 hours of footage [44] [45].

Violent Scenes Detection (VSD2014) is widely used when the 
problem is to detect violence through video or audio. It has two types 
of videos: clips from Hollywood movies and clips taken from YouTube. 
The dataset is divided into three groups: "Hollywood: Development", 
"Hollywood: Test" and "YouTube: Generalization". In terms of the 

Hollywood group, they selected some movies, and it can go from 
movies with some violence ("Saving Private Ryan", with 34% frames 
with violence) to movies without violence ("Legally Blond", with 0% 
frames with violence). The "Hollywood" group has a total of 63 hours 
and 55 minutes of movie time (31 movies), while clips from YouTube 
has a total of two hours and 37 minutes (86 clips) and each clip can last 
from six seconds to six minutes. The features offered by this dataset 
are separated into audio and visual features, to make it easier for those 
without much experience in classification to have a starting point. 
To complete the dataset, annotations are included for all the content. 
The annotations identify the start and end frames of each violent 
segment and are binary in nature. There are seven visual concepts 
and three audio ones. The visual elements include: fights, blood, fire, 
knives, car pursuits, and disturbing/bloody images, which may also 
provide information about the level of intensity. The audio elements 
include: shots, screams, and explosions. It should be noted that the 
visual elements provide the start and end of each segment, expressed 
in terms of frames. Meanwhile, the audio elements are described in 
terms of seconds for the start and end of each occurrence [46].

The Real Life Violence Situations (RLVS) dataset contains real-world 
violent scenarios used for research in fields like computer vision. The 
purpose of the RLVS dataset is to supply a varied and accurate set of 
violent situations for the purpose of training and evaluating algorithms 
and systems with the aim of detecting, preventing, and responding to 
acts of violence. The dataset is comprised of 2000 clips, half of which 
depict violence and the other half do not. Some of the clips have been 
manually captured. In an effort to eliminate redundancy of individuals 
and surroundings, additional videos were taken from the YouTube 
platform. The lengthy clips have been broken down into shorter 
ones, ranging from three to seven seconds, with an average duration 
of five seconds. All of these clips are of high resolution and some of 
them have no sound. The violent clips depict scenes from places like 
prisons, schools, streets, etc. The non-violent clips feature individuals 
participating in activities like playing walking, eating, sports, etc. This 
dataset includes a wide variety of race, gender and age [47].

A brief summary can be seen on the Table I. 

However, despite the existence of several audio-based datasets, 
none have met the specified constraints for this work. So a group of 
researchers made their own dataset.

C. In Car Dataset
In order to evaluate the implemented models, a dataset was 

necessary, but no existing dataset met the specific requirements. 
Consequently, a team of researchers decided to create their own 
dataset, capturing video recordings of both violent and non-violent 
scenarios inside a car, involving real people, and all recorded during 
the pandemic. The dataset consists of videos, each with accompanying 
audio, representing 20 distinct scenarios. Among these scenarios, 12 
involve violence, including push and punch incidents, different fight 
scenarios, discussions with physical altercations, sexual harassment 
situations, and robberies using weapons like knives or guns. One 
scene depicts one person forcibly looking at another’s phone. On 
the other hand, the remaining 8 scenarios are non-violent, featuring 
instances such as people hugging, taking photos, fixing hair, sleeping, 

TABLE I. Overall Analysis of the Datasets

Dataset Number of videos Duration (hours) Sources Audio
XD- Violence 4754 217 Movies, cartoons, videogames, news, sport, etc. Yes

NTU CCTV-Fights 1000 18 Surveillance cameras and mobiles Yes*
VSD2014 31 Movies + 86 Clips 64+3 Hollywood movies and clips from YouTube Yes

RLVS 2000 - Manually recorded and clips from YouTube Yes*

* Some videos lack sound or only have background music.
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sneezing, reading a book, yawning, listening to music, answering calls, 
coughing, using a notebook, and writing, along with using alcohol 
gel. Each scenario was recorded with 16 different pairs of actors, and 
certain scenes include the use of various objects. For each pair, each 
scenario was recorded twice, P1 is one person and P2 is the other one.

The dataset is comprised of video files, with 494 entries depicting 
non-violent scenes and 795 depicting violent scenes. Every video file 
has audio, and that audio can go from the scene in itself or just noise.

The violence scenarios can be described as:

1. A person (P1) requests a kiss; A second person (P2) refuses the 
kiss; P1 insists; P2 slaps P1; A conflict ensues between the two.

2. P2 is on the phone; P1 approaches; P2 shoves P1; P1 insists on 
seeing the phone.

3. P2 is sleeping; P1 drinks water from a bottle; P1 throws the bottle 
at P2; P2 wakes up and shoves P1.

4. P1 and P2 are on the phone. They engage in a dispute, leading to 
a physical conflict.

5. P1 threatens P2 with a knife; P1 harasses P2 by touching their 
body.

6. P1 pulls out a knife and points it at P2; P1 stabs P2.

7. P1 draws a gun and points it at P2; P1 shoots P2 with the weapon.

8. P1 greets P2; P1 shows something on the phone and threatens P2 
with scissors; P1 robs P2.

9. P1 approaches P2, touches a non-sexual part of P2; P2 slaps P1.

10. P2 threatens to strike P1; P1 behaves in a provocative manner, and 
P2 slaps P1.

11. P2 performs an obscene gesture; P1 attacks P2 with a closed fist 
and attempts to strangle him.

12. A discussion with hand gestures, shoves, and punches.

As for the non-violent scenarios, they can be described as follows:

1. P1 is writing in a notebook, while P2 is applying hand sanitizer.

2. P1 answers a phone call; P2 uses a notebook and coughs.

3. P1 drinks and eats; P2 takes pictures.

4. P1 yawns and stretches; P2 puts on the headphones to listen to 
music.

5. P1 sneezes; P2 reads a book/newspaper/magazine.

6. P1 applies lipstick and arranges her hair; P2 sleeps.

7. P1 asks P2 to take a picture; P2 takes several pictures of him; P2 
shows P1 the pictures taken.

8. P1 and P2 talk; P2 cries; P1 and P2 embrace.

D. Pre-Processing
Data pre-processing is a crucial step to reduce the difficulty of 

learning features of the algorithm [48]. In the section III.C, we talked 
about the dataset created. This dataset only had 494 videos without 
violence on it and 795 videos with violence. The data pre-processing 
follows the flow represented in Fig. 2.

1. Converting videos
 to audio

2. Split the audios
3. Separate violence
from non violence

6. Dataset balancing
5. Conversion into
mel spectrogram

4. Audio analysis
and removal

Fig. 2. Pre-processing steps.

As for the first step all the videos had to be converted to audios so 
we could create the mel spectrograms of each one. In the second step, 
the audios without violence that had more than 40 seconds were split 
in half so each entry became two entries in the dataset with the same 
label. The audio recordings of violent incidents were typically longer 
than those of non-violent incidents, but the issue was that violence was 
often not present in the beginning of the audio. The solution involved 
inspecting each audio individually to determine the start of violence, 
and using the "pydub" library1, the audio could be divided into two parts 
- one representing non-violence, and the other representing violence. 
During the process of analysing each audio (step 4), it was discovered 
that some files lacked content and that some audio recordings did not 
have meaningful information for the data (e.g. audio recordings that 
only had background noise). These were removed from the dataset. By 
the end of the fourth step in the workflow, the dataset had 860 audio 
files of non-violence and 755 audio files of violence, for a total of 1615 
audio files. The step five was mixed with step six. We converted every 
audio into a mel spectrogram that could represent the audio in itself, 
so all the 1615 were converted and then it was decided that a good 
approach would be to balance the dataset so we used some entries 
from the RLVS dataset refered in section III.B. We tried to find the best 
violence videos in RLVS dataset that could go into our dataset. We 
found 105 violent videos, and those were converted to audio and then 
converted into a mel spectrogram to be added to the dataset. Ending 
this workflow, the dataset had 860 non-violence mel spectrograms and 
860 violent mel spectrograms, with a total of 1720 mel spetrograms.

In Fig. 3 it is shown what a mel spectrogram created from an audio 
with violence and and audio without violence looks like.

1   https://thepythoncode.com/assistant/transformation-details/cutting-audio-
files-in-python-with-pydub/
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(a)

Fig. 3. Mel spectrogram created from (a) an audio without violence and (b) an audio with violence.
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E. Data Augmentation
In deep learning, there is the notion that large datasets lead to better 

training which can lead to best accuracies. But collecting enough data 
to create a suitable dataset can be a challenging task at times. The data 
augmentation mechanism is frequently employed to generate a large 
volume of training data by adding synthetic data to the dataset. These 
synthetic data may consist of copies of existing data but with minor 
changes or completely new data created from the data already on the 
dataset [49].

Some examples of data augmentation were:

• Cropping: The process involves trimming the image, thus 
decreasing its input size;

• Rotation: Consists in rotating the image, between 1 and 359 
degrees;

• Translation: This process involves in moving the image along the 
x-axis or y-axis (left, right, up or down);

• Flipping: The image is flipped vertically or horizontally;

• Scalling or resizing: The image is resized to a given size;

• Noise injection: The process entails adding a matrix of randomly 
generated values;

• And other methods that are more complex to achieve.

For the problem meant to be solved which was the classification of 
mel spectrograms, the data augmentation that we used was flipping. 
With this flipping method we were able to duplicate the number of 
entries of the dataset, where we performed a horizontal flip in each 
entry. This resulted in a dataset with 3440 mel spectrograms, 1720 for 
each class.

This flip method was most useful in violence entries because 
some of the entries had violence since the start and it would calm 
down later in the audio. But after this data augmentation, we were 
able to show that it also can start with a calm environment and 
then escalate the situation to pure violence. The Fig. 4 ilustrates 
this last case, where in a) we see a mel spectrogram taken from an 
audio with violence and in b) this same mel spetrogram after being 
flipped. Every mel spectrogram had also his axis removed for the 
final dataset.

F. Algorithms
This section provides an overview of all the algorithms evaluated 

in this project. The tested algorithms include Convolutional Neural 
Network (CNN), EfficientNetB0, EfficientNetB1, EfficientNetB2, 
MobileNet, MobileNetV2, ResNet50, VGG16, VGG19, and Xception. 
The selection of these models is supported by the findings from the 
literature review.

Convolutional Neural Network (CNN) is a deep learning algorithm 
used for image classification. Its architecture was inspired by the 
human brain. This network can extract features directly from the 
image without requiring human assistance [50].

EfficientNets are a type of artificial neural networks that take into 
account the scaling process and the importance of the base network. 
They feature a unique mechanism called the compound scaling 
method, which enables the network to be uniformly scaled in terms of 
depth, width, and resolution. The base network is the EfficientNetB0 
(for example, EfficientNetB1 is a scaled version of EfficientNetB0). 
These networks can achieve better performance than existing CNN 
models while using less number of parameters [51] . EfficientNetB0, 
EfficientNetB1, and EfficientNetB2 belong to the EfficientNet family 
of image classification models. Here are the key distinctions between 
these three models: i)Depth: EfficientNetB0 has the fewest layers with 
20 convolutional layers, while EfficientNetB1 has 23 convolutional 
layers, and EfficientNetB2 has 26 convolutional layers; ii) Width: 
As we progress from B0 to B2, the width of the network increases. 
This means that the number of channels in each convolutional layer 
is larger in EfficientNetB2 than in EfficientNetB1, and larger in 
EfficientNetB1 than in EfficientNetB0; and iii) Resolution: The input 
resolution of EfficientNetB2 is higher than that of EfficientNetB1, 
and EfficientNetB1 has a higher resolution than EfficientNetB0. 
Consequently, EfficientNetB2 is better equipped to handle high-
resolution images. In general, moving from EfficientNetB0 to 
B2 results in a model that is deeper, wider, and more capable of 
processing high-resolution images. However, with each step up the 
scale, the model also becomes more computationally demanding. The 
choice of which model to use depends on specific task requirements, 
including available compute resources and the resolution of the input 
images [51].

MobileNet was designed for efficient deployment on mobile and 
embedded devices with limited computational resources. This network 
is based on a CNN and uses depthwise separable convolutions, which 
leads to a decrease in the number of parameters when comparing to 
networks with regular convolutions and with the same depth. This 
process allows the network to be a lighter neural network [52].

The Residual Network (ResNet) was created to address the issue of 
the vanishing gradient problem, making it possible to train a network 
with more than 1000 layers [7].

VGG, an acronym for Visual Geometry Group, is a deep 
convolutional neural network (CNN) architecture that is composed of 
multiple layers. This model is used for image classification and has 
been trained using the ImageNet dataset, making it a popular choice 
for transfer learning. VGG16 means that the neural network has 16 
layers, while the VGG19 has 19 layers [53].
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(a) Original spectrogram.
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(b) Spectogram after flipping.

Fig. 4. Horizontal flipping of a spectrogram.
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Xception is a network developed by Google, for image classification 
tasks. It uses the idea of depthwise separable convolution layers that 
decreases the computacional cost, and it was designed to be a more 
efficient alternative for the overall Inception architectures [54].

These models have been developed specifically for image 
classification tasks. EfficientNet is a family of optimized and efficient 
models that also achieve top-notch accuracy in image classification. 
MobileNet, on the other hand, is a family of lightweight and fast models, 
making them ideal for deployment on mobile and embedded devices. 
ResNet50 is a CNN architecture that cleverly employs skip connections 
to address the vanishing gradient problem during training, enabling 
the creation of very deep neural networks without compromising 
performance. VGG16 and VGG19 are CNN architectures known 
for their utilization of small 3x3 convolutional filters. While they 
demonstrate strong performance in image classification tasks, they can 
be computationally expensive during both training and deployment. 
Lastly, Xception is a CNN architecture that incorporates depthwise 
separable convolutions, performing a depthwise convolution followed 
by a pointwise convolution. This design results in better performance 
with fewer parameters compared to other architectures.

G. Training Details
As to prepare for the training of the algorithm, the dataset was 

divided initially into train and test. We decided that 80% of the dataset 
would be for the training, and 20%for the testing, giving a total of 
2752 entries for training and 688 entries for testing (equal distribution 
between classes). With the necessity of a validation set, we used the 80% 
for training where 80% of those would be for training and the other 20% 
would be for validation. Ending the split phase, the train set consisted 
of 2202 entries, validation set had 550 entries, and the test set had 688.

Table II shows the class distribution between the three sets (train, 
validation and test set).

TABLE II. Train, Validation and Test Set

Dataset Violence Non violence Total
Train 1101 1101 2202

Validation 275 275 550
Test 344 344 688

All the algorithms used the same callbacks: EarlyStopping2, 
ReduceLROnPlateau3, ModelCheckpoint4, and TensorBoard5. The 
EarlyStopping was meant to stop the training of the algorithm in case 
the validation loss was not getting better. It had a patience of 25 for the 

2   https://keras.io/api/callbacks/early_stopping/
3   https://keras.io/api/callbacks/reduce_r_on_plateau/  
4   https://keras.io/api/callbacks/model_checkpoint/
5   https://www.tensorflow.org/

CNN and 10 for the other algorithms. The ReduceLROnPlateau would 
reduce the learning rate if the validation loss did not improve; we used 
a factor of 0.1 for every algorithm, a patience of 10 for CNN and 5 
for the rest of the algorithms. The ModelCheckpoint would save the 
model weights in a file. To visualize all the training done (accuracy and 
loss during the different epochs) it was used the callback TensorBoard.

The Table III shows all the training details for each algorithm. All 
of them used Adamax as optimizer, with a learning rate of 0.001. CNN 
was meant to run for 200 epochs, while the others ran for 40 epochs. 
Batch size used was 64, with a resize to (150,150) on each entry (mel 
spectrograms). The last column of the table (EarlyStopping) shows the 
epoch that the algorithm stopped the training because of the callback 
EarlyStopping.

As pre-trained networks on ImageNet have demonstrated 
remarkable results across multiple fields such as image classification 
datasets, object detection, action recognition, and more [55], we 
decided that all the algorithms would use the weights from training 
the network on ImageNet dataset. Those weights are available on the 
python library Keras6.

The training was done on a computer with a GeForce GTX 1070 Ti, 
16GB RAM, and a AMD Ryzen 5 2600 as CPU.

IV. Results and Discussion

Table IV shows the best results obtained by the different algorithms, 
with all values corresponding to the epoch that achieved the best 
validation loss.

The VGG16 network performed better on the test in terms of 
accuracy (91.86%) than VGG19 (91.28%). However, it has slightly 
worse test loss compared to VGG19. Of the transfer learning networks, 
Xception had the lowest test accuracy at 90.70%, while ResNet50 had 
a slightly better result at 90.84%. Both had a similar test loss that was 
around 0.25.

In regards to the MobileNet family of networks, MobileNet achieved 
superior results in training, validation, and test, even reaching an 
accuracy of 93.31% on test. Nevertheless, MobileNetV2 also performed 
well on test with an accuracy of 92.44% when compared to the 
previously evaluated networks.

The family of EfficientNet achieved the best results, with 
EfficientNetB1 achieving the highest accuracy in the test (95.06%), 
followed by EfficientNetB0 with 94.19%. Moreover, in terms of test 
loss, EfficientNetB1 had the best performance with a loss of 0.1685, 
followed by EfficientNetB0 with 0.1772. Although EfficientNetB2 
had the weakest performance within the family, it still achieved a 
satisfactory accuracy of 92.88%.

6   https://keras.io/

TABLE III. Details of the Training for Each Algorithm

Algorithm Optimizer Learning Rate Epochs Batch Resize EarlyStopping
CNN Adamax 0.001 200 64 (150,150) 82

EfficientNetB0 Adamax 0.001 40 64 (150,150) 28

EfficientNetB1 Adamax 0.001 40 64 (150,150) 31

EfficientNetB2 Adamax 0.001 40 64 (150,150) 21

MobileNet Adamax 0.001 40 64 (150,150) 23

MobileNetV2 Adamax 0.001 40 64 (150,150) 20

ResNet50 Adamax 0.001 40 64 (150,150) 14

VGG16 Adamax 0.001 40 64 (150,150) 16

VGG19 Adamax 0.001 40 64 (150,150) 15

Xception Adamax 0.001 40 64 (150,150) 20
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Accuracy and loss are the primary metrics used to evaluate the 
behavior of various algorithms. However, there are other metrics that 
assist in the evaluation of algorithms, and these metrics are widely 
used in the world of ML. The metrics that are often used to evaluate 
the algorithm are: precision, recall, and f1-score [56].

Table V presents the recall, precision, and f1-score values for each 
class, with the value 0 representing the non-violence class and the 
value 1 representing the violence class.

The outcome of an algorithm can fall into four distinct categories, 
namely, TP (True Positive), TN (True Negative), FP (False Positive), and 
FN (False Negative). When considering violence entries as "Positive" 
and non-violence entries as "Negative," TP represents the correctly 
predicted violence entries, TN denotes the correctly predicted non-
violence entries, FP includes the misclassified non-violence entries, 
and FN comprises the misclassified violence entries. These four 
categories collectively form a matrix known as the confusion matrix, 
which effectively reflects the algorithm’s performance.

Taking into account the concept of accuracy and the four 
aforementioned values, the formula is as follows:

 (1)

In contrast, the precision indicates the number of correct positive 
forecast (Equation (2)).

 (2)

The recall, as stated in Equation (3), represents the count of true 
positive cases that the algorithm correctly predicted.

 (3)

Finally, the f1-score (Equation (4)) combines the precision with 
the recall, in order to produce a value that represents both weights 
(precision and recall) in a balanced way.

 (4)

EfficientNetB0 achieved the highest precision of 96% for the 
non-violence class, although its precision for the violence class was 
not as high. Nevertheless, it had the highest recall for the violence 
class, with 96%. EfficientNetB1 came in second for precision for 
the non-violence class with 95%, and the same precision value was 
obtained for the violence class. Moreover, EfficientNetB1 attained 
a recall of 95% for both classes, and the f1-score demonstrated 
identical results of 95%. EfficientNetB2 achieved a value of 93% in 
all the analyzed fields.

MobileNetV2 had the highest recall for the non-violence class at 
96%. However, it had the poorest recall for the violence class, which 
is an important consideration when choosing which algorithm to 
use, even though it had the highest precision for the violence class. 
The MobileNet algorithm presented good results in all fields of the 
confusion matrix, even though it did not perform the best when 
compared to all the algorithms.

Although MobileNetV2 had good accuracy and precision for the 
violence class, this network is not suitable for classifying violent inputs 
as it has the lowest recall for this class, which is the most important 
class to classify.

TABLE IV. Accuracy and Loss on the Train, Validation and Test Set, for Each Algorithm

Algorithm Train Train Loss Validation Validation Loss Test Test Loss

CNN 89.28 0.2827 90.00 0.2579 89.53 0.2877

EfficientNetB0 95.19 0.1427 91.09 0.2030 94.19 0.1772

EfficientNetB1 95.19 0.1328 91.92 0.1912 95.06 0.1685

EfficientNetB2 91.05 0.2178 91.82 0.2117 92.88 0.2139

MobileNet 92.51 0.2087 89.82 0.2090 93.31 0.1926

MobileNetV2 88.74 0.2367 88.36 0.2457 92.44 0.2054

ResNet50 83.11 0.3583 89.64 0.2436 90.84 0.2535

VGG16 88.33 0.2679 88.00 0.2873 91.86 0.2259

VGG19 87.33 0.3016 86.55 0.3270 91.28 0.2238

Xception 92.14 0.2056 87.82 0.2967 90.70 0.2527

TABLE V. Results From Precision, Recall and F1-Score of the Algorithms

Algorithm Precision Recall F1-Score

0 1 0 1 0 1

CNN 0.89 0.90 0.90 0.89 0.90 0.89

EfficientNetB0 0.96 0.92 0.92 0.96 0.94 0.94

EfficientNetB1 0.95 0.95 0.95 0.95 0.95 0.95

EfficientNetB2 0.93 0.93 0.93 0.93 0.93 0.93

MobileNet 0.93 0.94 0.94 0.93 0.93 0.93

MobileNetV2 0.90 0.96 0.96 0.89 0.93 0.92

ResNet50 0.93 0.89 0.89 0.93 0.91 0.91

VGG16 0.92 0.92 0.92 0.92 0.92 0.92

VGG19 0.91 0.92 0.92 0.90 0.91 0.91

Xception 0.92 0.89 0.89 0.92 0.91 0.91

Class 0 represents non-violence inputs; 1 represents violence inputs.
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Evaluating all the results obtained in the two tables, the algorithms 
most suitable for this problem are: EfficientNetB1, EfficientNetB0, and 
MobileNet.

A. (RQ1) Can Violence Inside a Car Be Effectively Detected Using 
Audio Data and Deep Learning Models?

Violence inside a car can be effectively detected using audio data 
and deep learning models. Audio-based violence detection has gained 
significant attention in recent years, and deep learning models have 
shown promising results in accurately classifying violent and non-
violent audio events.

The results presented in Table 4 demonstrate the high accuracy 
in detecting violence behavior. As previously mentioned, the models 
from the EfficientNet family showcased the best performance. When 
compared to the background, particularly the study by Duraes, Santos, 
Marcondes, Hammerschmidt and Novais [18], our models yielded 
superior results. It is important to note that the other background 
studies have not been specifically applied to the unique environment 
inside a car.

B. (RQ2) Can the Use of Data Augmentation Enhance the 
Accuracy of Violence Detection Results?

Data augmentation typically leads to several benefits in the 
context of deep learning models:i) improved model accuracy, by 
creating variations in the training data, data augmentation can 
enhance the accuracy of deep learning models, particularly when 
dealing with small datasets; ii) increased amount of training data, 
because obtaining large amounts of labeled data can be challenging 
and costly; iii) reduced overfitting, because overfitting occurs when a 
model becomes overly complex and starts fitting noise in the training 
data instead of the underlying pattern and data augmentation 
introduces variations to the training data, mitigating overfitting and 
preventing the model from relying too heavily on a limited number 
of training examples; iv) better generalization by adding variability 
to the training data through data augmentation aids deep learning 
models in generalizing better to new and unseen data, leading to 
improved performance in real-world scenarios; and v) faster model 
development, where data augmentation can accelerate the model 
development process by reducing the time required to collect and 
label large datasets for training deep learning models.

In comparison with the previous study [26], where data 
augmentation was not applied, the results presented in this paper 
show a better increase in performance.

V. Conclusion

The fact that violence is very present in today’s society makes the 
study of violence detection an asset.

Determining how to capture violence is the primary factor that 
determines the selection of an architecture. Studies have shown 
that violence can be captured using either video (cameras) or audio 
(microphones). Since the use of audio to detect violence has more 
advantages when compared to video, it was decided that audio would 
be the mechanism to use.

To enable ML architectures to accurately classify audio, it was 
necessary to find a way to represent all the information contained in it 
in a compact way (such as an image). Mel spectrograms were utilized 
to represent audio as images for this task, since this approach is 
commonly employed and yields good accuracies in audio classification.

Datasets that contained the necessary constraints for the problem 
were also sought. However, there was no dataset that had all the 
necessary constraints, so a dataset created by researchers was 

preprocessed accordingly. A data augmentation process was also 
applied to the dataset, resulting in a dataset with twice the amount 
of data.

For the final evaluation, the custom CNN algorithm, EfficientNetB0, 
EfficientNetB1, EfficientNetB2, MobileNet, MobileNetV2, ResNet50, 
VGG16, VGG19, and Xception were evaluated. The algorithm that 
achieved the highest accuracy was EfficientNetB1 with an accuracy 
of 95.06%, followed by EfficientNetB0 with 94.19%, making the 
EfficientNetB1 the best algorithm to use in order to detect violence 
in audio. Additionally, it was found that the worst neural network 
for classifying violence inputs is MobileNetV2, so it should not be the 
most suitable for solving the problem at hand.

In future work, the intention is to compare the current approach 
with other methods, specifically those that involve transforming 
audio data into text and subsequently analyzing the text. This could 
involve using techniques such as automatic speech recognition (ASR) 
to convert the audio content into text transcripts, which can then be 
further processed and analyzed using natural language processing 
(NLP) or other text-based analysis methods. By exploring these 
alternative approaches, researchers aim to gain insights into the 
effectiveness and suitability of different methodologies for violence 
detection and potentially discover novel insights from the textual 
representations of audio data.

Appendix

On Appendix we present Fig. 5 to Fig. 14, which contain the detailed 
training made during the experience.

Fig. 5 depicted the accuracy and loss training curves over the epochs 
for CNN model. The model achieved it is best results after 80 epochs.
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Fig. 5. a) Accuracy and b) loss curve for CNN. Training is represented by the 
orange line, and validation by the blue line.

Fig. 6 illustrated the accuracy and loss training curves across the 
epochs for the model EfficientNetB0. The model attained its optimal 
performance after 26 epochs.
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Fig. 6. a) Accuracy and b) loss curve for EfficientNetB0. Training is represented 
by the orange line, and validation by the blue line.

Fig. 7 displayed the accuracy and loss training curves throughout 
the epochs for the model EfficientNetB1. The model achieved its best 
performance after 30 epochs. However, it should be noted that the 
validation line showed some instability during the training process.

epoch_accuracy

0.88

0.9

0.92

0.94

0 5 10 2015 25 30

(a)

0.14

0.18

0.22

0.26

0 5 10 2015 25 30

epoch_loss

(b)

Fig. 7. a) Accuracy and b) loss curve for EfficientNetB1. Training is represented 
by the orange line, and validation by the blue line.

Fig. 8 depicted the accuracy and loss training curves over the 
epochs for the model EfficientNetB2. The model achieved its peak 
performance after 20 epochs. However, it should be acknowledged 

that the validation line displayed some instability around the 14th 
epoch during the training process.
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Fig. 8. a) Accuracy and b) loss curve for EfficientNetB2. Training is represented 
by the orange line, and validation by the blue line.

Fig. 9 presented the accuracy and loss training curves across the 
epochs for the model MobileNet. The model reached its optimal 
performance after 22 epochs.
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Fig. 9. a) Accuracy and b) loss curve for MobileNet. Training is represented by 
the orange line, and validation by the blue line.
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Fig. 10. a) Accuracy and b) loss curve for MobileNetV2. Training is represented 
by the orange line, and validation by the blue line.

Fig. 10 illustrated the accuracy and loss training curves throughout 
the epochs for the model MobileNetV2. The model achieved its best 
performance after 19 epochs. However, it is important to note that the 
validation line showed some instability around the 13th epoch during 
the training process.

Fig. 11 displayed the accuracy and loss training curves over 
the epochs for the model ResNet50. The model achieved its best 
performance after 12 epochs.
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Fig. 11. a) Accuracy and b) loss curve for ResNet50. Training is represented by 
the orange line, and validation by the blue line.

Fig. 12 showed the accuracy and loss training curves throughout 
the epochs for the model VGG16. The model achieved its peak 
performance for accuracy after 14 epochs. However, it is important to 
note that the validation performance stabilized after 6 epochs.
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Fig. 12. a) Accuracy and b) loss curve for VGG16. Training is represented by 
the orange line, and validation by the blue line.

Fig. 13 displayed the accuracy and loss training curves over the 
epochs for the model VGG19. The model reached its optimal accuracy 
after 14 epochs.
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Fig. 13. a) Accuracy and b) loss curve for VGG19. Training is represented by 
the orange line, and validation by the blue line.
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Fig. 14 illustrated the accuracy and loss training curves throughout 
the epochs for the model Xception. The model achieved its best 
accuracy after 19 epochs.
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Fig. 14. a) Accuracy and b) loss curve for Xception. Training is represented by 
the orange line, and validation by the blue line.

Except for the CNN model, which required 80 epochs for training, 
all the other models needed less than 30 epochs for training. Among 
them, the VGG16 model had the lowest number of epochs needed for 
training.
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Abstract

Due to technological advances, Internet of Things (IoT) systems are becoming increasingly complex. They are 
characterized by being multi-device and geographically distributed, which increases the possibility of errors 
of different types. In such systems, errors can occur anywhere at any time and fault tolerance becomes an 
essential characteristic to make them robust and reliable. This paper presents a framework to manage and 
detect errors and malfunctions of the devices that compose an IoT system. The proposed solution approach 
takes into account both, simple devices such as sensors or actuators, as well as computationally intensive 
devices which are distributed geographically. It uses knowledge graphs to model the devices, the system’s 
topology, the software deployed on each device and the relationships between the different elements. The 
proposed framework retrieves information from log messages and processes this information automatically to 
detect anomalous situations or malfunctions that may affect the IoT system. This work also presents the ECO 
ontology to organize the IoT system information.
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I. Introduction

According to [1], 2023 some 29.3 billion devices will be connected 
to IP networks. This more than triples the world’s population. In 

fact, there will be 3.6 devices per person, a considerable growth of over 
50% compared to 2018. Half of these devices will make machine-to-
machine (M2M) connections, totalling 14.7 billion M2M connections. 
This increase in the number of devices and connections will produce an 
enormous amount of data and create new opportunities for innovative 
applications in domains such as healthcare [2], environmental sciences 
and industrialization [3], etc. The inclusion of IoT in these domains 
requires caution in large-scale implementations because of the risks of 
saturation of system resources and due to security issues. In many cases, 
IoT devices are used to improve people’s daily activities or optimize 
important processes in companies, which may expose data [4].

Albeit security of IoT is a major topic addressed in literature [5], 
there are other important problems that condition the expansion 
and implementation of IoT solutions. For example, managing 
a large volume of devices requires dealing with problems like 
communications interruptions (network connectivity) [6], 
discontinuity of services, discharge of batteries (energy saving), 
and problems with the operating environment (overheating, storage 
management, cybercrime) [7]. All of these issues may apply to any 
of the devices that integrate an IoT system.

Self-repair or self-healing is defined as a property of systems that 
are able to identify and diagnose problems that appear during their 
operation and to determine and propose solution strategies in an 

autonomous way [8]. More specifically, self-healing provides reliability 
to a system through responsibility and awareness of the environment. 
This allows to automatically detect problems and to propose solutions 
to unwanted situations. In order to do so, a self-healing IoT system 
must incorporate monitoring, awareness, and knowledge to detect 
unwanted states. When a problem is detected, the system generates 
and executes plans with appropriate corrective actions [9], [10].

In this work, we propose a framework for the specification and 
automatic detection of problems that may occur in an IoT system. This 
framework consists of independent agents that are distributed on the 
different devices that make up a system. Setting out from messages 
stored in log registers, these agents extract information about the 
operation of devices and the software deployed on them, and process 
it to identify operating problems. The proposed framework uses 
knowledge graphs (ontologies) to structure the information, event 
stream processing to identify problems, and automatic reasoning to 
infer additional knowledge related to the operation and potential 
problems of a system. The edge-cloud ontology (ECO) has been 
designed to structure the system information and possible problems.

The rest of the article is divided into the following sections. 
Section II contains the state of the art. Section III shows the proposed 
architectural solution. Section IV details how semantic technologies 
are used to represent and process the information for identifying 
existing problems. An example is presented in Section V. We conclude 
the paper and point to some future lines of research in Section VI. 
Table I shows the list of acronyms.

II. Related Work

Failures of system elements in IoT systems are usually considered 
as something inevitable. It is important to consider this possibility 
and to integrate mechanisms that ensure that the infrastructure will 
continue to function without interruption, even if some elements fail.
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TABLE I. List of Acronyms and Abbreviations Used

Abbreviations Explanation
ASS Action Schedule Service
CEP Complex Event Processing
CLF Common Log Format
CMA Complex Management Agent
DIR Deployed Infrastructure Repository
DPR Detected Problem Repository
ECO edge-cloud ontology
ELFF W3C Extended Log File Format
DPR Detected Problems Repository
FD Fog Devices
IoT Internet of Things
IS Inference Service
KG knowledge graphs
LMA Lightweight Management Agent
LMS Log Management Service
MMS Middleware Management Service
OS operating system

SAREF
Smart Applications REFerence 
Ontology

SD Simple Devices
SmD Smart Devices
SOSA/SSN Semantic Sensor Network ontology

Some works, like [11]–[13], propose fault-tolerant solutions to 
recover IoT systems deployed in the cloud and edge computing. These 
works are mainly focused on managing problems associated with 
resource exhaustion and performance degradation. However, fault-
tolerant distributed systems must be able to go further and handle 
finer-grained problems such as error management in applications 
deployed in cloud and edge computing. To this respect, [14], [15] 
and [16] propose solutions based on micro-services. These works put 
forward mechanisms for system recovery, but do not describe the 
previous error detection process. Still, information on the causes of 
errors and the elements involved can greatly facilitate the generation 
of potential solutions to a problem.

A starting point for troubleshooting is to know if errors exist and 
when they appeared. Usually, applications write status information 
in log files, which are analyzed manually or automatically to find 
out if there are any problems. Normally, these logs have to be parsed 
before their contents can be interpreted [17]. A common approach 
to parse logs is to detect or match with specific error patterns [18], 
[19]. Other solutions use data mining techniques such as SLCT [20], 
and its extension LogCluster [21]. These works require a large data 
set with a large log history to generate efficient log patterns. Still, in 
recent and very specific or uncommon systems it is complicated to 
apply these solutions, because there may not be enough information 
to generate efficient patterns. Some works, such as [14], [15] and [16], 
also consider mechanisms to recover systems from errors and bring 
them to the desired operating status. These works use information 
repositories and catalogues to have a record of the architecture of 
services that make up an IoT systems. However, such repositories are 
specifically designed for the proposed solutions and do not have a 
formal specification of how their information is structured.

We claim that working with structured information can largely 
facilitate error detection because it allows specifying explicitly 
the relationships among the different information elements at 
a conceptual level, and enables the reuse of information across 
different systems. In particular, knowledge graphs and ontologies 
can help structuring the failure-related information available in 
an IoT system. Furthermore, inference based on ontologies may 

even infer additional information that is not explicitly available. 
As described in Noy and McGuiness [22], using ontologies 
provides several benefits: (1) they share a common understanding 
of information structure among software agents; (2) allow reuse 
of domain knowledge; (3) domain assumptions are made explicit; 
(4) domain knowledge can be analyzed. Taking advantage of all 
these benefits is key to interoperability. As indicated by Bittner et 
al. [23], as well as by Jasper and Uschold [24], ontologies facilitate 
the semantic interoperability between humans, computers, and 
systems. They consider them as a facilitating technologies to 
achieve communication interoperability between software systems.

The use of ontologies in cloud systems [25] has already been 
applied to different areas such as resource management [26], 
service discovery [27], [28], security [29] or even to improve 
system interoperability. In this line, mOSAIC [30] presents a cloud 
ontology that provides a detailed description of cloud computing 
resources. mOSAIC focuses on promoting transparency in accessing 
multiple clouds. However, mOSAIC has not been updated since 
its development more than 10 years ago, which implies that new 
elements that have appeared in the area during this time are not 
contemplated in this ontology. As a result, other works such as [31] 
and [32] have appeared so as to try to address these limitations. 
In [31], a solution for deploying applications on public and private 
clouds is shown. The solution uses a set of rules to control the 
deployment of applications. This rule set uses the CAMEL modeling 
language1. ModaClouds [32] is another work that uses ontology-
based models to perform semi-automatic code transformations 
allowing to obtain compatible implementations in public and hybrid 
cloud provider platforms. The aforementioned works propose 
mechanisms to improve the interoperability of services hosted by 
different service providers, improve the description of existing 
interfaces and even provide decision-making support. However, 
these projects do not support a broad heterogeneous environment, 
i.e., they are limited to resource management, hardware accelerators 
and provide resource abstractions in the cloud. In general, these 
works are not oriented to work with IoT devices such as sensors, 
actuators, gateways, etc.

In this line, specific ontologies have been developed to model the 
capabilities, characteristics and descriptions of systems that integrate 
IoT devices. The Semantic Sensor Network Ontology (SOSA/SSN) [33] 
is one of the most prominent efforts in this area. SOSA/SSN describes 
sensor and actuator networks, their capabilities, features of interest, 
and observations and serves as a starting point for the creation of 
new ontologies that integrate these devices. Another effort similar 
to SOSA is the Smart Applications REFerence Ontology (SAREF) [34] 
developed by the ETSI’s SmartM2M technical committee. SAREF 
allows the description of devices and their functions and is aligned 
with the oneM2M ontology [35], which allows syntactic and semantic 
interoperability between devices and external systems. SAREF and 
SSN are ontologies that are widely used and there are works that 
extend their scope of application to other more specific domains. For 
example, CASO [36] and EEPSA [34] extend SAREF for its application 
in agriculture and smart buildings domains, respectively. In the 
case of the SSN ontology, the SSN System module allows modeling 
systems, capabilities and things.

Still, despite the number of existing original ontologies and their 
extensions, to the best of our knowledge, there are no ontologies 
capable of providing mechanisms that integrate information from 
systems in the cloud, at the edge computing with IoT devices. For 
this reason, we created and present in this article an ontology for 
this purpose.

1  https://camel-dsl.org/
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III. Proposed Solution

Fig. 1 shows the type of infrastructures we aim at in this work. The 
architecture depicts a generic IoT system made up of sensors and other 
devices that allow the collection of information and interaction with 
the physical world. In general, the information collected by IoT devices 
in lower layers is processed, filtered out, and sent to higher levels for 
further analysis. As we will present in this section, we propose the 
inclusion of intelligent agents that will monitor the operation and 
status of the different devices in the system.

Application
Layer
Cloud Layer

Network
Layer

Fog Layer
Routers/Gateways

4G 5G

Fog Devices

Smart Devices

Simple Devices

Edge Layer

Fig. 1. Typical layered architecture with the distribution of devices that form a 
generic IoT system. Higher layers include devices with higher computational 
resources. Green, red and orange arrows represent interactions within 
different applications.

In the following, we begin with a description of the reference edge-
cloud architecture we focus on in this work. Then, we present our 
architectural proposal for problem identification.

A. Reference Architecture
In the structure of the IoT system described in Fig. 1, there are 

several types of devices distributed across different layers. A basic IoT 
system is composed of IoT devices deployed at some physical location, 
for example, collecting data from the environment and forwarding 
them to some remote machine for their processing. With this basic 
infrastructure, systems can become more complex by adding devices, 
services or applications.

The basic architecture is composed of five layers, each of them 
grouping different systems, devices and other computational 
resources, which may involve different service, computation and 
communication providers. These layers are common to different 
IoT systems; in fact, Fig. 1 shows different IoT systems (identified 
by red, green and orange arrows) that are extended across different 
processing layers. The Edge Layer is composed of IoT devices such as 
sensors, actuators, etc. It is the layer that interacts with the physical 
world. The Fog Layer connects the devices at the Edge Layer with 
upper layers and can provide basic processing services. The Network 
Layer is in charge of managing communications with data centres 
located in remote locations. Large-scale computational resources 
are provided on the Cloud Layer. Finally, applications, typically 
processing and producing high-level information, are running on the 
Application Layer.

For the two lower layers, in this work, we focus on three types 
of devices, namely simple, smart and fog devices. Their functionality 
highly depends on their computational resources. Simple Devices 
(SDs) are low-cost devices (e.g. sensors and actuators). SDs have low 
computational resources and basic capabilities, for example, to take 
measurements (depending on the type of physical sensor installed) 
and send those values to other remote devices where that information 
is processed. SDs usually use batteries and are typically deployed in 
remote physical environments.

Smart Devices (SmDs) have functions similar to SDs, but with more 
computing power, which allows them to process the information 
collected on the same device. For example, in a cultivated field, devices 
can be deployed to monitor the appearance of imperfections on plant 
leaves. In that case, the device would have a camera to take pictures 
of plant leaves, and a running algorithm to detect biological problems 
(e.g. musty, dry, etc.), which would be forwarded to a processing node 
in the upper layers.

Finally, Fog Devices (FDs) are located at the fog layer and have 
some computing capacity deployed somewhere on a local network. 
These devices receive information from SmDs and SDs and carry 
out processing tasks such as aggregation, integration, filtering, 
statistics, etc.

B. Proposed Architectural Solution
During normal operation, the software deployed on SDs, SmDs 

and FDs might be subject to errors and malfunctioning. Intelligent 
management techniques are required to deal with such errors and 
to make the systems efficient and stable. For this purpose, in our 
work we propose to use distributed intelligent agents with the aim 
of monitoring and controlling the software deployed on each of the 
devices. We focus on distributed systems where software is deployed 
on lower-level devices as well as on data centres to perform the 
assigned functions.

Usually, the software is installed and deployed on each device in 
the traditional way. However, we recommend encapsulating such 
software in software containers and then deploying such containers 
on devices. Software containers are a type of lightweight virtualization 
[37] that allows running multiple isolated software instances on a 
single operating system (OS) without the need to have an OS for each 
instance. This type of virtualization is also called containerization and 
provides encapsulation for each container and resource management. 
It makes this technology lighter and more efficient than traditional 
virtualization technologies which require an operating system on each 
instance. The encapsulation offered by containers does not affect the 
normal operation of the software running inside them and facilitates 
their deployment and management. Containers are managed 
independently of other containers and the OS installed on the device. 
Generally, a middleware (also called framework) is installed between 
the OS and the containers. The middleware is responsible for the 
management of containers and provides mechanisms and interfaces to 
obtain information and control them.

Using software containers is not only an advantage in terms of ease 
of management but also offers heterogeneity in terms of being able to 
run the same container on different devices. As software containers 
require to work a middleware placed between the device’s operating 
system and the containers, the same container can be executed 
on different devices if these devices have the middleware installed. 
The container will be executed on the device regardless of the type 
of OS and hardware that integrates the device. This is important for 
the solution proposed in this work because it facilitates moving and 
running software services between devices.

The container middleware provides mechanisms for starting, 
stopping and deployment of containers regardless of the device 
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where it is deployed or the software it encapsulates. Fig. 2 shows our 
proposal of a container-based software architecture that is to be used 
on the devices deployed in the architecture of Fig. 1. Using makes it 
easy to deploy software on any device in a system. This is because 
most container frameworks can connect to remote repositories where 
the software has been previously uploaded to easily download, install 
and run the desired software on any particular device. This feature 
facilitates the resolution of device failures since software from devices 
with errors can easily be transferred to other devices.

deployOn

Containers
Basic Node Architecture

C1 C2 Cn

Middleware

Operating System

5G,
WiFi,
LoRa...

Fig. 2. Device architecture that manages installed software through software 
containers.

In this paper, we propose two types of intelligent agents that 
control the functioning of the system. The first one is the Lightweight 
Management Agent (LMA), which is responsible for collecting 
information about the software and device on which it is deployed. 
LMAs send the collected information and can receive actions to apply 
on the device. The second type of agent is the Complex Management 
Agent (CMA). CMAs are able to carry out more complex reasoning 
processes, including receiving information from LMAs, detecting 
existing problems and generating local actions to alleviate existing 
problems and bring the device operation back to a desired state. 
CMAs are typically located in the fog or in the cloud. CMAs are 
deployed at the fog layer to troubleshoot unwanted situations in local 
device networks. CMAs can also be deployed in the cloud where the 
CMA is responsible for managing problems that cannot be resolved 

on the fog level. CMAs are prepared to operate with limited resources 
but are also capable of dealing with complex problems by scaling the 
computational resources of the CMA. A CMA deployed in the cloud 
is capable of addressing problems using a large number of devices 
and parameters.

Fig. 3 shows the integration of the solution proposed in this work 
into the general architecture shown in Fig. 1. LMAs and CMAs are 
described in more detail below and Fig. 4 shows their integration on 
the different devices.

Application
Layer
Cloud Layer

Network
Layer

Fog Layer
Routers/Gateways

LMA

CMA
4G 5G

Fog Devices

Smart Devices

Simple Devices

Edge Layer

Fig. 3. Integration of the solution proposed in this paper into a generic IoT 
system.
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Fig. 4. Disposition and connections of agents, devices, services and software of elements contained in Fig. 1.
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1. Lightweight Management Agent
Lightweight Management Agents are deployed on IoT devices with 

low computational resources, such as SmDs. They read information 
about the operation and status of the device they control and, if 
situations are detected that require attention, collect the related 
information and send it to a CMA, which will process that information 
and propose corrective actions. LMAs extract information from log 
files generated by the deployed software, middleware (if installed) or 
operating system (OS).

The LMA architecture is composed of two services: the Log 
Management Service (LMS) and the Middleware Management Service 
(MMS). The Log Management Service is responsible for extracting the 
data provided from applications, middleware and OS. In addition, it 
periodically extracts information related to the operating status of the 
device (e.g. battery charge status, resource usage, etc.). This information 
may indicate whether the device is operating within pre-established 
security limits or may stop working when resources collapse. The LMS 
structures all the collected information following the RDF data model 
as a list of events using the ECO ontology (described below). Then, all 
the events are sent to be analyzed by a CMA.

The LMA can also receive actions to be applied to the device. Most 
actions are expected to be executed via the Middleware Management 
Service.

2. Complex Management Agent
Complex Management Agents are more complex than LMAs and 

they are typically deployed on devices located in the Fog layer of an 
IoT system. These devices are usually advanced routers, gateways 
or other network devices that, due to their computing power, can 
provide additional services to the local network. CMAs are in charge 
of processing the information obtained from LMAs, either related to 
detected malfunctions or to any other events. A CMA consists of five 
components: Complex Event Processing (CEP), Detected Problems 
Repository (DPR), Inference Service (IS), Deployed Infrastructure 
Repository (DIR) and Action Schedule Service (ASS).

The Complex Events Processing component introduces the events 
received from LMAs into a stream of events. CEP [38] is a technology 
that analyses continuous streams of events to identify complex 
patterns. CEP systems use elements such as timestamps and sliding 
windows. Several filters are continuously analyzing the stream in 
order to identify critical operating states, which are registered in the 
DPR. The DIR contains information about the local network topology 
(e.g. connections among devices, dependencies among software, etc.). 
The Inference Service inserts into the DIR additional information 
which is inferred from the identified problems (available in the DPR) 
and the current infrastructure status (available in the DIR). Finally, the 
ASS is in charge of proposing actions with the aim of reducing the 
impact of the identified problems.

IV. Semantic Technologies Supporting Problem 
Identification

As mentioned above, we propose a solution to detect problems or 
undesired operating states in distributed edge-to-cloud infrastructures 
based on collaborative intelligent agents. Lightweight agents at the 
edge collect basic pieces of information (raw events) that in correlation 
may lead to the identification of problems or undesired operating states. 
In this context, information about dynamic events and the system 
topology (e.g. physical and/or logical connections among devices 
and processes running on them) has to be represented and processed. 
We opt for using knowledge graphs (KG) [39] to represent such 
information. A knowledge graph is a way of describing information 
in a graph structure where nodes represent entities (individuals or 

types of elements) and edges represent relations between them. While 
KGs have been used in AI for a long time (also known as semantic 
networks), they have been gaining popularity in the last years [40]. 
A knowledge graph is a flexible and easy-to-extend representation 
model, which can be endowed with a schema or ontological model 
(aka T-Box), thus facilitating automatic inference processes.

In the rest of this section, we first (A) present an ontology for 
representing the information about the topology of an edge-cloud 
system and the problems that may occur during its operation. Then 
(B), we describe how to extract and represent basic information 
(events) about the status of devices while the IoT system is running. 
Finally, we show (C) how the combination of the knowledge graph 
and the generated events are used to identify existing problems in 
the system.

A. The Edge-Cloud Ontology (ECO)
The proposed solution uses a KG and it requires advanced 

mechanisms to manage that KG in a viable way. The KG organizes 
data related to the devices connected to the IoT system, the network 
topology that interconnects different devices, and the software 
deployed on the devices. Instead of developing an ontology from 
scratch, we have considered reusing existing ontologies and if 
necessary adapting them to meet our needs. In particular, the ECO 
ontology [41] is appropriate for the needs of the proposed system 
because it provides concepts and properties to represent the state of 
each of the devices that make up an IoT system.

Fig. 5 shows the main concepts and properties of the ECO ontology. 
The ECO ontology is based on the SEAS ontology [42] and adds new 
entities. These new entities allow for specifying the current state of 
an IoT system thanks to events generated during the operation of 
the integrated devices. When events are processed, it is possible to 
identify problems or undesired operating states that are modelled into 
the system by the eco:Problem entity.

The ontology classes and properties can be organised into three 
main groups describing: (i) the connections among physical devices 
forming the network topology,(ii) the software deployed on devices 
and their logical dependencies, and (iii) the events representing 
relevant states of devices and/or software, and the problems that define 
critical situations. In the following, we describe the main elements of 
each group.

The topology of the IoT infrastructure representing computational 
systems and how they are interconnected can be represented with the 
following classes:

• seas:System. This class describes systems that share connections 
with other systems;

• seas:Connection. A connection describes potential interactions 
between systems.

• seas:ConnectionPoint. This class models the connection between 
systems.

• eco:ComputingNode. This class represents any device with 
processing capability.

Knowing which software is deployed on each device and how 
software components logically depend on each other can be important 
in certain situations in which unexpected problems (e.g. connectivity 
failures) on one device may affect the behaviour of others.

• eco:Software. This class represents any type of software and 
can be instantiated through three different types of subclasses: 
eco:Application, eco:Service and eco:Middleware.

• eco:Application. This class is a type of software that represents a 
particular application. An application may be composed of one or 
more services of type eco:Service.
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• eco:Service. The Service class represents software services that 
are independent and have been designed to perform a specific 
function.

• eco:Middleware. This class is a type of Software that may contain 
applications or services. In practice, this class can refer to software 
frameworks on which applications run. An example of frameworks 
can be the Java virtual machine, the .NET framework, software 
container frameworks such as Docker, etc.

Finally, the ECO ontology allows the representation of events and 
problems that define critical situations.

• eco:Problem. This class models problems that may appear in the 
system. Six types of problems have been identified in this work.

• eco:ConnectionFailed. The class represents problems related to the 
connections between devices and refers to operating states related 
to the lack of connection between devices or software.

• eco:DataCollectionFailed. The DataCollectionFailed class is expected 
to be instantiated when a sensor has taken a measurement but 
the result obtained is erroneous (non-consistent value or values 
out of limits). The DataCollectionFailed class is oriented towards 
simple sensors measuring attributes like temperature, humidity, 
atmospheric pressure, etc.

• eco:DeviceInCriticalStatus. This class models a problem that 
represents a device that is in a critical state (that could stop 
working at any time). This situation can occur when the CPU is 
saturated, the available RAM memory is low, the free disk space is 
almost exhausted, the device battery is almost discharged or even 
if the device temperature is relatively high. All these situations are 
indicators that the device may not be working properly and may 
affect its performance.

• eco:MechanismError. This class models a problem on an actuator 
device, robot or any other device that has some physical 
mechanism. The entity models a physical operating problem. i.e. 
the device receives and processes the indicated actions, but cannot 
carry them out due to mechanical problems of the device itself.

• eco:ProblemWithPhysicalEnviroment. This class models real-world 
conditions that can adversely affect the functioning of specific 
devices. It is used to model physical aspects of the environment 
that may present a problem for specific devices. An example could 

be the level of luminosity of the environment in which a sensor or 
camera operates.

• eco:SoftwareMalfunction. This entity reflects problems related 
to the normal operation of software. It may also indicate that a 
software component is stopped.

• eco:Event. This entity represents an event that has been generated 
during system operation. The event contains relevant information 
that must be processed to evaluate whether the system is 
functioning correctly or whether there is an associated problem.

B. Raw Events Generation
The proposed solution requires knowing the current status of 

devices and software that is deployed in an IoT system. In this sense, 
log registers can be an important source of information since they will 
usually include information related to errors and operating status. 
There have been some efforts to standardize log files such as Common 
Log Format (CLF) [43], W3C Extended Log File Format2 (ELFF), 
RFC5424 [44] or RFC3164 [45]. CLF and ELFF provide guidelines 
for organizing the information contained in log files generated by 
web servers and RFC5424 or RFC3164 are oriented to define the 
transmission of messages generated by log systems. However, there 
is no general standard nor guidelines for defining log messages or 
how to structure them. This implies that developers are responsible 
for designing the structure of the log messages generated by their 
applications. To improve this situation, we propose some indications 
to take into account when software has to generate log messages. 
Basically, we propose to specify: i) what information will be introduced 
in the log file. ii) how this information will be structured and iii) where 
the log information will be available.

Specifying the information registered in each log message is 
not easy. Ideally, the information should be as complete as possible 
because it will describe in detail why the message was inserted in the 
log register. However, the nature of applications is very varied and 
this opens up a wide range of possibilities. We propose the use of a 
limited set of parameters, grouped by field of application or category, 
as shown in tables II, III and IV.

Table II contains parameters related to the operation of applications 
and, whether or not an application is encapsulated on containers. The 

2   https://www.w3.org/TR/WD-logfile.html
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table also presents some parameters related to the management of 
these containers. This information is published in the log register by 
the applications and by the container framework.

TABLE II. Parameters Registered by the Middleware

Params Description
softwareIsRunnig Whether the software is running.

actionsCarriedOut Last command executed in the Middleware 
(e.g. stop, start, ...)

numContainersDeployed Number of containers deployed in the 
framework.

numContainersRunning Number of containers running in the 
framework.

Table III presents specific domain application parameters, usually 
related to perception and actuation elements (e.g., sensors or actuators). 
These parameters try to collect common problems that occur when 
applications use such elements.

TABLE III. Parameters Registered by Domain Applications. They 
Indicate Problems With Measurements or Actuation Orders

Params Description

errorDescription Error message generated by the software.

OutOfRangeReading This error indicates that the measurement 
received from a sensor is outside specified 
limits.

abnormalReading Measurement taken from a sensor is invalid.

highLightConditions There is too much light in the physical 
environment.

lowLightConditions There is insufficient brightness in the 
physical environment.

errorInPhysicalMechanism There was a failure to activate an actuator. 
This error is usually associated with 
actuators rather than sensors, since 
actuators usually have physical mechanisms 
to interact with the physical environment.

Table IV presents a set of parameters that represent the current 
state of a device. Essentially, these parameters are intended to indicate 
the availability of resources. In our proposed solution, these values are 
obtained by the LMS by querying the operating system.

The proposed set of parameters is oriented to an IoT system (as 
shown in Fig. 1) and is intended to cover potential unexpected 
situations that may arise. The ECO ontology includes properties to 
represent those parameters.

TABLE IV. Parameters Related to Device Operation

Params Description

connectedToTheNetwork Whether the device is connected to a 
network.

droppedPackets Number of packets discarded per second.

receivedPackets Number of network packets received per 
second.

sentPackets Number of network packets sent per second.

deviceTemperature Device temperature.

meanPercentageUseOfCPU Percentage of CPU usage.

batteryChargeLevel Battery charge percentage.

freeRAM It is the free RAM memory space. It is 
measured in MBs.

freeDiskSpace It is the free disk space. It is measured in 
MBs.

Normally, applications record log messages to dedicated log files. 
However, in this paper, we propose using the log register provided by 
the operating systems since it is possible to access all the information 
about errors from a single point. Each log entry is organized into the 
following ordered list of attributes:

• Time: when a message is generated in the log register.

• Machine: indicates the name of the machine.

• Application: refers to the application, service, process, or software 
that generates the message

• Message: information regarding the event registered in the log. 
The content is represented as key-value pairs in JSON format.

The structure formed by the fields of each log entry facilitates the 
understanding of the information by humans and machines.

Table V shows an example extracted from a log register. In Linux the 
log register is called Syslog and contains all the log entries generated 
by the operating system. It has a semi-structured format where spaces 
separate multiple segments (timestamp, machine name, application 
name and message). Similarly, other operating systems have their own 
log systems (e.g. logcat in Android).

Line 1 has been generated by a Tomcat application server that 
shows, in the body of the message, information that the application 
has been started. Line 2 corresponds to the execution of a task that 
the OS had scheduled. Line 3 shows a message from the Docker 
(middleware) framework, structured as key-value parameters. This 
line specifies that a deletion task has been performed ("topic= /tasks/
delete type=event.TaskDelete") on a container ("container=ad9c..."). 
Line 4 presents information that has been entered by the LMA (called 
LMA1 in table V).

TABLE V. Parameters Related to Device Operation

Header entry 
Time Machine Application Message entry 

Messages
1 Jan 17 17:11:36 machine 1 tomcat[8944] 17-Jan-2023 14:17:29.850 INFORMATION [main] 

org.apache.catalina.startup.Catalina.start Server startup in [560] milliseconds

2 Jan 17 17:17:01 machine 1 CRON[9184] (root) CMD (cd / && run-parts –report 
/etc/cron.hourly)

3 Jan 17 17:19:39 machine 1 dockerd[751] time="2023-01-17T17:19:39.911663169+01:00" 
level=info msg="ignoring event" 
container=ad9c3e4f269aff56c60fb3558655de1c3703be4 8b86b848ba62d8510261e8ffe 
module=libcontainerd namespace=moby topic=/tasks 
type="*events.TaskDelete"

4 Jan 17 17:20:00 machine 1 LMA1 meanPercentageUseOfCPU="7.24", freeRAM="63.4", freeDiskSpace="86.5", 
batteryChargeLevel="100.00"

5 Jan 17 17:25:00 machine 1 LMA1 errorInPhysicalMechanism
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The LMA reads the log register and generates an event with the 
necessary information and formats it in RDF triples according to the 
ECO ontology. Listing 1 shows three events (event1, event2 ad event3) 
in RDF format3 generated from lines 3, 4 and 5 of Table V, respectively.

Listing 1: Example of several events in RDF Turtle format
: event1 rdf : type eco : Event ;
     eco : date " Jan 17 17:19:39" ;
     eco : relatedToDevice : machine1 ;
     eco : relatedToSoftware : dockerd ;
      eco : actionsCarriedOutExecuted "* events . TaskDelete
     ".
: event2 rdf : type eco : Event ;
     eco : date " Jan 17 17:20:00" ;
     eco : relatedToDevice : machine1 ;
     eco : relatedToSoftware : LMA1 ;
     eco : freeRAM "63.4";
     eco : meanPercentageUseOfCP "9" ;
     eco : batteryChargeLevel "100" ;
     eco : freeDiskSpace "86.5".
: event3 rdf : type eco : Event ;
     eco : date " Jan 17 17:25:00" ;
     eco : relatedToDevice : machine1 ;
     eco : relatedToSoftware : LMA1 ;
     eco : errorInPhysicalMechanism " TRUE ".

In principle, ad-hoc parsers are needed for the different applications 
and operating systems used. However, as we mentioned above, 
in order to facilitate this task, we propose a key-value parameter 
representation and a set of specific parameters (Tables II, III and 
IV). LMAs can interpret those parameters as well as some popular 
application formats such as docker and tomcat. Other log formats are 
not considered. Thus, the systems that want to integrate our solution 
approach in the future must follow our proposed log format.

C. Stream Processing
Event processing is mainly carried out by the CEP component, 

which is responsible for analyzing the events and is able to identify 
undesirable situations or system problems from the information 
contained in an event stream. In the case of identifying any undesirable 
situation, the CEP is able to classify the type of situation and to label 
that situation with the corresponding problem entity from the ECO 
ontology. Detecting problems is generally a complex task that may 
depend on several parameters. Thus, the origin of a problem may be 
associated with one or several pieces of evidence. In this work, an 
evidence is an event; therefore, the information contained in the events 
helps to identify problems. One of the main characteristics of systems 
based on event processing is that events are not independent of each 
other, but are related to each other. In the case of systems formed by 
sensor devices, the data generated by the sensor network are usually 
related in time and space. For example, in agro-IoT systems, the data 
measured by a sensor is usually strongly related to the data of a nearby 
sensor. In a similar way, the measures observed at a particular moment 
in time are generally correlated to the measures taken in the next unit 
of time. This is important because applications may not be interested 
in measurements taken from a sensor at a particular time and place, 
but in aggregated information in space and time [46].

The main task of event processing is to identify within event 
streams those event patterns that are of interest in a particular domain. 
For example, in an agro-IoT system consisting of sensors to measure 

3   We use the Turtle RDF serialization. In short, each triple (subject predicate 
object) is written in a line, ending in ’.’. A ’;’ can be used to avoid repeating the 
same subject in consecutive lines.

the conditions of cropland, several sensors may emit events that must 
be analyzed to discover patterns identified with problems related to 
plant health. In the context of the work presented in this paper, the 
events generated from the log messages would also be analyzed in 
order to discover problems related to software or devices. It will even 
be possible to predict problems before they actually happen such that 
corrective actions could be applied before a particular problem appears.

The LMA is responsible for generating the corresponding events 
and sending them to the CMA. Then, the CEP component located in 
the CMA filters the events trying to identify problems. This process 
is done through queries. Each implemented filter returns a problem 
instance according to the ECO ontology, which is inserted into the 
Detected Problem Repository (DPR). For example, the

DeviceInCriticalStatus problem instance could be triggered in those 
cases where a device has a battery below 15% in addition to having 
high CPU and RAM consumption. This situation could cause a device 
to consume its low battery power in a short period of time.

For stream processing, we use C-SPARQL [47], a continuous query 
language that extends SPARQL [48] to work with RDF data streams such 
as the example shown in listing 1. C-SPARQL queries are continuously 
monitoring recent events/triples (time windows are specified) to detect 
particular patterns that correspond to identified problems. When the 
query is matched, it generates a result as RDF triples.

Listing 2: C-SPARQL query that identifies a problem that a device 
is in a critical state (CPU and RAM usage higher than 90% and battery 
charge lower than 15%)
CONSTRUCT {
     _: prob rdf : type eco : DeviceInCriticalStatus .
     _: prob eco : relatedTo ? device .
}
FROM STREAM : streamExample1
          [ RANGE 60s STEP 30s]
FROM < instancesTopology .owl >
WHERE {
     ? event rdf : type eco : Event .
     ? event eco : relatedTo ? device .
     ? event eco : percentCPUUsage ? cpuL .
     ? event eco : freeRAM ? ram .
     ? event eco : batteryChargeLevel ? batt .
FILTER (? percentCPUUsage > 90
     && ? freeRAM < 10
     && ? batteryChargeLevel < 15)
}

Listing 2 shows an example of a query that returns the instance 
of eco:DeviceInStatusCritical problem, with its associated device. The 
query checks the value of several parameters such as CPU, RAM 
consumption and the battery charge level of a specific device. The 
query only takes into account events occurring in the specified time 
window (60 seconds).

V. Use Case

This section presents a use case that shows the potential of the 
error detection framework proposed in this work. We consider a 
scenario composed of two local Wi-Fi networks, each containing two 
sensors deployed on SmartDevices (e.g., Smartphones), a computing 
device (Raspberry Pi4 model B equipped with 4GB of RAM) that 
acts as a Fog Device and a router that provides the Wi-Fi network 
to which each of the devices is connected. Fig. 6 shows the example 
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infrastructure. The devices host software services and could provide 
data to other services. This data is processed by services to generate 
reports, propose actions or generate new information. According to 
Fig. 6, S1, S2, S5, S6 retrieve data from the sensors integrated with 
them. S1, S2, S5, S6 are distributed in geographic positions. S1 and S2, 
located in local network 1, send data to S4 and S3 correspondingly (S3, 
S4 and S11 are part of APP1). S11 sends to S9 information processed 
from data received by S3. S9 is hosted in the cloud (machine7). It unifies 
the information received by remote services and S10 runs high-level 
tasks and provides results to end users. In the case of local network 2, 
the disposition of the elements and their functions are similar to local 
network 1.

The connections between the services as well as their relationships 
are shown in Fig. 7. This figure represents the knowledge graph 
contained in the Deployed Infrastructure Repository hosted in the 
CMA.

LMAs are installed on machine1, machine2, machine4 and 
machine5. LMAs monitor the software deployed on those devices 
and, if necessary, generate the corresponding events. Listing 3 shows 
an example of events generated by LMA1, located on machine1, and 
which sends the events to CMA1 (deployed on machine3).

The events have parameters related to the operation of the 
sensor connected to S1. The CEP component of CMA1 (at machine3) 
continuously reads and processes the received events in order to 
detect abnormal situations. If a sensor is damaged, it will produce 
different types of errors that are reflected in the event stream. For 
example, if the sensor generates errors of the type highLightConditions, 
lowLightConditions, abnormalReading, OutOfRangeReading, etc. the 
reason could be that the sensor is damaged. In this case, the CEP 
will detect this situation and will generate a eco:DataColletionFailed 
entity. In particular, event1 indicates that service S1 is notifying errors 
related to measurements taken from a sensor. Event1 has active the 
abnormalReading and OutOfRangeReading parameters, which indicate 
some problem with the measurement taken from the sensor. Event1 
also indicates that service S1 is generating the error and that S1 is 
deployed on machine1.

Listing 3: Events generated by the use case shown in Fig. 7
: event1 rdf : type eco : Event ;
     eco : date " Jan 20 18:10:29" ;
     eco : relatedToDevice : machine1 ;
     eco : relatedToSoftware :S1 ;
     eco : abnormalReading " TRUE ";
     eco : OutOfRangeReading " TRUE ".
: event2 rdf : type eco : Event ;
     eco : date " Jan 20 18:11:41" ;
     eco : relatedToDevice : machine1 ;
     eco : relatedToSoftware :S1 ;
     eco : lowLightConditions " TRUE ".
: event3 rdf : type eco : Event ;
     eco : date " Jan 20 18:11:57" ;
     eco : relatedToDevice : machine1 ;
     eco : relatedToSoftware :S1 ;
     eco : batteryChargeLevel "10".
: event4 rdf : type eco : Event ;
     eco : date " Jan 20 18:11:41" ;
     eco : relatedToDevice : machine1 ;
     eco : relatedToSoftware :S1 ;
     eco : highLightConditions " TRUE ".

In addition to the detected problem of the sensor, the indications 
that the battery is low (10%) contained in event3 might be relevant. 
This event indicates that the sensor failure could be associated with 
the fact that the sensor does not have enough battery.

The CEP component will evaluate the events and their implications 
on the system depending on the information contained in the event 
stream. For example, Listing 4 detects the eco:DataCollectionFailed 
problem if the light conditions change between low and high in a short 
period of time (60s) and the reported sensor values are out of range. In 
that case, the eco:DataCollectionFailed entity is added to the Detected 
Problems Repository.
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Fig. 6. Infrastructure and layout of the devices used in the use case.
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Listing 4: C-SPARQL query to identify data collection problems
CONSTRUCT {
     _: prob rdf : type eco : DataCollectionFailed .
     _: prob eco : relatedTo ? service
}
FROM STREAM
     : streamExample1
          [ RANGE 60s STEP 30s]
FROM < instancesTopology .owl >
WHERE {
     ? event rdf : type eco : Event .
     ? event eco : relatedTo ? machine .
     ? event eco : lowLightConditions " TRUE ".
     ? event eco : highLightConditions " TRUE ".
     ? event eco : OutOfRangeReading " TRUE ".
}

The Inference Service tries to find other elements of the IoT 
system that might be affected by the problems registered in the DPR. 
For this, the IS analyses the system architecture described in the 
Deployed Infrastructure Repository. As a result, the IS infers that S4 
is affected since it is connected to S1. Thus, the software application 
APP1 is also affected. Furthermore, the problem could be propagated 
to S9, because S11 (S11 forms part of APP1) is connected to S9 (by 
eco:remoteConnecionTo property), and this could affect APP3. The 
affected software components can be detected with standard SPARQL 
queries. Listing 5 shows an example query to retrieve the applications 
affected by the malfunction of S1.

The query considers four cases: (1) the problematic service is 
directly part of an application, (2) an application contains a service that 

is remotely connected to a problematic service (APP1 is identified), (3) 
an application is remotely connected to an application that contains 
the problematic service, and (4) an application is remotely connected 
to another application that includes a service connected to the 
problematic service (APP3 is identified).

Listing 5: Query identifying applications affected by remote 
unconnected services
SELECT ? affectedApp
WHERE {
   ? faultServ eco :id "S1" .
   { # Case 1
   ? affectedApp eco : isComposedOf ? faultServ .}
UNION { # Case 2
   ? affectedApp eco : isComposedOf ? servAux .
   ? faultServ eco : remoteConnectionTo + ? servAux .}
UNION { # Case 3
   ? appAux eco : isComposedOf ? faultServ .
   ? appAux eco : isComposedOf ? serv .
   ? serv eco: remoteConnectionTo + ? serviceAux2 .
   ? affectedApp eco : isComposedOf
   ? serviceAux2 .}
UNION { # Case 4
   ? faultServ eco : remoteConnectionTo +
   ? serviceAux4 .
   ? appAux eco : isComposedOf ? serviceAux4 .
   ? appAux eco : isComposedOf ? serv .
   ? serv eco: remoteConnectionTo + ? servAux .
   ? affectedApp eco : isComposedOf ? servAux .}
}
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Fig. 7. Knowledge graph representing the deployed architecture. The colour of a node indicates the ontological concept (on the right side of the figure) it 
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Once a problem and its scope have been identified, the Action 
Schedule Service (ASS) will decide what actions should be taken to 
resolve or alleviate the problem. The possible solutions to problems 
will be context dependent. For the above case, for example, the ASS 
may decide whether or not to stop APP1 and APP3 until the problem 
with the sensor connected to S1 is solved. Alternatively, it may 
replace some of the services that are affected by the problem. For 
example, S4 could be replaced by another service that does not require 
the information from S1. In this way, APP1 could adapt to the new 
situation and operate consistently. If APP1 works correctly then APP3 
would also not be affected by the problem with S1 and would also 
work correctly.

The ASS is an independent component that takes information from 
the DIR, interprets it and proposes corrective actions. The architecture 
has been designed with the objective that the ASS has a low coupling, 
this allows to have several implementations of the ASS with different 
AI mechanisms facilitating to experiment with different AI techniques. 
The complete design of the ASS is part of our future work. In this 
work, we propose using the Jena4 rule-based system, which allows 
easy integration of ontologies and rules. The proposed rules are 
activated depending on the information about the current status of the 
infrastructure (especially malfunctioning issues) contained in the DIR. 
When a rule is fired the specified actions are executed, which typically 
define the changes to be applied in the system.

VI. Conclusion

In this work, we have proposed a solution approach that aims 
at detecting and eventually resolving anomalous situations or 
malfunctions in IoT systems. The approach uses several mechanisms 
distributed on independent intelligent agents that collaborate with 
each other. These agents process the log registers generated by 
software installed in IoT devices and detect problems and malfunctions 
that may compromise the operation of the IoT system. The ability to 
understand messages contained in a log register is complex. For this 
reason, we propose using a list of parameters that help to identify 
and describe undesired situations of the elements that compose an 
IoT system. The Lightweight Management Agent generates events 
from messages contained in log registers and each event contains 
information about the status of an IoT device. LMAs send those events 
to Complex Management Agents, which process them in order to 
identify problems. CMAs use knowledge graphs (based on the ECO 
ontology) to structure the system information such as the topology, the 
deployed software and possible problems (undesired situations). They 
use this knowledge to infer new information, in particular, to identify 
the scope to which an identified problem affects the entire IoT system. 
Based on this information, corrective actions can be carried out to bring 
back the IoT system to a desired state. All these mechanisms provide a 
viable solution for the auto-maintenance of IoT systems. The proposed 
approach can be deployed in conjunction with third-party IoT systems 
since it can be adapted and integrated with existing solutions that have 
been designed and deployed for specific tasks.

Our work is subject to some limitations that we plan to address 
in future work. In a first step, we will extend the list of parameters 
proposed in this work. We will also apply our solution to more 
complex real-world environments so as to further back its versability 
and analyse its performance. To this end, we rely on the Mininet5 
simulator for large-scale experiments. Also, in this work, we focused 
on problem detection. As a next step, we will concentrate on analysing 
the automatic execution of corrective actions to resolve detected 
problems (Action Schedule Service in our architecture).

4   https://jena.apache.org
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Abstract

The evolution towards Smart Cities is the process that many urban centers are following in their quest for 
efficiency, resource optimization and sustainable growth. This step forward in the continuous improvement of 
cities is closely linked to the quality of life they want to offer their citizens. One of the key issues that can have 
the greatest impact on the quality of life of all city dwellers is the quality of the air they breathe, which can lead 
to illnesses caused by pollutants in the air. The application of new technologies, such as the Internet of Things, 
Big Data and Artificial Intelligence, makes it possible to obtain increasingly abundant and accurate data on 
what is happening in cities, providing more information to take informed action based on scientific data. 
This article studies the evolution of pollutants in the main cities of Castilla y León, using Generative Additive 
Models (GAM), which have proven to be the most efficient for making predictions with detailed historical 
data and which have very strong seasonalities. The results of this study conclude that during the COVID-19 
pandemic containment period, there was an overall reduction in the concentration of pollutants.
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I. Introduction

The move towards Smart Cities is the evolution to which cities are 
tending, as they have become centres of population concentration 

that seek to maintain the quality of life of all their inhabitants. These 
increasingly overpopulated population centres. In fact, since 2008 and 
worldwide, there are more inhabitants in cities than in rural areas, and 
the trend continues to rise for cities (Fig. 1) [1]. 
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Fig. 1. Evolution of the rural population in Spain from 1960 to 2021. Source: 
World Bank [1].

People move to urban centres for many reasons, including to 
improve their quality of life, but maintaining the social indicators 
that people expect when they move to cities can be a difficult task for 
local, regional and other authorities involved in urban development 
[2]. This is partly due to some endemic problems in cities, such as air 
pollution, traffic (which costs €270 billion a year in Europe [3]), or the 
lack of green spaces (whose health benefits have been demonstrated 
in numerous studies [4]). 

The maintenance of air quality in cities is one of the fundamental 
elements for the preservation and improvement of the quality of 
life of citizens. In fact, the World Health Organization (WHO) has a 
database by country that identifies the number of deaths attributable 
to pollution-related diseases. The WHO itself has determined that 
99% of the population lives in places where the limits for pollutants  
suspended in the air are exceeded [5]. In Spain, for the year 2019, the 
estimated average percentage of deaths due to pollution was 3.32%.

A polluted environment can also influence the spread of respiratory 
diseases, with airborne particles acting as vectors of transmission [6] 
or even weakening the most vulnerable people, making them more 
susceptible to respiratory diseases.

At this point is where smart cities appear, seeking to improve the 
quality of life of citizens through the use of new technologies to achieve 
greater efficiency and sustainability of population services [7]. One of 
the main principles sought by the so-called Smart Cities is sustainability 
through the reduction of the environmental impact of the processes 
carried out in cities and the implementation of green technologies [8].

The success of the improvements introduced by Smart Cities 
consists of a balance between the quality of life perceived by citizens 
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(for example, through the introduction of green areas near residential 
spaces [9]), the continuous actions carried out to obtain information 
about the environment [10] and to know which are the critical points 
on which action should be taken to maintain the citizens’ perception 
of quality of life, as well as to avoid situations of eco-anxiety [11] and 
other disorders derived from climate change.

The set of technologies used to collect data from cities and to have 
more information about what is happening in them comprises a series 
of innovative technologies such as:

• The Internet of Things (IoT). It allows to monitor the 
environment with different devices capable of capturing 
information from the surroundings, such as sensors to measure 
the pollutants present in the air and other magnitudes such as 
humidity, temperature, pressure [12].

• Big Data. Dealing with all the data produced by IoT devices 
requires a range of techniques to process and store it in the best 
way for later use [13].

• Artificial Intelligence (AI). This discipline and its most 
important branches such as machine learning make it possible to 
create predictive models from data sets [14].

• Blockchain. Distributed ledger technologies such as blockchain 
are used in smart cities to improve the efficiency, transparency 
and security of data management systems and services [15].

The current work mainly combines: the Internet of Things (IoT), 
which are those devices or stations installed in cities and responsible 
for capturing data on pollutants present in the environment; Big Data, 
which compiles all the information obtained and makes it available 
to researchers to carry out this type of study; as well as Artificial 
Intelligence, which allows modelling what happens in the environment 
according to variations in the data.

All the data processing has been carried out using generative 
additive models (GAM) that have shown better performance than 
other machine learning models, such as Long Short Term Memory 
(LSTM) networks and Autoregressive Integrated Moving Average 
(ARIMA) models (used as predictive models in other works that point 
out that predictions with this type of networks can be improved [16]).

The rest of the article is structured as follows: Section II contains 
a series of related works that have carried out studies on air quality 
in cities and that use Artificial Intelligence models to carry them out. 
Section III performs a predictive and evolutionary analysis of the 
different pollutants found in suspension in some of the most important 
cities of the region of Castilla y León (Spain). Section IV gathers the 
most important conclusions drawn from the study of the evolution of 
these pollutants. Finally, Section V contains the future lines of work 
along which the present study could advance.

II. Related Works

This section reviews some of the most important works related to 
the study of air quality in different urban areas. This section deals with 
those works that have studied the effect of airborne pollutants in the 
environment by different methods and how they influence the quality 
of life in cities [17].

In most of the occasions, more than knowing the current situation 
of air quality in which a city is, it is sought through historical series 
[18] to know what will be the evolution in the future. All this in order 
to know whether the trend is upward or downward for each of the 
pollutants and to determine whether the corrective measures that can 
be applied have the expected effect.

These prediction actions are carried out by means of Machine 
Learning models that allow modeling the behavior of the evolution 

of these pollutants. Some of the most outstanding studies on pollutant 
evolution have been carried out using Long Short Term Memory 
(LSTM) networks and ARIMA models [19] and, more recently, 
generative additive models (GAM) [20]. Among the studies that use 
this type of models to predict the evolution of pollutants, those of 
Hasnain [21] and Shen [22] that study the evolution of pollutants in 
relevant cities of the Asian continent such as Seoul or regions such as 
Jiangsu in China, stand out.

Another area of interest on pollutants in cities is urban heat 
islands, areas where the temperature is significantly higher than 
the surrounding areas due to heat absorption and retention such as 
buildings and roads. Studies such as Swamy’s [23] or Ngarambe’s 
[24] have shown that heat islands can increase air pollution levels 
by increasing atmospheric stability and decreasing the height of the 
boundary layer, which limits the dispersion of pollutants.

Also important for pollutant dispersion are wind gusts, which can 
influence air quality by dispersing pollutants or transporting them 
to other areas. Studies have shown that wind gusts can influence the 
dispersion of fine particles in the atmosphere [25]. In addition, the 
presence of wind gusts can also influence the formation of pollution 
clouds, which can increase the levels of ozone and other pollutants in 
the air [26].

Air quality is directly dependent on human actions such as road 
traffic and industry. In fact, some studies have shown that during 
times of home confinement during the COVID-19 pandemic, air 
quality improved as virtually all air pollutants decreased [27].

From the studies reviewed, it is determined that air quality is not 
something that depends only on the pollutants themselves that are 
present in the air, but that their dispersion and concentration can 
be influenced by air gusts or be part of the heat island effect. The 
presence of these pollutants can be modeled by different Machine 
Learning models, being more accurate those that handle the concept 
of seasonality such as GAM models.

III. Experiment and Results

The experiment was based in the expansion of the task already 
proposed by López-Blanco et al. [20], where it was proved that the 
model based in the implementation of Generative Additive Model 
obtained better prediction results of pollutants than those obtained by 
LSTM and ARIMA.

To exemplify this statement, Fig. 2 and Fig. 3 demonstrate the 
application of LSTM recurrent networks. The main characteristic is 
that information can persist in the layers of the network, generating 
loops that allow the recall of previous states, thus creating long-term 
memory, which makes them ideal for learning from situations and 
making predictions. However, it requires data with a highly pronounced 
seasonality [28], which is not present in the current dataset.
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Fig. 2. Evaluation of LSTM network of pollutant O3 in Valladolid (Spain).
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Fig. 3. Evaluation of LSTM network of pollutant CO in Valladolid (Spain).

As observed in these images, the obtained results from their 
evaluation do not provide predictive capability, as the networks either 
suffer from overfitting or impute the value of the previous day based 
on the considered time window.

Hence, this proposal employed the suitability of GAM as a criterion 
and applied it to the most populous urban areas in Castilla y León, 
namely: Ávila, Burgos, León, Palencia, Ponferrada, Salamanca, Segovia, 
Soria, Valladolid and Zamora.

Due to the previous analysis, a possible effect of the lockdown on 
air quality has been detected. Therefore, the spatiotemporal impact 
of COVID-19 lockdown measures have been evaluated in these 
population centers, to establish a comparison and determine the 
variation in atmospheric pollutant concentrations from the three years 
prior to the lockdown period.

A. Analysis and Forecasting Model

1. Description of the Dataset
The pollutants used in the study are: CO, NO2, O3 and PM2.5. PM10 

has also been taken into account, either as a predictor or indicator of 
particles, in those provinces where PM2.5 had missing values. The CO 
pollutant is measured in mg/m3, while the rest are measured in µg/m3.

The presence of these pollutants in the air is a problem for human 
health, as many respiratory diseases have been shown to be caused by 
air pollution. Cancer of the respiratory tract is one of them caused in 
part by the presence of airborne PM [29].

All the pollutants studied affect human health, for example carbon 
monoxide (CO), produced by incomplete combustion of fossil fuels, 
reduces the blood’s ability to carry oxygen; NO2 and O3 can cause 
airway irritation, respiratory problems and aggravation of asthma, 
hence the decision to include them in the study.

The dataset used contains daily concentration data of pollutants 
recorded at the air quality control stations of the Regional Government 
of Castilla y León [30]. The period of this data ranges from 1997 to 
2020 (both included), during which there are certain periods of missing 
values in the different population centers studied. In general, PM2.5 
and CO pollutants have large temporal gaps without data in most 
provinces, leading to various situations, which has led us to analyze 
each population center separately to examine their data and possible 
correlations between pollutants.

These facts can be observed in Fig. 4 and Fig. 5, showing the 
mentioned temporal evolution in the population centers of León and 
Ponferrada, respectively.

2. Proposed Model
For the analysis of the temporal series taking tendencies, seasonality 

and holidays into account, the Prophet package was used. Prophet is 
a tool to carry out precise and efficacious predictions, with a time 

of seconds to adjust the model. Equation (1) shows the expression 
followed by the model.

 (1)

The assessment of the Prophet model’s performance uses (1), 
where y(t) is the predicted value determined by a linear or logistic 
equation; g(t), as can be seen in (1) represents non-periodic changes; 
seasonality is given by s(t), which represents periodic changes 
(weekly, monthly, annual); the h(t) component contributes with 
information about holidays and events; and finally, e(t) covers the 
noise portion of the time series, indicating random fluctuations that 
cannot be predicted [31].
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Fig. 5. Historical evolution of pollutants in the population center of Ponferrada 
(Spain).
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(Spain).
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This results in a model composed of three sub-models: the Trend 
model, Seasonality model, and Holidays model [32].

The trend model, called Nonlinear Saturating Growth, is represented 
by the logistic growth model expressed in (2).

 (2)

where C is the maximum capacity (the maximum value of the 
curve), k is the growth rate (representing the “slope” of the curve), and 
m is an offset parameter.

The seasonality model employs Fourier series for approximations, 
based on (3). The seasonal component s(t) provides a flexible model of 
periodic changes due to weekly and annual seasonality.

 (3)

Seasonality is key when predicting new values. Prophet offers 
components to plot the seasonality in weekly, annual or trendy 
intervals taking into account the historic series. The Fig. 6 shows the 
seasonality plot of the O3 concentration in the population center of 
Valladolid in historic, annual and weekly trends. The data of the first 
10 years (2011-2020) comprised the initial training data. To validate the 
model, we used the data from 2020 as a test for the model and were 
able to compare and analyze the predicted values generated by the 
model with the actual values. In this process, we utilized wind velocity 
as a regressor variable. Finally, Prophet was used to predict the air 
quality for the different pollutants in the years 2021 and 2022.
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Fig. 6. Components of the Model of Valladolid (O3 trends graph, overall trend, 
yearly and weekly).

Therefore, this study applied GAM networks implemented in 
Prophet to forecast air quality. The air quality data from the Regional 
Government of Castilla y León [30] and the meteorological data from 
AEMET [33] were used as inputs. These data were preprocessed to 
deal with errors and missing values, using interpolation or other 
highly correlated pollutants as regressors. Then, the Prophet model 
was trained with these data to predict the values for the year 2020, 
incorporating wind velocity as a regressor. The predicted values were 
compared with the actual values, and a statistical analysis of the model 
performance, trend and seasonality was performed.

Finally, a two-year forecast for each pollutant was generated, 
examining the trends and seasonality patterns. The proposed model 
can be observed in Fig. 7, and its implementation in each population 
center and pollutant is described in Section III-A-4.
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Fig. 7. The proposed architecture of prediction model for air quality.

3. Statistical Analysis
In assessing the model’s efficacy, various statistical measures were 

computed: Pearson’s correlation coefficient, mean squared error, root 
mean squared error, and mean absolute error. The Pearson correlation 
coefficient (R) was employed to ascertain if the model exhibited 
overfitting or underfitting. Optimal values are approximately 0.5, 
indicating that the model adheres to the series’ overall pattern without 
overfitting.

The mean squared error (MSE) represents the average squared 
discrepancy between estimated and predicted values. The root mean 
squared error (RMSE) is the square root of MSE. The mean absolute 
error (MAE) is determined by averaging the differences between 
given and actual values. As RMSE assigns greater weight to outliers 
compared to MAE, the disparity between the two reflects the influence 
of outliers within the dataset [21].

 (4)

 (5)

 (6)

 (7)

where  and  are the actual and predicted values respectively, and 
n represent the number of samples.

4. Results and Discussion
After selecting the algorithm to be employed, it is necessary to 

mention that it has been decided to implement the Generative Additive 
Model (GAM) from Prophet, which results highly convenient for the 
data series which encompass extense periods of detailed historic 
observations, with pronounced seasonalities which involve previously 
identified relevant, although irregular elements, as well as data points 
with significative outliers whose non linear growth trends approach 
a limit.
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The prediction of the temporal series can be observed in Fig. 8, 
along with the seasonality in Fig. 6, and later in the detailed analysis 
which is explained after each pollutant. To carry out this prediction 
and due to the casuistics of the previously commented data, it has been 
opted to use the NO2 as additional regressor to predict the missing 
values in the PM2.5 and CO series that had a strong linear correlation 
(Pearson correlation coefficient). This method has been carried out in 
the population center of Salamanca (0.71 and 0.59, respectively) and 
León (0.54 and 0.73, respectively).
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Fig. 8. NO2 (µg/m3) forecasting vs. real values 2020 in León (Spain).

In Valladolid it was only used for the pollutant PM2.5 (0.65).

In Burgos and Ponferrada, the PM10 was previously used as regressor 
for the PM2.5 due to its high correlation (0.75 and 0.88 respectively). 
Subsequently in Burgos (0.77 and 0.76 respectively) the previous 
method was used for the prediction of the PM2.5 and CO.

In Soria, Zamora, Palencia and Segovia the same method is used, 
but working with the PM10 since there is not enough data to predict 
the PM2.5.

In Ávila, for the CO pollutant there are neither data or ways to 
correlate them to make a prediction. And for the particle analysis the 
PM10 was used due to the PM2.5 not having enough data.

In constructing the models, various seasonalities have been 
employed: weekly and annual. This is done to account for the impact 
of predefined Spanish holidays and the influence of weekly traffic 
patterns, which are higher on weekdays and lower on weekends. 
With these considerations, a one-year prediction is made; and for this 
purpose, from the initial dataset,we retain the part of the historical 
series with the least noise and the longest length possible. Thus, 
we truncate the data’s beginning, as seen in Fig. 4 and Fig. 5, which 
exhibits more noise and has a higher value difference compared to 
more recent data. Consequently, the first 14 years for NO2 and O3 and 
the first 5 years for CO and particle analysis, whether

PM2.5 or PM10 in provinces, have been removed due to the 
aforementioned casuistry.

Within each pollutant, the followed seasonality will be examined 
in detail. To verify the goodness of the model’s performance, the 
statistics mentioned earlier in Section 3 have been utilized.

NO2

The results of the analysis are shown in Table I, where the Pearson 
correlation coefficient, the MSE, the RMSE and the MAE can be seen. 
These values denote the appropriateness of the model in fitting the 
historical data, as well as the accuracy of predictions; for instance, 
Salamanca exhibits both the highest Pearson correlation coefficient 
(0.68) and the lowest RMSE (3.46µg/m3) which implies that its model 
best catches the overall trend and the lowest forecast error. On the 
other hand, Soria has the lowest Pearson correlation coefficient (0.37) 
as well as the highest RMSE (10.12µg/m3), which means that its model 
has the worst fit to the general trend and the highest forecast error as 

well as a wide confidence interval. This results might be due to Soria’s 
series having more noise, more variability or more external factors 
affecting its behavior.

TABLE I. NO2 2020 Model Performance Statistics for the Different 
Population Centers

Pop. Center R MSE RMSE MAE
Ávila 0.43 19.33 4.40 3.13

Burgos 0.37 38.56 6.21 4.66
León 0.48 72.13 8.49 6.93

Palencia 0.38 28.33 5.32 4.16
Ponferrada 0.48 19.51 4.42 3.03
Salamanca 0.68 11.98 3.46 2.74

Segovia 0.36 23.92 4.89 3.72
Soria 0.37 102.40 10.12 8.45

Valladolid 0.41 58.91 7.68 6.19
Zamora 0.47 31.84 5.64 4.22

In addition to the statistical data from conducting the proposed 
analysis, it has been decided to plot a comparison between the actual 
values and the predicted values in the year 2020 and analyze the 
behavior of the model visually.
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Fig. 9. NO2 (µg/m3) forecasting vs. real values 2020 in Salamanca (Spain).
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Fig. 10. NO2 (µg/m3) forecasting vs. real values 2020 in Soria (Spain).

We can see in Fig. 8, Fig. 9 and Fig. 10 that the adjustment in the 
examples is good, even predicting peaks in the series; which confirms 
the statistical values of this pollutant discussed. We can also observe 
that between the periods of March and May 2020, the predicted values 
remain above the actual values, which is a general fact in all the 
analyzed population centers.

Finally, we performed a two-year prediction in which the prediction 
is displayed alongside the error margins, where the black points 
represent the actual values, the dark blue trendline is the temporal 
pattern that the model learns from and uses for predictions, and 
the lighter blue areas represent the error margins of the two-year 
prediction, where the actual values are no longer shown.
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Fig. 11. NO2 (µg/m3)  two years prediction in Salamanca (Spain).
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Fig. 12. NO2 (µg/m3)  two years prediction in Burgos (Spain).

In Fig. 11 and Fig. 12 we can verify how the statistical results 
translate into the prediction, the trend of the series and the possible 
outliers, and their effect on the model.

Along with this, we obtain the components of the model, in which 
seasonality plays a prominent role, as discussed in the model (2).

In all the analyzed population centers, the trend observed in Fig. 13 
is followed, which is exemplified by Valladolid. In this figure, we can 
see how the trend in recent years for NO2 concentration is decreasing, 
and the prediction is that it will continue this pattern in the coming 
years. Weekly, it follows a stable pattern during workdays, declining 
on weekends. As for the annual trend, it experiences a decrease from 
March to August, with the highest values occurring during the first 
and third four-month period of the year.

10

20

-2

0

-5.0

-2.5

0.0

2.5

15

2011

Monday

January 1 January 1March 1 May 1 July 1 September 1 November 1

Tuesday Wednesday Thursday Friday Saturday Sunday

2013 2015 2017
ds

Day of week

Day of year

2019 2021 2023

tr
en

d
w

ee
kl

y
ye

ar
ly

Fig. 13. Components of the Model of Valladolid (NO2 trends graph, overall 
trend, yearly and weekly).

PM2.5

From the results in Table II corresponding to the analysis of 
the PM2.5, in the population centers where data or correlation was 
available, the following conclusions can be drawn:

TABLE II. PM2.5 2020 Model Performance Statistics for the Different 
Population Centers

Pop. Center R MSE RMSE MAE
Burgos 0.25 6.69 2.59 1.98
León 0.40 6.25 2.50 2.04

Ponferrada 0.17 89.51 9.46 5.50
Salamanca 0.30 12.45 3.53 2.65
Valladolid 0.24 23.02 4.80 3.90

The effectiveness of the prediction models varies between different 
population areas, as demonstrated by the R, MSE, RMSE, and MAE 
values. In general terms, the PM2.5 prediction models show variable 
performance in different population areas, with a moderate fit in most 
cases. This suggests that the models capture the general trend in PM2.5 
pollution levels but are not overfitted. Greater prediction accuracy is 
observed in areas such as León, while in areas like Ponferrada, the 
model’s performance is lower. Pearson correlation coefficients (R) 
range between 0.17 and 0.40, suggesting that there is some variability 
in the quality of the predictions between different population areas.

It is observed that some areas, such as León, have a higher Pearson 
correlation coefficient (0.40) and a lower error (RMSE of 2.50), indicating 
that the prediction model is more accurate in these areas (Fig. 14). 
On the other hand, areas like Ponferrada show a lower correlation 
coefficient (0.17) and a higher error (RMSE of 9.46), suggesting a lower 
performance of the model in this area (Fig. 15).
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Fig. 14. PM2.5 (µg/m3) forecasting vs. real values 2020 in León (Spain).
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Fig. 15.  PM2.5 (µg/m3) forecasting vs. real values 2020 in Ponferrada (Spain).

In Fig. 16 and Fig. 17, we observe the two-year predictions for these 
pollutants in the cases of Burgos and León respectively. We see that 
outliers appear, but as observed in the statistical analysis, the behavior 
in León is superior, adjusting to the stationary trend.
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Fig. 16. PM2.5 (µg/m3) two years prediction in Burgos (Spain).
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Fig. 17. PM2.5 (µg/m3) two years prediction in León (Spain).

Regarding the trend followed by this pollutant (Fig. 18), a decrease 
is observed in relation to recent years, predicting that this pattern will 
continue in the coming years. Weekly, it reaches its maximum peak 
during the middle of the week, being lower during the first and last 
days of the week. The same occurs inversely in the annual trend, with 
the first quarter and the last four months of the year being the highest 
points, and oscillating during the second quarter at the lowest values.
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Fig. 18. Components of the Model of León (PM2.5 trends graph, overall trend, 
yearly and weekly).

PM10

The PM10 prediction models also show variable performance among 
the analyzed population areas (where PM2.5 analysis was not possible), 
with a moderate fit in most cases. This indicates that the models capture 
the general trend in PM10 pollution levels without being overfitted. 
Differences in R, RMSE, and MAE values between population areas 

suggest variability in the quality of predictions across different areas. 
Soria serves as an example of the best-performing case. In Soria, the 
PM10 prediction model exhibits a Pearson correlation coefficient (R) 
of 0.29, an RMSE of 8.63, and an MAE of 5.96. These values indicate a 
moderate fit and acceptable performance in predicting pollution levels 
in this area. This contrasts with Segovia, where the PM10 prediction 
model displays a Pearson correlation coefficient (R) of 0.23, an RMSE 
of 10.65, and an MAE of 7.33. Although the model’s fit is moderate, 
its performance is inferior compared to the case of Soria. The lower 
correlation and higher error values indicate that the model may not be 
as accurate in predicting PM10 pollution levels in Segovia (Table III).

TABLE III. PM10 2020 Model Performance Statistics for the Different 
Population Centers

Pop. Center R MSE RMSE MAE
Ávila 0.28 135.23 11.63 6.26

Palencia 0.27 82.71 9.09 5.99
Segovia 0.23 113.32 10.65 7.33

Soria 0.29 74.51 8.63 5.96
Zamora 0.27 66.23 8.14 5.13

PM10 exhibits a moderate and variable adjustment, similar to PM2.5, 
depending on the analyzed population center. The model’s prediction 
for 2020 is shown in Fig. 19 and Fig. 20, taking the cases of Soria and 
Segovia, respectively. We see that, like PM2.5, the adjustment is highly 
sensitive to possible outliers and changes in peaks reached by the 
series. This can be explained by the fact that NO2 does not work well 
as a regressor for filling missing values in the series in all population 
centers.
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Fig. 19. PM10 (µg/m3) forecasting vs. real values 2020 in Soria (Spain).
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Fig. 20. PM10 (µg/m3) forecasting vs. real values 2020 in Segovia (Spain).

Similarly, the two-year prediction and its adjustment to the trend 
and the impact of outliers are presented in Fig. 21 and Fig. 22.
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Fig. 21. PM10 (µg/m3) two years prediction in Segovia (Spain).
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Fig. 22. PM10 (µg/m3) two years prediction in Soria (Spain).

The trend followed in the urban centers where PM10 has been 
analyzed shows an upward tendency in recent years, which is 
expected to continue growing (Fig. 23). On a weekly basis, it follows 
the pattern of the highest values during workdays, decreasing to 
the minimum values on weekends. Annually, the stationary trend 
oscillates throughout the year, reaching maximums in March and in 
July-August, and decreasing to minimums at the end of the year.
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Fig. 23. Components of the Model of Soria (PM10 trends graph, overall trend, 
yearly and weekly).

O3

The performance of time series prediction models for the O3 pollutant 
varies depending on the population centers under consideration, 
as evidenced by the calculated evaluation measures (Table IV). It is 
noted that Salamanca exhibits the best model fit, with high accuracy 
and low variability, followed by Burgos and Segovia, which display 

low-to-medium accuracy and low-to-medium variability. In contrast, 
Zamora presents the worst model fit, with moderate-to-high accuracy 
and very high variability, followed by Palencia and Ponferrada, which 
demonstrate moderate-to-low accuracy and high variability. The 
remaining population centers show intermediate values between these 
two groups. These differences can be attributed to various factors that 
influence the nature of the time series for each city, such as data quality, 
seasonality, the cyclical component, complexity, and heterogeneity.

TABLE IV. O3 2020 Model Performance Statistics for the Different 
Population Centers

Pop. Center R MSE RMSE MAE
Ávila 0.45 277.98 16.67 12.69

Burgos 0.36 221.97 14.90 11.48
León 0.46 266.98 16.34 12.26

Palencia 0.43 312.71 17.68 13.32
Ponferrada 0.47 288.22 16.98 13.50
Salamanca 0.61 175.88 13.26 10.44

Segovia 0.47 231.92 15.23 11.91
Soria 0.42 214.86 14.66 11.18

Valladolid 0.49 278.60 16.91 12.69
Zamora 0.49 335.15 18.31 14.40

In Fig. 24 and Fig. 25, we can observe the model fit in the 2020 
prediction alongside the actual values. Salamanca and Zamora are 
shown, as previously mentioned, as examples of the results of the 
statistical analysis. In these images, it is demonstrated that Salamanca's 
fit is better, even successfully predicting maximum peaks accurately.
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Fig. 24. O3 (µg/m3) forecasting vs real values 2020 in Salamanca (Spain).
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Fig. 25. O3 (µg/m3) forecasting vs real values 2020 in Zamora (Spain).

Additionally, the two-year predictions for the other pollutants are 
included. In Fig. 26 and Fig. 27, we can see in more depth the trend fit 
and the differences in the model fit between both provinces, and the 
reason for the variability detected with the higher RMSE in Zamora, 
due to the presence of a larger number of outliers resulting in a slightly 
worse prediction fit.
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Fig. 26. O3 (µg/m3) two years prediction in Salamanca (Spain).
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Fig. 27. O3 (µg/m3) two years prediction in Zamora (Spain).

Regarding the stationary trend of the O3 pollutant, the graphs in 
Fig. 6 and Fig. 28 of Valladolid and Segovia urban centers are included 
(as previously mentioned, one urban center is used as an example of 
the general pattern). In these figures, it can be seen that since 2019, the 
trend has been decreasing and is expected to continue. Weekly, a pattern 
similar to that presented by NO2 is found, with an increase on weekends. 
Moreover, in O3, there is a certain midweek peak. Annually, it is observed 
that the highest values are reached in the months of the second quarter 
of the year, while the lowest values occur in the rest of the quarters.
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Fig. 28. Components of the Model of Segovia (O3 trends graph, overall trend, 
yearly and weekly).

CO
Upon analyzing the results Table V corresponding to the CO pollutant 

in different population centers, we can draw several conclusions. 
Firstly, it can be seen that in Avila there are no adequate data or 

correlations available to predict CO levels. Regarding the performance 
of the models in other areas, significant variations are noticed in terms 
of Pearson correlation coefficient (R), MSE, RMSE, and MAE.

TABLE V. CO 2020 Model Performance Statistics for the Different 
Population Centers

Pop. Center R MSE RMSE MAE
Ávila - - - -

Burgos 0.06 0.03 0.17 0.14
León 0.25 0.05 0.22 0.19

Palencia 0.01 0.01 0.08 0.07
Ponferrada 0.88 0.01 0.07 0.05
Salamanca 0.17 0.06 0.24 0.19

Segovia 0.09 0.02 0.13 0.11
Soria 0.28 0.005 0.07 0.05

Valladolid 0.02 0.02 0.16 0.13
Zamora 0.77 0.005 0.07 0.06

For example, in Ponferrada and Zamora, the models seem to be 
overfitted, as they exhibit very high Pearson correlation coefficients 
(0.88 and 0.77, respectively). This could be due to the use of NO2 as a 
regressor for the missing CO values in their respective series.

In other areas, such as Burgos, León, Palencia, Salamanca, Segovia, 
Soria, and Valladolid, the results vary in terms of fit and accuracy. Some 
areas like León and Soria (Fig. 29 and Fig. 30) show moderate correlation 
coefficients (0.25 and 0.28, respectively), while others such as Palencia 
and Valladolid display very low correlations (0.01 and 0.02, respectively).
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Fig. 29. CO3 (mg/m3) forecasting vs. real values 2020 in Ponferrada (Spain).
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Fig. 30. CO3 (mg/m3) forecasting vs. real values 2020 in Soria (Spain).

This effect is even more pronounced in the two-year prediction, 
which partly explains the obtained statistical values. In Fig. 31, it 
can be seen how the model follows the series trend and is capable of 
approximating the periods with missing values since it has enough data 
and does not present a large number of outliers that might confuse it. 
Meanwhile, in Fig. 32, the prediction is not entirely accurate due to the 
large number of outliers and some periods in the series that lack of data.
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Fig. 31. CO3 (mg/m3) two years prediction in Ponferrada (Spain).
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Fig. 32. CO3 (mg/m3) two years prediction in Soria (Spain).

In summary, the table results indicate that the models used to 
predict CO levels in different population centers present variations 
in their performance and accuracy. These variations can be attributed 
to differences in modeling approaches, data quality, and correlations 
between the pollutants used as regressors. In future research, it would 
be advantageous to investigate alternative modeling approaches and 
additional factors, such as wind gusts or the so-called heat island 
effect, with the aim of enhancing the accuracy of CO predictions in 
these population areas.
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Fig. 33. Components of the Model of Ponferrada (CO trends graph, overall 
trend, yearly and weekly).

Finally, regarding the trend, the study of the stationary trend is 
presented, specifically for Ponferrada, but generalizing to the rest of 
the urban centers. In Fig. 33, it can be observed that there has been 
a downward trend in recent years, although it has slowed down and 
stagnated. Weekly, during the weekend, the values increase, reaching 

the highest peak between Sunday and Monday, and then decreasing 
after Monday, taking the lowest values between Wednesday and 
Friday. Annually, it can be observed that the trend begins to increase 
from October until the end of the year. During the first two quarters of 
the year, the trend is decreasing.

B. COVID-19’s Impact on Air Quality
As analyzed in the one-year predictions in Section 4, the predicted 

value of pollutants in general, although particularly notable in NO2, is 
higher than the actual values between the periods of March and May 
2020, while it adjusts for the rest of the year’s prediction, even to the 
highest peaks. According to numerous studies, a sudden decrease in 
pollutant concentrations has been observed worldwide: Malaysia [34], 
northern China [35] and Brescia (Lombardy) [36].

This has led us to investigate this period in depth and how it fits 
within the historical time series of each population centers. To this end, 
in this part of the research, we partitioned the time series data into six 
distinct periods for analysis. The pre-lockdown phase spanned from 
December 1, 2019, to March 13, 2020 (103 days), while the lockdown 
period extended from March 14, 2020, to June 21, 2020 (99 days). The 
post-lockdown phase occurred between June 22, 2020, and September 
30, 2020 (100 days). Additionally, we included three comparative 
periods (P4-P6), which corresponded to the same lockdown dates in 
the years 2017, 2018 and 2019.

The results are shown by pollutant with their respective 
spatiotemporal variations in each population centers. To perform 
the analysis, with the mentioned dates, they have been combined 
to provide a perspective on air quality during the lockdown period. 
The following variations (in%) were considered in averaged over 
the periods detailed below(the order followed is important, as it 
corresponds to the row number of the variation in the heatmap):

1. Variation between the lockdown period and the pre-lockdown 
period.

2. Variation between the post-lockdown period and the period 
ranging from the beginning of the pre-lockdown to the end of the 
lockdown.

3. Variation between the 2020 lockdown period and the average of 
the same dates in 2017, 2018, and 2019.

4. Variation between the average of the entire year 2020 and the 
average of the entire year 2019.

5. Variation between the average of the entire year 2020 and the 
average of the years 2017, 2018, and 2019.

NO2

As previously discussed, one of the most notable effects of this 
decrease occurs in NO2. It has been decided to display the analysis of 
the different proposed variations in a heatmap, as shown in Fig. 34. In 
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this heatmap, it can be observed that the impact of the lockdown has 
led to a significant reduction in the 2020 lockdown period compared 
to the average of previous years in all studied population centers, in 
more detail in Fig. 35. This has resulted in a generalized decrease in 
this pollutant in 2020 compared to previous years.
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Fig. 35. Variation of NO2 between the 2020 lockdown period and the average 
of the same dates in 2017, 2018, and 2019 for the different population centers.

The largest percentage decreases are found in the first of the 
proposed variations. In this case, in addition to the "lockdown factor", 
the decrease in values is due to the stationary trend of the pollutant 
(Fig. 13) that occurs during the lockdown period.

O3

In the case of the O3 pollutant, a similar behavior is observed during 
the lockdown period, as shown in Fig. 36, although its decrease is not 
as pronounced.
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Fig. 36. Variation of O3 between the 2020 lockdown period and the average 
of the same dates in 2017, 2018, and 2019 for the different population centers.

At the same time, as can be seen in the heatmap of this pollutant in 
Fig. 37, this leads to a decrease in the average values in 2020 across all 
population centers compared to the other years analyzed.

The increase observed during the lockdown period, compared to 
the period preceding it, is due to the stationary trend in which the 
highest peaks are reached during the lockdown, as can be seen in Fig. 
28.
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Fig. 37. Variation of O3 in different time periods for the different population 
centers.

PM2.5

In the population centers with data available for this pollutant, 
this analysis has been carried out. In this pollutant, we begin to see 
disparate behaviors among population centers during the lockdown 
period. In that period, compared to the average of previous years, 
only Valladolid and León experience a significant decrease (-12.47% 
and -10.48%, respectively) as show in the Fig. 38. Meanwhile, in the 
rest of the provinces, there is a slight increase in the following order: 
Ponferrada (+0.68%), Salamanca (+2.68%), and Burgos (+4.50%).
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Fig. 38. Variation of PM2.5 between the 2020 lockdown period and the average 
of the same dates in 2017, 2018, and 2019 for the different population centers.
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Some of the most striking data are those presented by Salamanca 
and Burgos concerning the variation between the lockdown period and 
the one immediately preceding it (Fig. 39). Furthermore, both values 
are at the extremes of the scales and outside the range of the other 
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population centers: While Salamanca shows a decrease of −41.36%, 
Burgos increases by 14.54% during that period. The data provided by 
Burgos is especially noteworthy, given that the stationary trend in that 
period is a decrease in pollutant values.

Finally, it should be noted that in the population centers of 
Salamanca, Valladolid, and León, there is a decrease in PM2.5 values 
during 2020, while in Burgos and Ponferrada, there is an increase 
compared to 2019 and another one during the years 2017, 2018, and 
2019 although at a lower rate.

PM10

The analysis has been carried out for those population centers 
where it was not possible to do so with the PM2.5 particle pollutant, 
due to the lack of data for that period and pollutant.

During the lockdown period, as seen in Fig. 40, all population 
centers manage to reduce their values compared to the average of 
previous years, achieving a significant decrease in Zamora (−27.93%) 
and Palencia (−27.46%); except for Ávila, which increased its values by 
12.43% in this comparison.
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Fig. 40. Variation of PM10 between the 2020 lockdown period and the average 
of the same dates in 2017, 2018, and 2019 for the different population centers.

All population centers follow the stationary trend in PM10, 
experiencing a decrease during the lockdown period compared to the 
previous period, as observed in Fig. 41.
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When comparing the data for the entire year 2020, Ávila is again 
found to be one of the provinces that stood out from the rest, registering 
an increase of up to 24% compared to 2019 and 17.27% compared to the 
averages of the years 2017, 2018, and 2019. Soria also stands out in the 
comparison of 2020 with 2019, with an increase in data of 20.07%.

A generalized decrease is observed in the rest of the population 
centers.

CO
The analysis of the CO pollutant has yielded diverse results (Ávila 

lacked data for the analysis pertaining to the periods intended to be 
scrutinized). On the one hand, it has shown a significant decrease 
during the lockdown period in the population centers of Valladolid, 
Soria, Ponferrada, and Segovia; and on the other hand, Salamanca, 
León, Burgos, Zamora, and Palencia experienced relevant increases 
(Fig. 42).
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Fig. 42. Variation of CO between the 2020 lockdown period and the average 
of the same dates in 2017, 2018, and 2019 for the different population centers.

However, as seen in the heatmap in Fig. 43, Valladolid and Segovia 
recovered part of the lost values during the period following the 
lockdown, compared to the progress of the year so far. This is also due 
to the stationary trend, which causes the lowest levels to be reached 
during the period of the year in which the lockdown occurred (Fig. 33).
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Fig. 43. Variation of CO in different time periods for the different population 
centers.

Delving into seasonality, it is seen that the variation between the 
lockdown period and the immediately preceding period, in general 
(except for Palencia), all population centers decrease their values, 
although in different ways depending on the impact during the lockdown.

Therefore, this leads to a decrease in 2020 compared to previous 
years in the population centers of Valladolid, Soria, Ponferrada, and 
Segovia; along with León, in the comparison of 2020 with 2019. The 
other group of provinces ended 2020 with a significant increase in 
their values compared to other years. This last point may be explained 
by the increasing trend of this pollutant over a few years, and one of 
the possible forecasts is that it will increase in the coming years, as can 
be seen in Fig. 33.
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IV. Conclusions

The conclusions drawn from this study highlight the critical 
importance of having accurate predictions of pollutants, as this is 
essential for implementing measures to mitigate the damages caused 
by air pollution. Furthermore, it is important to investigate the causes, 
relationships, and trends of these pollutants in the short and long term, 
taking into account possible events that may alter their behavior, such 
as COVID-19. Accurate prediction allows for better information on air 
quality, enabling governmental organizations to prepare health plans 
that anticipate high levels of air pollution. Thus, they can adapt to any 
health event caused by atmospheric pollution phenomena.

The Prophet model has allowed us to make predictions that 
demonstrate a strong ability to forecast air quality in different 
spatial scenarios: various population centers with distinct regional 
characteristics; and temporal scenarios: in the short and long term, where 
attention should be paid to trends and seasonality. The possibilities for 
exploration with this approach are extensive in the field of air quality, 
surpassing ordinary prediction models such as LSTM or ARIMA. 
Particularly noteworthy are the cases of NO2 y O3 pollutants, where a 
high degree of accuracy is achieved, even for occasional peak levels. 
Moreover, they exhibit a precise prediction in any of the population 
centers according to the studied statistics. Furthermore, they show 
a precise forecast in any of the urban areas according to the statistics 
analyzed. This work therefore illustrates that Prophet has a broad 
capacity to forecast atmospheric pollution, and due to the fast training 
time and the lack of a complex system, it can be applied to other regions.

For the remaining pollutants discussed, several limitations regarding 
available data have hindered the model’s ability to make accurate 
predictions, leading us to assess the importance of outliers, such as 
unanticipated meteorological events. Nonetheless, such intentionality 
was attributed to the constraints imposed by meteorological 
parameters on the adaptability of the model’s prediction window.

In this study, emphasis is also placed on the analysis of trends for 
each pollutant and the seasonality they exhibit. This aids in achieving 
greater prediction accuracy and developing air quality plans that 
adapt accordingly.

Behavioral or restrictive events in society, such as COVID-19, 
disrupt the aforementioned factors, resulting in a significant impact 
on air quality and trends. In the current study, the implications of 
the lockdown due to the COVID-19 pandemic on air quality were 
assessed, in terms of variation and comparison among the studied 
population centers (the largest population centers in Castilla y León, 
Spain) during different periods surrounding the COVID-19 lockdown. 
It would be interesting to investigate, in future research, whether this 
event changed the behavior of the population and the interaction of 
pollutants with the environment.

The results showed a significant decrease in NO2 y O3 pollutants. 
This decline was not limited to the lockdown period, but the 
trend contributed to making 2020 one of the years with the lowest 
concentration of these pollutants in a long time. For the other 
pollutants, a decrease was also observed in most population centers, 
demonstrating how COVID-19 further emphasized the slope of 
the trend followed by these pollutants. It is worth noting that, in 
contrast to the other selected pollutants, CO experienced an increase 
in more than half of the studied population centers, confirming that 
its trend does not follow a decreasing pattern but rather stagnates. In 
general terms, with the exception of CO, a significant reduction in all 
atmospheric pollutants was observed during the closure period in the 
major population centers of Castilla y León. The findings of this study 
will be valuable for local municipal agencies and the administration of 
the Castilla y León region in order to establish rules and regulations 
aimed at enhancing and updating air quality in the future.

A. Limitations of the Study
The limitations of this study include geographical, as the study was 

limited to the provincial capitals and main cities of Castilla y León, and 
although the methodology of the experiment can be replicated, the 
results are only comparable and hardly extrapolable.

It should also be noted that the data are open data from government 
sources, where the accuracy of the sensors used to measure air quality 
is unknown. The study also does not include a review of meteorological 
data, such as wind gusts (speed and direction) or rainfall, which are 
relevant to pollutant dispersion.

V. Future Work Lines

Future research directions will focus on investigating the following 
aspects:

• To study and investigate the effects of wind gusts and their 
direction on the dispersion and concentration of these pollutants; 
identifying areas with higher pollutant concentrations would 
allow for the installation of green spaces in smart cities, which 
could improve air quality.

• To develop a federated learning architecture where different IoT 
devices for environmental monitoring can aggregate their readings 
and contribute to the training of models based on their location.

• To research Physics-Informed Neural Networks (PINNs) that are 
used to solve differential equations with applications in weather 
modeling, which may also help understand the movement of 
pollutant particles in the environment.

• To investigate long-term predictions based on the segmentation of 
time series into subseries that serve as input tokens to Transformer 
models and the independence of each channel. This approach 
would benefit from local information and long-term memory 
capabilities.
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