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Editor’s Note

HE International Journal of Interactive Multimedia and Artificial

Intelligence - JIMAI(ISSN 1989-1660) provides an interdisciplinary
forum in which scientists and professionals can share their research
results and report new advances on Artificial Intelligence (AI) tools or
tools that use AI with interactive multimedia techniques.

The present volume, June volume, consists of 24 articles of diverse
applications of great impact in different fields, always having as
a common element the use of artificial intelligence techniques or
mathematical models with an artificial intelligence base. As is logical,
COVID is present in several manuscripts of this volume, always
focused on the prediction and estimation of the presence of the
disease. In addition to this expected presence, there are manuscripts
of a semantic or syntactic analysis nature as well as works in the
field of management and recommender systems. It is also worth
mentioning several works in the field of video compression and
signal processing. Of course, the Internet of Things and text analysis
for several applications could not be missed in this volume. Finally,
different manuscripts on usability and satisfaction, investments, solar
panels, malware detection, video analysis, audio analysis and learning
can also be found in this volume.

Volume begins with the most important topic of the present time,
COVID-19. Thus, Prada et al. propose a model for mortality risk
prediction whose input is the key aspect of COVID, X-ray images.
Their approach is based on convolutional neural networks reinforcing
learning with patient aspects such as age and gender. This results in
better accuracy than previous models. Following the theme of the
previous work, Khattak et al. propose an analogous prediction model
based on the input of X-ray images and machine learning and deep
learning models as in the previous case. In this case, a model called
Multilayer Spatial Covid Convolutional Neural Network is proposed,
obtaining a success rate in COVID detection of 98%, thus improving
previous analogous proposals.

Switching topics, but without leaving the medical field, the volume
continues with an article proposed by Singh et al. whose focus is based
on feature extraction using deep learning and machine learning models
for arrhythmia classification. Thus, by means of classical techniques
such as SVM and LSTM, hit rates very close to 99.5% are obtained in
the case of SVMs. It is interesting to analyze the statistical approach to
feature extraction presented in this manuscript.

Within the same medical subject, the following article proposed by
Hassan et al. presents a medical image segmentation model. Several
works focus on problems of classification and estimation of certain
features, but in this case, the approach is an earlier step, so that it
emphasizes image segmentation, a key aspect in many applications
in their early stages such as cancer characterization. Thus, in this
manuscript a comparative study of the different existing techniques is
carried out in order to obtain conclusions about the suitability of some
models or others.

Closing the medical theme, and with a view to all potential users
of Al models, Garcia-Pefalvo et al. present the CARTIER-IA platform,
which brings artificial intelligence algorithms to non-specialized
personnel. One of the objectives of the platform is to provide a usable
and user-friendly environment so that algorithms can be applied to
image-type data, for example.

Jumping from the medical field to the management field, Gil et al.
present a complete review of the capabilities of Machine Learning
algorithms in project management. This manuscript has more than 150
references that show the amount of work that exists in the literature
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taking advantage of the capacity of this type of models for application
in project management.

The business world also includes recommender systems, as this
is one of their main applications. Thus, the following manuscript
presents a tool based on one of the most widely used multi-criteria
decision techniques, PROMETHEE, for the development of an
industrial maintenance application. The power of this work presented
by Nawal et al. lies in the use of unsupervised models such as the
cluster, which allow knowledge to be extracted where there is none
a priori, obtaining an accuracy of 90%, a high value for the case of
unsupervised models.

However, if we go into the world of software usability, what are the
causes that play a crucial role? This is the question posed by Otten et
al. in the following manuscript, who carry out a comparative study
using two studies that shed light on the answers to this complex
question, which is so important for the world of software engineering.

Linking the last two articles related to recommender systems and
usability, Bobadilla et al. present a deep learning model capable of
predicting fairness in recommender systems. In this work, the authors
rely on an initial knowledge of the users' demographic information.

And Amazon can also be considered as a recommender system, so
the following authors, Kumar et al., propose to work on this platform
and propose a predictive system for Amazon product reviews. They
propose a Machine Learning model able to rate products by analyzing
the text of the different reviews, combining a Bayesian and SVM
approach. Investment recommendations are those proposed by Martin
et al. in the following manuscript, improving on the more classical
approach by introducing dynamic selection mechanisms for the
optimal decision rule.

One of the most popular topics at present is the sentimental analysis
and emotions, so this issue could not miss a manuscript on this subject.
Huddar et al. present a model based on bidirectional LSTMs and tested
on contrasted datasets in the literature, improving on the most widely
used current models. RNNs are presented to capture the state of the
interlocutor in order to estimate his or her sentiment.

Continuing with the model presented in the previous article, the
RNN, the next manuscript in this volume is presented by Dhanith
et al. and propose an analogous model but in this case applied to
the detection of words embedded in the web. Thus, a new method
is proposed integrating Adagrad optimized Skip Gram Negative
Sampling and RNN.

COVID, sentimental analysis and text analysis are presented in this
volume, but Internet of Things could not be left out. Thus, Meana-
Llorian et al. in their work present a model that aims to integrate
Smart Objects within traditional social networks in such a way that
allows the connection between people and objects through them, for
example, an object can perform an action based on a post on Twitter.
This is undoubtedly a new approach with a long way to go.

After the medical field, one of the most sought-after fields for
Artificial Intelligence models is the field of engineering. Thus, Rezk et
al. present a model based on particle swarm to solve the optimization
problem in solar panels. The presented model perfectly balances the
two main qualities of a social adaptative algorithm, exploration and
exploitation, thus obtaining optimal results.

Within engineering, we can find the new topic of 5G. Here we find
the work presented by Gupta et al. where they propose a classifier
based on an architecture composed of different models such as
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SVM and boosted trees. In this way, a model capable of predicting
propagation loss, an important parameter in network planning, is
built.

Within the family of social adaptation algorithms, such as the one
presented in the previous works based on particle swarm, is the bee
colony algorithm. The following manuscript proposed by Shareduwan
et al. presents this model combined with RBF to demonstrate its power
against classical metaheuristic models. The results obtained support
the proposal put forward.

Changing to the world of software, and focusing on the mobile
world, the next manuscript proposed by Dhalaria et al. presents a
model for detecting malware in Android systems in order to carry
out a classification process. Thus, a hybrid approach is proposed that
integrates the analyzed characteristics, thus obtaining good results.

We are in the digital age of data generation and consumption,
and in most cases, data is generated via video feeds. Therefore, Ebadi
et al. present a new approach to video data compression, which is
undoubtedly a problem within a software platform due to the high
computational requirement. An iterative approach based on classical
spline and least squares theories but applied within the video space is
presented.

Given the topic of image-type data, what role does virtual reality
play? This question is answered in the manuscript presented by Galan
et al. by proposing a rigorous comparative study within virtual reality.
The results show that the way images are presented influences the
user's perception.

Previous manuscripts have presented approaches for the processing
of video signals, but the following manuscript presented by Arronte et
al. proposes the analysis of audio data. Specifically, a model based on
LSTM and CNN for the classification of the motivational pattern of a
song is presented. Thus, a model with an architecture that combines
the two methodologies, CNN for feature extraction and LSTM for
exploiting the song sequencing, is proposed.

One of the topics of the JIMAI magazine is based on learning. Thus,
Tlili et al. present a smart collaborative educational game for teaching
English vocabulary using learning analytics. The results presented in
an experimental group versus a control group support the new model
presented.

Learning is an important topic, but teamwork can be framed within
it, and therefore, the following manuscript presented by Conde et
al. proposes a study of the effects of individual use of Telegram on
the competence of teamwork development. Therefore, the use of this
communication vehicle is evaluated, using learning metrics, within a
team structure, analyzing its impact with significant results.

Volume finishes with the line of education and the last manuscript
presented by Cervantes-Perez et al. proposes a new approach to
adaptive navigation control based on the Bayesian approach. This is
a new approach as they propose to replace Bloom's taxonomy with
Marzano's taxonomy.

Javier Martinez Torres
Managing Editor
University of Vigo
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ABSTRACT
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The pandemic caused by coronavirus COVID-19 has already had a massive impact in our societies in terms
of health, economy, and social distress. One of the most common symptoms caused by COVID-19 are lung
problems like pneumonia, which can be detected using X-ray images. On the other hand, the popularity
of Machine Learning models has grown exponentially in recent years and Deep Learning techniques have
become the state-of-the-art for image classification tasks and is widely used in the healthcare sector nowadays
as support for clinical decisions. This research aims to build a prediction model based on Machine Learning,
including Deep Learning, techniques to predict the mortality risk of a particular patient given an X-ray and
some basic demographic data. Keeping this in mind, this paper has three goals. First, we use Deep Learning
models to predict the mortality risk of a patient based on this patient X-ray images. For this purpose, we apply
Convolutional Neural Networks as well as Transfer Learning techniques to mitigate the effect of the reduced
amount of COVID19 data available. Second, we propose to combine the prediction of this Convolutional Neural
Network with other patient data, like gender and age, as input features of a final Machine Learning model,
that will act as second and final layer. This second model layer will aim to improve the goodness of fit and
prediction power of our first layer. Finally, and in accordance with the principle of reproducible research,
the data used for the experiments is publicly available and we make the implementations developed easily
accessible via public repositories. Experiments over a real dataset of COVID-19 patients yield high AUROC
values and show our two-layer framework to obtain better results than a single Convolutional Neural Network

Convolution Neural
Network, Coronavirus
COVID-19, Deep
Learning, Machine
Learning, Medical
Images.
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(CNN) model, achieving close to perfect classification.

I. INTRODUCTION

ACHINE Learning (ML) [1], is a branch of Artificial Intelligence

whose objective is to build systems that automatically learn
from data. The popularity of ML techniques has grown exponentially
in recent years and they have been applied to solve a wide variety of
problems, such as stock market prediction [2], fraud detection [3], or
renewable energy prediction [4], [5].

Although often considered an independent field, Deep Learning
(DL) [6], is not less and not more than just another family of Machine
Learning models. However, it is a family of models with some
extremely relevant properties, such as its high predictive power and
its ability to perform end-to-end learning. A specific family of Deep
Learning techniques, called Convolutional Neural Networks (CNNs)
[7], presents a set of properties highly advantageous for its use in
image classification tasks and has in recent years become the state-of-
the art for this type of problems.

Image recognition or image classification problems [8], are a set of

* Corresponding author.

E-mail addresses: jesus.prada@estudiante.uam.es (J. Prada), yvonne.
gala@estudiante.uam.es (Y. Gala), analusie@ucm.es (A. L. Sierra).

tasks among the supervised learning [9] branch of ML problems which
goal is to correct segment images into a pre-defined set of possible
groups or classes. For instance, we may want to classify if an image
contains a car, label 1, or not, label 0. Image classifications tasks show
up often in the healthcare sector. Some examples of these problems
will be Diabetic Retinopathy diagnosis [10], histological analysis [11],
or tumor early detection [12].

Taking this into account, the aim and motivation of this research is
to apply these techniques to predict the mortality risk of a COVID-19
patient using X-ray images and demographic data of the patient.

We divided our research in two different phases. The first step of
this research is to use CNN models to predict the targeted mortality
risk using solely X-ray images as input. We will call this model
COVID-CheXNet.

Once this COVID-CheXNet model is built, we aim to train a second
model, which will act as a second layer, which will use as input the
output of our COVID-CheXNet, numeric information regarding
characteristics of the X-ray image, and other basic demographic patient
data like gender and age of the patient. For this purpose, we tested
some of the most popular and powerful Machine Learning models like
Neural Nets [13], Support Vector Machines (SVMs) [14] or Extreme
Gradient Boosting (XGBoost) [15], together with Logistic Regression
and Random Forest [16] models that will act as benchmarks.
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To test the usefulness of this new framework, experiments using
a public dataset of COVID-19 X-ray image data collection are carried
out. One of the main difficulties to build these models, often found
in healthcare real problems, is the reduced amount of X-ray data
available right now for COVID-19 patients, even more reduced when
we add to this the necessity of knowing if the outcome of that patient
was or not an Exitus. Transfer Learning [17] has shown to be a good
method to mitigate the negative effects of this lack of data and will be
the approach followed in this paper to try to solve this issue.

Theoretical details and code implementations for this two-layer
framework, are developed and made publicly available, as well as
datasets used in the experiments.

The novelty of our research is mainly due to two factors. The first
one is the aim itself, as to our knowledge this is the first study that tries
to predict the mortality risk of a COVID-19 patient using ML models
based on X-ray images. The other main novelty factor is our proposed
two-layer framework that allow us to combine a CNN prediction
based on X-ray images with other numerical sources of information
like demographical data of the patient, as past research about using
X-ray images to make predictions about other lung diseases has
focused solely on the use of a single CNN model.

The rest of this paper is organized as follows. In Section II we
compare the motivation and limitation of related works. A brief
review of prior theoretical background for the main ML models tested,
Deep Learning and CNN basic concepts is presented in Section IIL
Section IV gives an in-depth description of the proposed method,
both COVID-CheXNet layer and the final second ML layer, as well
as implementation details. In Section V we describe experiments over
a real-world public COVID-19 dataset and show the corresponding
results. Section VI analyzes the results obtained in these experiments.
Finally, the paper ends with the Section VII on conclusions and
possible lines of future work.

II. RELATED WORK

COVID-19 research publications based on the use of ML techniques
are still limited, but some works have some common ground with our
research.

CNN models have already been shown to achieve good performance
when solving the image recognition problem of classifying if a patient
have pneumonia or other lung related diseases based on X-ray images
[18]. However, the aim here is different to the more specific task we
want to tackle in our research, which is to completely focus only on
the COVID-19 disease among all lung related health problems.

Convolutional Neural Networks have also been used to diagnose
COVID-19 in patients based on X-ray images [19],[20] or CT scans
[21]. However, we aim here to go a significant extra step and predict
the mortality risk of this patient. We consider this to be much more
helpful for clinicians, as when capable of performing an X-ray scan on
a patient, clinicians will in most cases also be able to conduct a test for
more accurate COVID-19 diagnosis, tests that are moreover getting
cheaper and quicker to analyze with the passage of time.

Furthermore, these related studies directly use CNN models that
use as input solely X-ray images. We propose here to combine this
CNN predictions with a second layer model that also uses as input
other numeric data, like demographical data about the patient and
characteristics of the image. This is a critical difference as results show
this two-layer framework greatly decreases prediction errors compared
with the single CNN layer that only uses X-ray images as input.

Novelty of our approach is confirmed in [22], a recent paper that
reviews research of Al applied for fighting coronavirus and that
heavily mentions the use of DL techniques to diagnose COVID-19 but

does not make any reference that points to the existence to this day
of a research about the use of ML to predict mortality risk in these
patients.

III. PRiOR THEORETICAL BACKGROUND

A. Support Vector Machine

The aim of SVM is to obtain the best separating hyperplane possible
between two o several different classes. We will focus here on the
2-class or binary problem. In real-world problems, usually finding
a hyperplane which separates perfectly the data is not possible.
Therefore, defining the slack variables £= (¢, & ... £), one natural way
to define this problem will be

max M
,Bo
subject to yi(xTB+Bo) =M —%,i=1,...,N
Bl =1 (1)

where M is the margin between the training points for class 1 and
-1, & is the absolute value of the amount by which the prediction
flx) = x'B+ B, is on the wrong side of its margin.

Reference [23] shows that this problem is equivalent to the
following convex constrained optimization problem

111812 N &
max SIBIE + CXisa &
subject to yi(xTB+Bo) =1-%,i=1,...,N

§>0,i=1...,N @

where the parameter C is often called cost. It is easy to see that the
hard margin case corresponds to C = 1, that leads to X¢=0,ie nota
single point on the wrong side of the margin.

The problem solved in practice is the dual formulation derived
using Lagrangian techniques [24].

1
U}filx Lp(oy) = Z?I=1 a =7 ?]=1 Z?]=1 aianiijiij
Yix[B+Bo)=1-§,i=1...,N

§>0i=1,..,N
>0i=1,..,N
18 >0,i=1,...,.N,> o <cCi=1,.... N

B=XX, ayixi
Ty =0

[y (x{ B+ Bo) — (1 —8)] = 0.
uizi:O,i:1,...,N:>(C—(Xi)zi:O,izl,...,N (3)

subject to

With the called Karush-Kuhn-Tucker conditions as restrictions.

Finally, using the kernel trick and a kernel function, k(xi;xj),
satisfying Mercer’s condition [25] we can get the following analogous
formulation

_ VN 1$N N
max Lp = Xizy 0 =5 Xi=1 Xj=1 405Y; VK (x;, X))

o

©

that allow us to extend the previous linear version of the SVM
problem to a non-linear one.

B. Extreme Gradient Boosting

Boosting models aim to combine different individual models,
usually called weak learners, into a single final more powerful model,
commonly called strong learner.

In Boosting, weak learners are of a homogenous nature, i.e., they all
come from the same family of models. Normally this family of models
are decision trees or combination of them, Random Forest models.
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These weak learners are trained in a sequential fashion. The basic
idea is that each individual model would be a simple high bias model,
like a shallow tree, and the subsequent weak learner will correct its
errors, reducing the bias and increasing the goodness of the final
model or strong learner.

In computational terms, the sequential nature of the method could
be a drawback, but the aim is that this negative factor gets balanced
by the fact that each individual weak learner is a basic low variance
model and thus fast to train.

In Gradient Boosting models, the strong learner, S, is defined by the
following equation

S=Xicl; (5)

where [, represents each one of the individual weak learners and c,
their corresponding coefficients.

In summary, Gradient Boosting follows this iterative algorithm:

1. Errors, E, are initialized with the target value to be predicted.
Therefore, the first weak learner will predict the desired label.

2. Another individual model that predicts errors E is trained.

3. The new individual model is added to our final combined model,
with c_i the coefficient that minimizes the global error of the new
combined model S_k.

4. The value of the errors E = E (S_ (k)) corresponding the new
combined model S_k is updated.

5. Steps 2-4 are repeated until the model converges or the maximum
number of iterations is reached.

Extreme Gradient Boosting (XGBoost) is just an optimized
implementation of standard Gradient Boosting models.

C. Artificial Neural Net

An Artificial Neural Net (ANN) model is made up of a collection of
connected units called neurons, where the output of each neuron is
computed by some non-linear function, called activation function, of
the sum of its inputs. Neuron connections have weights, so activations
of different neurons can have bigger impact than others. Neurons of
one layer connect to neurons of the preceding and following layers. In
between the input and output layers are zero or more hidden layers.

Given a training sample and a target to predict, an ANN will
compute all the activation functions from the input layer to the output
layer, obtaining a final prediction as a result. We call this a forward
pass.

Once this forward pass has been performed, we need an algorithm
to propagate backwards the error from the units in the output layer to
the units in preceding layers to update model weights using techniques
like gradient descent. This is called the backward pass. This algorithm
is called backpropagation and is used to optimize ANNs. The goal of
backpropagation is to be able to extend gradient descent to all the
layers in the network. Backpropagation defines the error associated
to a hidden unit as the weighted average of the errors of the units in
the adjacent layer. The gradient descent for a layer j, with k as the next
layer and i as the previous one, will have the following formulation

95, _ 0B, 05; _

_ _ s dsj
dsj owj; T owy; (6)

owj;

where E, represents the local error, w, is the weight of the
connection from unit i to unit j, s, = [ w,z, the sum of the weighted
inputs of unit j, z, the output of unit i, and &, the generalized error at
unit j.
This can be shown [26] to be equivalent to
o,
ﬁ; = (J 8ewi))F'i(s7) zi

@)

D. Deep Artificial Neural Net

The concept of Deep Learning has had different interpretations
in recent years. Deep learning is often employed simply to refer to
a specific subset of Artificial Neural Networks. It is used to name
ANNs with many hidden layers. However, the Deep Learning
denomination has also been used to refer to any type of Machine
Learning model framework which consists of an iterative process of
several optimization steps or layers. An example of this is Deep Belief
Networks (DBNs) [27], a type of ML models used for unsupervised
learning. Another example of Deep Learning structure using models
other than Neural Networks can be found in [28].

Nevertheless, it is true that clearly the link between Deep Learning
and Deep Artificial Neural Nets is strong and almost ever-present
nowadays. Several factors have probably had an impact on this,
including the fact that ANNs schema adapts almost perfectly to the
concept of DL framework and some of the first groundbreaking
advances in DL corresponding to deep ANNs.

In recent years, the popularity of DL models has increased in
a spectacular manner, due to the wide availability of powerful
computing facilities, advances on the theoretical underpinnings of
multilayer perceptrons (MLPs), several improvements on their training
procedures and a better understanding of the difficulties related to
many layered architectures, like better weight initialization methods
and new activation functions such as Rectified Linear Unit (ReLU). To
all these factors we can add the appearance of multiple development
frameworks such as TensorFlow [29] and Keras [30].

E. Convolutional Neural Network

In the past, image classification Machine Learning models used raw
pixels to classify the images. You can classify dogs for instance based
on color histograms and edge detection, i.e. by color and ear shape.
This method has been successful but has its limitations, especially
when it encounters images with more complex patterns.

Convolutional Neural Networks are a type of neural network model
which allows us to extract higher representations from an image.
Unlike the classical image recognition where the image features are
defined manually as a previous step, CNN takes the image’s raw pixel
data, trains the model, then extracts the features automatically for
better classification.

This type of approach, where expert knowledge to pre-process
the image is not needed, is usually known as end-to-end learning,
and is one of the main reasons behind the recent popularity of these
models.

In its most basic version, CNNs are a combination of two type of
layers:

« Convolution layer: sweeps a moving window through images
and then calculates the filter dot product of the pixel values. This
allows convolution to emphasize relevant features.

Pooling layer: Replaces output of convolution with a summary
to reduce data size and processing time. This summary can be
for instance the maximum or mean value among a set of several
values. This allows pooling to determine features that produce the
highest impact and reduces the risk of overfitting.

F. Transfer Learning

Until recently, conventional ML and Deep Learning algorithms have
been traditionally designed to work in isolation. These algorithms are
trained to solve a specific task and the models must be rebuilt from
scratch once the task changes.

However, it is well-known that humans have an inherent ability
to transfer knowledge from one task to another. What we acquire as
knowledge while learning about one task, we can utilize in the same
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way to solve related tasks. The more related the tasks, the easier it is
for humans to transfer our knowledge.

Transfer Learning method tries to apply this same intuition to Deep
Learning models, overcoming the isolated learning paradigm and
utilizing knowledge acquired for one task to solve related ones.

The idea is that, when trying to solve a task using DL models,
instead of training the model from scratch one can reutilize totally or
partially other DL models trained to solve similar tasks. For instance,
a model built to detect cats, could be reused to detect instead dogs.

There are four main transfer learning approaches, depending on
how much reutilization of the previous model is done:

1. Reutilize only the Deep Learning structure, i.e., the configuration
and order of the different layers. All the corresponding weights are
trained from scratch using the data related to the new task.

Reuse the DL structure and use trained weights as initial values.
All the weights will be updated using the new data, in a process
usually called fine tuning.

Reuse the DL structure and the weights of some layers, update the
rest. You will select a threshold layer, up until this layer all weights
will remain fixed, the layer from this point to the output layer will
be updated using the new data.

Reutilize the DL structure with the same weights. Model weights
will not be adapted to the new task and only extra layers added to
the base ones will serve to adapt the model to your task. This can
only be a valid option when the two problems are similar.

IV. PROPOSED METHOD

This section aims to describe the technical details of the proposed
ML framework to solve the task of predicting mortality risk for a
COVID-19 patient. Details of the dataset and experiments carried out
to test its efficacy are detailed in Section V.

A. First Layer

As described in Section I, the aim of our first layer is to build a
model able to give a mortality risk using as input only X-ray images
from COVID-19 patients, which we will call COVID-19 CheXNet. We
decided that for this purpose the most suited family of models were
CNN models, as they have proved repeatedly to be the best option in
image classification tasks like the one in hand.

As stated before, one of the main difficulties when trying to solve
our task was the lack of available data. Due to its novelty, there are
not many X-ray images publicly available for patients with confirmed
COVID-19 diagnosis. Furthermore, this shortage of availability was
multiplied by the fact that in our case the target is the outcome, Exitus
or no Exitus, of the patient. Datasets with both X-ray images and
patient outcome were difficult to find and their volume small.

To deal with this drawback, we applied two methods: First, we
make use of transfer learning techniques to take advantage of the
knowledge extracted by CNN models from previous research in
similar tasks. Second, we also applied data augmentation methods to
create new synthetical X-ray images.

We describe our data augmentation approach in Section V.C, so
we will focus here on the transfer learning methodology applied.
CheXNet model [31] is a Convolutional Neural Network that achieves
Radiologist-Level Pneumonia Detection on Chest X-Rays. It has been
shown to have a margin of >0.05 AUROC over previous state of the
art results and an F1 score of 0.435 (95% CI 0.387, 0.481), higher than
the radiologist average of 0.387 (95% CI 0.330, 0.442). This CheXNet
model is trained using a Deep Learning structure called Densenet-121,
a 121-layer convolutional neural network, the simplest DenseNet

among those designed over the ImageNet dataset. The Densenet-121
structure is shown in Fig. 1.

Dense
Softmax

256

Avg Pooling
1
64+32°6 512

64 128 gy 10 1024
256 256+32°24 512 512 3216
56 56 | 7

128 160 192 224 256
64+32 96+32 128+32 160+32 192+32 224+32

@@Eﬁﬁ‘@@@m

Fig. 1. Densenet-121 layer structure.

S:
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We use as our base model this CheXNet CNN. We opted to go for
method 4 of transfer learning, as described in Section IILF, i.e., reusing
the Densenet-121 structure and preserving the weights of CheXNet,
fine-tuning only some additional layer weights to our new COVID-19
dataset.

To the Densenet-121 structure, we added two dense ReLU activation
layers with 512 and 256 units, respectively. Finally, we added a logistic
layer with sigmoid activation that will generate the final prediction of
our model. This is binary classification problem, so only one unit is
needed. All these layers are separated by dropout layers.

As our tackled problem represents an example of unbalanced
classification task, i.e. there are more cases of non-Exitus label than
Exitus outcomes, we set different class weights to balance the impact
of each class on the CNN loss function. Therefore, errors in the
minority class are penalized more than errors in the majority class.

All weights from the base CheXNet are frozen, i.e. not updated
using our new data. Weights from these extra layers will define the
correct adaptation of our COVID-19 CheXNet model to the problem
we want to tackle.

Implementation of our proposed COVID-19 CheXNet in Python
can be found on GitHub'. This implementation is based on the use of
Keras.

B. Second Layer

Once we have a mortality risk prediction based solely on X-ray
images coming from our first layer CheXNet model, the goal of our
second layer model is to combine this prediction output with basic
demographic data like gender, age and location, and basic details of
the X-ray scan like the view used and the offset, to compute a new
mortality prediction. This way we aim to get an improved mortality
risk prediction with respect to the one obtained in the first layer, as we
are now basing our prediction on additional information.

This is done using the following approach. Mortality risk prediction
of layer 1 model becomes the first input column of a new input dataset,
that has as remaining columns or input variables information related
to demographics and X-ray image characteristics of each patient. As
target of this dataset, we will use again the outcome of the patient,
Exitus (1) or survival (0). This new combined dataset is passed as input
to our second layer ML model to generate new and improved mortality
risk predictions as our final output. The total list of input variables
used as inputs of this second layer can be found in Table L.

To decide which model to use in this second layer we compute
a grid search testing Logistic Regression, Random Forests, SVM,
XGBoost and ANN models. The first two are more basic ML families,
but we decided to include them due to having a low dimensionality
dataset and to at least provide a good benchmark reference.

! https://github.com/jesuspradaalonso/COVID-19-CheXNet-
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TABLE 1. INpuT DATA OF SECOND LAYER MODEL

Type Variable
CheXNet Mortality risk prediction
Gender
Demographics Age
Location
View
Xray Offset

We carry out hyperparameter optimization for each one of these
families of models, as will be described in Section V.D.

The implementation needed to build this second layer model is also
available on our GitHub', both in R and Python versions.

C. Two-layer Framework Diagram

Object process diagram of this two-layer framework is presented
in Fig. 2.

Layer 1 Input

X-Ray Images 0;»

Layer 1 Model

Layer 2 Input

Layer 2 Model Final Output

Layer 1

Mortality Risk
Prediction

Demographic
data

Layer 2
Mortality Risk
Prediction

ML model
(SVM, ANN,
XGBoost, ...)

X-R
Characteristics

Fig. 2. Proposed two-layer framework diagram.

V. EXPERIMENTS AND RESULTS

To test the performance of our proposed models described in
Section IV we evaluate its goodness over an experiment based on
public data available on COVID-19 patients.

A. Dataset
We used two sources to build our dataset:

+ covid-chestxray-dataset® GitHub with information, both X-ray
images and basic clinical data, for 209 COVID-19 patients.

+ Spanish society of medical radiology, SERAM, COVID-19 data®.
From this source 12 registers where manually extracted.

Therefore, the combined dataset contains 221 registers. For each
register the following information of the patient is available:

« X-ray chest image.
« Gender.
. Age.
« Hospital location.
« X-ray view: anteroposterior (AP) or posteroanterior (PA).
« X-ray offset.
This dataset can be found in our public GitHub repository.

B. Train/val/test Split

Although the optimal ratio of data used in train, validation and
test depends on the problem at hand, the most recommended [32]
approach is to split the data into 70% for training and 30% for test, and
this is the ratio we follow in our experiments.

In our problem the split must be carried out based on patient id, not
per row or register. The reason for this is that in the dataset there are

? https://github.com/ieee8023/covid-chestxray-dataset

* https://covid19.espacio-seram.com/index.php

some patients with more than one X-ray entry, and it will be a clear
case of data leaking to have different images belonging to the same
patient in different splits.

This patient-based split has two consequences. First, standard
cross-validation implementations, which are row-based, could not be
used. Thus, we preferred to use a fixed validation set instead of cross-
validation. To create this validation set without reducing more the
training set, already small due to data limitations, we decided to use
half of the patient ids belonging to the test set as validation.

Second, we applied the 70-30 ratio to the number of rows, the ratio
in terms of patient ids used for train and validation/test is different, as
not all patients have the same number of X-ray images in the dataset.

Taking all this into consideration, our original dataset is split for
training, validation, and test purposes as follows:

1. Train: 65% of patient ids.
2. Validation: 17.5% of patient ids.
3. Test: 17.5% of patient ids.

In addition, the split also considers the class of each case, thus
preserving the class imbalance ratio over the three sets of data.

Data augmentation techniques are applied to train and validation
sets as explained in the next section.

C. Data Augmentation

We have already seen that one of the methods to deal with the
problem of a small dimensionality in our available dataset is to use
transfer learning to reutilize knowledge extracted from other data, as
described in Section IV.A

Other popular tool to reduce the impact of this issue is called
data augmentation [33]. As having a large dataset is crucial for the
performance of the deep learning model, these tools aim to create
synthetic examples based on the original dataset.

There are two main approaches to generate these new artificial
samples:

« Generate modifications over the original dataset. The changes
applied can be of different nature: affine transformations like
rotation and translation, perspective transformations, contrast
changes, gaussian noise, dropout of regions, hue/saturation
changes, cropping/padding, blurring, etc.

+ Create images from scratch based on the global distribution found
in the original dataset. For this purpose, Generative Adversarial
Networks (GANs) [34] are the state-of-the-art.

We decided to apply rotation and contrast modifications for this
experiment to create new images, as they are one of the most common
changes you can find among real X-ray images carried out in hospitals.

Therefore, if we decide that the batch size used in each epoch when
training the CNN model is for instance 32 images, in each epoch of
the CNN training process each one of these 32 images would be the
result of randomly selecting one of the original training images and
then apply random rotation and contrast modifications to it. Thus, we
could say that the data pool when using data augmentation consists of
an infinite set of images, all of them variations from the original train
data pool images.

D. Hyperparameter Optimization

Each family of Machine Learning models has a set of
hyperparameters that are to be optimized to find the optimal model of
that family for a given ML task.

Usually this is done by performing a grid search, where you train a
different model for each possible combination of hyperparameters you
want to analyze, each model is evaluated using a chosen metric over
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a validation set, and the selected hyperparameter values are the ones
that correspond to the best performing model. We followed this grid
search approach in our experiments.

The detailed list of all the hyperparameters we optimized in our
grid search can be found in Table II.

TABLE II. HYPERPARAMETERS OPTIMIZED FOR CHEXNET MoDEL USED IN THE
FirsT LAYER AND EAcH ML FamiLy TRIED AS MODEL IN THE SECOND LAYER

Model Hyperparameter

epochs

CheXNet batch size

learning rate

number of trees

Random Forest n° of candidates at each split

minimum size of terminal nodes

cost
SVM

gamma

eta

gamma

max_depth

min_child_weight

subsample
XGBoost

colsample_bytree

num_parallel_tree

nrounds
lambda
alpha
number of units

ANN epochs

batch size

learning rate

E. Evaluation Metric

As evaluation metric we use the Area Under the Curve (AUC), the
most standard evaluation metric for binary classification problems.
It is defined as the area under the receiver operating characteristic
(ROC) curve, defined by the False Positive Rate (FPR) in the x-axis and
the True Positive Rate (TPR) in the y-axis, where:

TP
TPR =10 en (8)
TN
FPR =2 re )

where TP, TN, FP, and FN are the true positives, true negatives,
false positives, and false negative values, respectively.

F. Experiment Results

AUC results achieved, for both first and second layer models, are
presented in Table III. For the case of the COVID-19-CheXNet model,
we also show the difference in performance with or without the use of
the data augmentation techniques described in Section V.C.

TABLE III. AUC ResuLTs FOR EACH MODEL AND DATASET

Model AUC Train AUC Val AUC Test
COVID—19—CheXNf}t w/o 0.93 0.87 0.85
data augmentation
COVID-19-CheXN;et w 0.93 0.93 0.94
data augmentation
Second Layer 0.99 1 1

Furthermore, the AUC curve obtained by our COVID-19-CheXNet
over the test set is shown in Fig. 3.

Receiver Operating Characteristic

0.8 1 .-

0.6 1 -

0.4 A e

True Positive Rate
\
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-7 — AUC =0.94

0.0 T T T
0.4 0.6 0.8
False Positive Rate

0.2

Fig. 3. COVID-19-CheXNet AUC Test. Blue curve represents test AUC for our
first layer CNN model predictions. Red dashed line represents a model with
an AUC of 0.5 and is used as reference.

We also used heatmaps to visualize which lung areas produced
a higher activation in our COVID-19-CheXNet model for deceased
patients, which could be useful for practitioner’s analysis. One
example is shown in Fig. 4.

1.0
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0.2
0 50 100 150 200

0.0

Fig. 4. COVID-19-CheXNet heatmap for a deceased patient.

Finally, we also analyzed the variable importance of each one of the
six input variables of the second layer model, by means of conducting a
ROC curve analysis on each predictor. Results can be found in Table IV.

TABLE IV. SEcOND LAYER MODEL VARIABLES IMPORTANCE IN TERMS OF AUC

Variable Rank AUC
pred 1 0.94
age 2 0.71
sex 3 0.63
offset 4 0.57
view 5 0.56
location 6 0.53

VI. DiscussioN

Several conclusions can be drawn from our experiment results
shown in Section V'F. First, all our models achieve a high AUC value,
above 0.93 for train and 0.85 over test, which seems to point to a good
effectiveness of our transfer learning approach, described in Section
IVA.

In addition, the positive impact of using data augmentation is
clear comparing the results of COVID-19-CheXNet with and without
applying these techniques. 11% and 7% improvement of AUC is
achieved over the validation and test sets, respectively. This shows
how data augmentation helps the model to generalize better and not
suffer from overfitting problems.

Third, our second layer model can achieve close to perfect
performance over the test set. Although the exact AUC values
obtained could be impacted by the use of a small dataset and the results
should be corroborated once larger volumes of COVID-19 X-ray and
outcome data are available, the improvement observed between our
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first and second layer models performance shows that our intuition
that combining mortality risk prediction based solely on X-ray images
with other basic demographic and image information could yield even
better predictions seems to be valid.

Finally, variable importance analysis shows that the prediction
output of the COVID-19-CheXNet first layer model is clearly the
factor with greater prediction power among the six predictors used
by our second layer model. The top three is completed with age and
sex variables, which seems in line with recent research [35] that have
already pointed out them as relevant factors in COVID-19 mortality.

The main contributions of this paper are four. First, we aim to
predict the mortality risk of COVID-19 patients based on X-ray images
to help clinicians lessen the impact of this disease. Some research has
been done on the use of Deep Learning models to diagnose COVID-19
based on this type of images, as reviewed in Section II, but we consider
that our model predictions can have a bigger positive impact, as
diagnosis can always be done using clinical tests once the patients is
in the hospital, as would be the case for a patient suitable of getting
an X-ray scan.

Second, we propose to add a second layer to this first model using
X-ray images, which will use a combination of the prediction of the
first layer DL model and basic demographics of the patients and
characteristics of the image. This will allow to further optimize final
mortality risk predictions, but it is an approach that has received little
attention and no approaches like this are found in the literature about
COVID-19 prediction models.

Third, we combined two different sources of data to create a unique
and novel COVID-19 dataset, providing X-ray images as well as basic
demographic information for a total of 221 registers. Data related to
COVID-19 is still rare, so we hope this could help further research.

Finally, we make our model implementations and datasets used in
our experiment publicly accessible via GitHub, as detailed in Section
IV. Principles of Reproducible Research are always recommended but
not always followed, and we wanted to be definitive on this aspect.

VII. CoNncLUSION AND FUTURE WORK

A. Conclusions

This paper presents a proposed method to predict mortality risk
on COVID-19 patients combining a CNN model based only in X-ray
images, with a second layer ML model which uses as input the output
of that CNN first layer model together with other basic patient
demographic and image technical properties information.

Results show that our proposed method achieves close to or even
perfect performance regarding AUC over the test dataset used in our
experiments.

Furthermore, results also evidence that our proposed techniques,
like transfer learning, data augmentation and the addition of a second
layer model improve the overall prediction power of the final model,
which seems to confirm out hypothesis and the usefulness of our
proposed framework.

B. Future Work

We know that the main limitation of our research is the small dataset
we were obliged to work with due to COVID-19 data availability.
Therefore, conclusions drawn from our experiment results should
be confirmed with a different and larger dataset. We are currently
collaborating with Hm group of hospital in Spain to use a dataset of
more than 2310 patients which we hope could greatly enhance our
model power and statistical significance of our conclusions. We hope
to have experiment results over this new dataset in the coming months.

Furthermore, a more exhaustive optimization of our models in terms
of more layer weights being fine-tuned, additional data augmentation
techniques being applied, and a bigger hyperparameter grid search
being carried out, can be tested to search for a model performance
improvement, and we plan to conduct these experiments with the
larger dataset earlier mentioned.

Recent proposed frameworks that allow to mix images input with
numeric information in a single CNN are suited to the problem we try
to tackle. Experiments using these models could be carried out and
results compared with our two-layer proposed framework.

Finally, using GANs as data augmentation tool has been shown to
improve results obtained by models in healthcare classification tasks
[36], and we aim to test it in our proposed framework.
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ABSTRACT KEYWORDS

The novel coronavirus-2019 (Covid-19), a contagious disease became a pandemic and has caused overwhelming COVID-19, Machine
effects on the human lives and world economy. The detection of the contagious disease is vital to avert further Learning, Convolutional
spread and to promptly treat the infected people. The need of automated scientific assisting diagnostic methods Neural Network, X-rays
to identify Covid-19 in the infected people has increased since less accurate automated diagnostic methods Images, CT Scans.

are available. Recent studies based on the radiology imaging suggested that the imaging patterns on X-ray
images and Computed Tomography (CT) scans contain leading information about Covid-19 and is considered
as a potential automated diagnosis method. Machine learning and deep learning techniques combined with
radiology imaging can be helpful for accurate detection of the disease. A deep learning approach based on
the multilayer-Spatial Convolutional Neural Network for automatic detection of Covid-19 using chest X-ray
images and CT scans is proposed in this paper. The proposed model, named as the Multilayer Spatial Covid
Convolutional Neural Network (MSCovCNN), provides an automated accurate diagnostics for Covid-19
detection. The proposed model showed 93.63% detection accuracy and 97.88% AUC (Area Under Curve) for
chest x-ray images and 91.44% detection accuracy and 95.92% AUC for chest CT scans, respectively. We have
used 5-tiered 2D-CNN frameworks followed by the Artificial Neural Network (ANN) and softmax classifier. In
the CNN each convolution layer is followed by an activation function and a Maxpooling layer. The proposed
model can be used to assist the radiologists in detecting the Covid-19 and confirming their initial screening.

DOI: 10.9781/ijimai.2021.04.002

I. INTRODUCTION CoV was also declared to be part of beta-CoV (f) subgroup [8]. SARS-

CoV, in 26 countries of Globe, infected over 8000 people with a 9%

HE corona virus infection flared-up in Wuhan, the capital city of  death rate. Similarly, SARS-CoV-2 infected over 6,728,537 people with
Hubei Province, China in December 2019 [1]-[3]. It killed over  a 4% death rate across 202 countries of the World. The infection rate of
hundreds and infected more than thousands of people within early  the SARS-CoV-2 is higher compared to SARS-CoV. The reason for the
few days of the novel corona virus pestilence. The scientists in China  high infection rate is the regrouping of S Protein in RBD area [9]. Beta-
named it 2019 novel Corona virus (2019-nCov) [4]. The International  corona viruses infected those people that have close contact with bats
Committee of Viruses named it as Severe Acute Respiratory Syndrome [10]-[11]. SARS-CoV-1 and MERS-CoV were transmitted to humans
Corona Virus-2 (SARS-CoV-2) whereas the infection is named as the  from the cats and Arabian camels. The discovery of the pangolin
Corona virus disease-2019 (Covid-19) [5]-[7]. The subcategories of the  offspring corona virus and its proximity to SARS-CoV-2 suggested
corona viruses are alpha-CoV (o), beta-CoV (B), gamma-CoV (y) and  that pangolins can be the possible hosts of the novel 2019 corona
delta-CoV (8). SARS-CoV-2 is declared a member of the beta-CoV ()  viruses [12]. The World Health Organization (WHO) and Centers
subgroup. People of Kwantung were infected in 2003 by corona virus  for Diseases of the US have announced corona virus infection with
resulting in Severe Acute Respiratory Syndrome (SARS-CoV). SARS-  evidence of human-to-human transfer from five different cases outside
China, (Italy [13], US [14], Nepal [15], Germany [16], and Vietnam

[17]). On 5 June 2020, SARS-CoV-2 confirmed more than 6,728,537

* Corresponding author. cases, 3,271,261 recovered cases, and 393,667 death cases. In [18]
E-mail address: nasirsaleem@gu.edu.pk the statistics about SARS-CoV-2 are shown. Geographical statistics
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about confirmed Covid-19 cases till June 6, 2020 are obtained from
202 countries (according to the World Health Organization (WHO)).
National/International travelling and close contacts with the infected
people have been identified as the main reasons of worldwide spread.
Huge efforts are being put into developing the vaccines and curing
drugs to treat the deadly infection [19]-[20].

Thoracic radiology evaluation is used to diagnose suspected
Covid-19 patients. But, scientific methods to identify the virus inside
human bodies through machine learning and deep learning using
chest x-ray images and computed tomography (CT) scans are potential
methods. Timely finding the infection is important in the effort
to guarantee the well-timed cure. Machine learning-based studies
showed that imaging pattern on the chest x-ray images and CT scans
of the patients diagnosed with Covid-19 is a potential analysis tool. The
motivation behind the presented study is to detect the Covid-19 using
CNN networks. We intend to provide a simple solution with better
results. The target of the proposed work is to detect Covid 19 in x-ray
images and CT scans efficiently. From the literature it is obvious that
performance of relatively simple model VGG 16 is better as compared
to the modern GoogleNet and ResNet. Therefore, we are focused
on trying a simple version of 2D-CNN inspired from VGG-11. Our
CNN network is a subset of VGG-11 which consists of 5 convolution
layers each is followed by an activation, and pooling layer. Also, in
our network single dense layer with 512 neurons is used instead of
multiple dense layers with large number of neurons. This helped in
reducing the system complexity in terms of system parameters. The
main contributions of this study are given as:

i) A Multilayer-Spatial Convolutional Neural Network with low
complexity (few parameters) is proposed that is able to accurately
detect the Covid-19 disease, achieving significant detection
accuracy and AUC.

ii) The previous studies are based on either X-ray images or CT
scans for Covid-19 detection. But, we have used both chest X-ray
images and CT scans in this study to effectively train the proposed
network for Covid-19 detection.

iii) We have developed two diverse databases for X-ray images and CT
scans. The first database contains 723 chest X-ray images whereas
the second database contains 3228 chest CT scans. Both databases
are freely available for further studies.

The remaining paper is organized as follows. The literature
review is given in Section II. The proposed deep learning method for
Covid-19 detection is discussed in Section III. Materials and methods
are presented in Section IV. Results and discussions are presented in
Section V. Finally, the conclusions are presented in Section VI.

II. LITERATURE REVIEW

From the public health viewpoint, quick isolation of patients
is vital for controlling this contagious disease [1]-[3] and the best
possible use of on hand resources that rapidly befall insufficient
and plagued by an exponentially increasing number of patients and
protracted times of the treatment. Researchers and scientists of the
different disciplines are working along with public health officials to
comprehend Covid-19 pathogenesis. Jointly they are working with
the policymakers to urgently develop strategies, vaccines and curing
drugs to treat the deadly novel disease. Thoracic radiology evaluation
is used to diagnose suspected patients of Covid-19 [21]. But, scientific
methods to identify the virus inside human bodies through Machine
Learning and Deep Learning using chest X-ray images and Computed
Tomography (CT) scans are potential methods. Timely detection and
diagnosis of the disease is important in the efforts to guarantee timely
treatment. Recent studies demonstrated imaging patterns on the chest

X-Ray images and CT scans of the patients diagnosed with Covid-19 as
potential analysis tool. The analysis revealed bilateral lung opacities on
98% chest X-ray images and CT scans in the infected people in Wuhan
city and uttered lobular and subsegmental regions of consolidation as
the most usual findings [22].

Other studies demonstrated high rates of ground-glass opacities
and consolidation, with a rounded morphology and peripheral lung
distribution [23]. Recently, many conventional image processing and
machine/deep learning methods are used to diagnose the diseases
by classifying the digitized chest X-ray images [24]-[25]. Class
decomposition of the Covid-19 as Covid and non-Covid with X-ray
images is considered as one of the significant methods for diagnosing
this contagious disease [26]-[28]. Quick detection of the Covid-19
can help controlling the transmission of disease and to monitor the
chain of infections. Chest CT scans are more helpful to diagnose
Covid-19 as compared to the Reverse-Transcription Polymerase
Chain Reaction (RT-PCR) which is collected from the swab samples
of the patients and showed 97.3% accuracy to classify Covid-19 [29].
Convolution Neural Networks (CNNs) are the most accepted methods
which have revealed a great ability and high precision to construe
Covid-19 classification with medical imaging (X-ray images or CT
scans). A Covid-19 classification method for the pathogen-confirmed
Covid-19 is proposed [30] by using CNNs which are based on the
Inception Net. The network achieved 82.9% classification accuracy by
using 453 CT scans of pathogen-confirmed Covid-19. A multi-class
classification method is proposed [31] to detect Covid-19 by using a
pre-trained ResNet-50 (DRE-Net). For the classification, 86 CT scans
of non- Covid-19, 100 CT scans of bacterial pneumonia and 88 CT
scans of Covid-19 are used and showed 86% classification accuracy
for Covid-19. Chest X-ray images are used to detect the Covid-19
n [32]. In the proposed method, deep features have been extracted
using CNN which are based on pre-trained ImageNET. In the last layer
Support Vector Machine, SVMs, are used for classification. A multi-
class classification method is proposed [27] using deep CNN, called
COVID-Net. Chest radiography images are used to classify Covid-19
and non- Covid-19.

Several other studies have been carried out to highlight recent
contributions to Covid-19 detection [33]-[36]. In [37] a deep CNN,
called DeTraC is adapted and validated for Covid-19 chest X-ray
images classification. The proposed method traced irregularities
in the chest X-ray images and examined class boundaries by using
class decomposition method. The proposed method showed 95.12%
classification accuracy (97.91% sensitivity and 91.87% specificity) for
Covid-19. A deep learning-based classification method is proposed in
[38] to extract deep features applying ResNet152 to classify chest x-ray
images of Pneumonia and Covid-19 patients. SMOTE has been applied
to balance the imbalance data points of normal and Covid-19. The
proposed method showed 97.31% classification accuracy on Random
Forest and 97.7% using XGBoost predictive classifiers. Various models
including Alexnet, Googlenet, and Restnet18 have been analyzed to
detect the Covid-19 in [33]. A novel method for detecting Covid-19
is proposed using chest X-ray images. A binary classification is
used to detect the Covid-19 and non- Covid-19 whereas multi-
class classification is used to detect Covid-19, non-Covid-19 and
Pneumonia. The DarkNet was applied as a classifier for You Only Look
Once (YOLO) real-time object detection system with 17 Convolutional
layers using different filtering on each layer. The method showed
98.08% classification accuracy for binary classes and 87.02% for
multi-class. An intelligent computer vision method called Residual
Exemplar Local Binary Pattern (ResExLBP) has been proposed in [39]
to detect Covid-19 which is based on preprocessing, feature extraction
and feature selection, respectively. During the preprocessing,
image-resizing and grayscale-conversion has been used whereas an
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Fig. 1. Chest X-ray images of a 50-year-old COVID-19 patient over a week.

TABLE 1. COMPARATIVE ANALYSIS OF VARIOUS METHODS FOR COVID-19 DETECTION WITH DATASETS AND EVALUATING METRICS

S. No Reference Database Nature Model Evolution Metrics Network for Detection

1 [26] X-Ray Images: C0v1djl9, Normal, eral AUQ, P{e01310n, NPV, F1-Score and ResNet-50 with 50 Layers
Pneumonia and Bacterial Pneumonia Sensitivity

2 [27] X.-Ray Images.: Covid-19, Normal, and AUC, Precision, and Sensitivity COVID-Net CNN
Viral Pneumonia

3 [30] CT Scans: Covid-19 and Normal AUC, Precision, NPV, F1-Score and Fully .Cf)nnected CNN with Multiple

Youden Index. Classifiers.

CT Scans: Covid-19, Normal, and s Details Relation Extraction neural

4 (31] Bacterial Pneumonia AUC, and Recall (Sensitivity) network (DRE-Net)

5 [32] X'-Ray Images‘: Covid-19, Normal, and Accuracy, Sensitivity and Specificity Deep CNN Architecture
Viral Pneumonia

6 [33] X-Ray In.iages: COV1d?19, Normal, Y1ral Accuracy, .Spec1flclty, Recall, F1-score Deep Transfer Learning CNN
Pneumonia and Bacterial Pneumonia and Precision

7 [34] X-Ray Images: Covid-19, and Viral Accuracy, Specificity, Sensibility Single Shot Multibox Detector (SSD)
Pneumonia

8 [35] CT Scans: Covid-19 Diagnosis based detection CNN and Management of Patients

T : id-1 1 i o o . . o

9 [36] ¢ Scans. Covid-19, Normal, and Viral Accuracy, Sensitivity and Specificity Multiple CNN with Classifiers
Pneumonia

10 (37] ?Aﬁgy Images: Covid-19, Normal, and Accuracy, Sensitivity and Specificity Deep Transfer Learning CNN

iterative ReliefF (IRF)-based feature selection is used. Decision Tree,
Linear Discriminant (LD), Support Vector Machine (SVM), K-Nearest
Neighborhood (KNN) and Subspace Discriminant (SD) approaches
have been selected as classifiers during the classification phase. Zhao
et al. [40] not only found ground-glass opacities (GGO) or mixed GGO
in most of the patients, but they also observed a consolidation, and

of the networks are complex and operate with more variables which
make them complex as compared to the proposed method which has
a relatively small number of parameters. Moreover, none of them has
used both x-ray images and scans for detection. On the other hand,
the proposed model has used x-ray images and scans for Covid-19
detection with less complexity.

vascular dilation in the lesion. Li and Xia [35] reported GGO and
consolidation, interlobular septal thickening and air bronchogram
sign, with or without vascular expansion, as common CT features of
Covid-19 patients. Peripheral focal or multifocal GGO affecting both
lungs in 50%— 75% of patients are another observation [41]. Similarly,
Zu et al. [42] and Chung et al. [43] discovered that 33% of chest CT
scans can have rounded lung opacities. Fig. 1 shows chest X-ray
images at days 1, 4, 5 and 7 for a 50-year-old Covid-19 patient.

III. PROPOSED DEEP LEARNING METHOD FOR COVID-19
DETECTION

CNN is as an effective machine learning method which provides
up to date results by considering various layers of features. Recently
2D-CNN gained popularity in the area of image characterization
[44], object detection and localization [45]-[47], face recognition
[48], activity recognition [49]-[50]. Inspired by the performance
of the 2D-CNN in the area of computer vision, we have used this
network for automated detection of novel corona virus. In this study,
a multilayer spatial CNN (2D-CNN) has been introduced to learn the
prominent features needed for effective detection of Novel Covid-19
from X-ray images/CT Scan. CNN is a multilayer network architecture
inspired from the neurobiology of the visual cortex. It contains an
input layer, hidden layers, and an output layer. The hidden layer
comprises of combination of the convolution layer, activation layers,
pooling layers, normalization layers and fully connected layers. The

In this paper, a deep learning model is proposed which is based on
the 2D-Spatial Convolutional Neural Network for automatic detection
of Covid-19 using chest X-ray images and CT scans. The proposed
model is trained with 723 x-ray images and 3228 CT scans of both
genders and various age groups. The x-ray images and CT scans are
associated to Covid-19 and non-Covid-19 diagnosed patients. The
proposed model provided an improved automated accurate detection
of Covid-19 disease. Table I presents various deep learning methods
with network types, database type and evaluation metrics used to
assess the detection capabilities. It is clear from the Table I that most
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Fig. 2. Schematic presentation of Convolution and Max-Pooling layers.

convolution layers are used for extracting prominent features needed
for classification of input data into desired classes. The convolution
layer is the main building block of a CNN architecture. The prominent
features are obtained through filters in the convolution layer. The
filter coefficients convolved over height and width of the input data
results in a 2D activation map of the filter. CNN has the capability to
learn those filter coefficients, which activate when a particular feature
at some spatial position is observed. The convolution layer is followed
by an activation layer which is used to transform the input signal to
an output signal. The output signal will be used as an input signal to
the following layer. The activation layer normally uses a nonlinear
function like sigmoid, tanh, ReLU, Leaky ReLU, etc. To speed up the
learning process and avert the overfitting problem pooling layers are
introduced in the CNN. The main task of this layer is to down sample
the input data which reduces the spatial information to be processed.
Among various pooling techniques average pooling and max pooling
are the most prominent ones. The fully connected layer is similar
to the conventional ANN. Its task is to set a path for the effective
detection/classification.

A schematic presentation for the flow of input data from the
convolution layer (C) and Max-pooling (M) layer, respectively, is
given in Fig. 2. Inspired by the performance of CNN, a spatial CNN
model has been proposed for auto mated detection of the COVID-19.
The proposed model is composed of 5 Convolutional layers (with
different number of filters, sizes, and strides), 5 maxpooling layers,
a fully connected layer with 512 neurons, and a softmax classifier.
An activation function has been used after each convolution layer
and fully connected layer. For the activation function two different
settings i.e. ReLU and Leaky ReLU activation functions are separately
analyzed. The orientation of various layers used in the proposed
model is depicted in Fig. 3. The first Convolutional layer contains
64 filters, each with size of (3, 3), and stride (1, 1). Similarly, the 2
and 3" Convolutional layer contain 128 filters each with size of (3, 3),
and stride (1, 1). Furthermore, 4" and 5" Convolutional layer contain
256 filters each of size (3, 3), and stride (1, 1). All pooling layers use
maxpooling strategy with the pooling window of size (2, 2), and
strides (2, 2). The output of the last maxpooling layer is converted
from 2D to 1D using a flatten layer. Then the output of the flatten layer
is fed to the fully connected (Dense) layer with 512 neurons using
sigmoid as an activation function. The fully connected layer is an
actually conventional ANN architecture. At the output layer a softmax
classifier is used to assign detection probabilities to each output.
We have used SGD optimizer for learning weights. We have used a
learning rate of 0.001, momentum = 0.9, and binary cross entropy loss
function. The layer details and layer parameters of the model are given
in Table II. First, the images are resized and preprocessed to fit in the

|
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|
/ :
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|
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Fig. 3. The orientation of various layers used in the proposed model.

model. The features are extracted from the input images which are
needed for the classification of the input data into desired classes. The
features are obtained using filters in the convolution layer. The filter
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coefficients convolved over height and width of the input data results
in a 2D activation map of the filter. The convolution layer is followed
by the activation layer which is used to transform the input signal to
an output signal. The output signal is used as an input to next layer.
The activation layer used nonlinear functions ReLU and Leaky ReLU.
To boost the learning process and prevent the overfitting problem, the
max pooling layers are used in the CNN. The task of this layer is to
down sample the input data that minimizes the spatial information
need to be processed.

TABLE II. THE LAYERS AND PARAMETERS OF THE PROPOSED MODEL

Layer Type Output Shape Parameters
Input Layer [254 254 3] 0
Conv2D [254 254 64] 1792
Maxpooling2 [127 127 64] 0
Conv2D [127 127 128] 73856
Maxpooling?2 [64 64 128] 0
Conv2D [64 64 128] 147584
Maxpooling2 [3232128] 0
Conv2D [32 32 256] 295168
Maxpooling2 [16 16 256] 0
Conv2D [16 16 256] 590080
Maxpooling2 [8 8 256] 0
Flatten [16384] 0
Dense [512] 8389120
Dropout [512] 0
Dense [2] 1026
Activation [2] 0

The main target of the proposed work is the efficient detection
of Covid-19 in x ray images and CT scans. It is concluded from the
literature that the performance of a relatively simple model such
as VGG-16 [58] is better than the state of the art ResNet [26] and
GoogleNet [57]. Therefore, this shows that the detection problem can
be done with a relatively simple method. In this study, we focused
on trying to efficiently detect the Covid-19 with a simple version of
2D-CNN inspired from VGG-11. Our network is a subset of VGG-11
which consists of 5-convolution layers, each is followed by ReLU/
Leaky ReLU activation function and max-pooling layer. Moreover, in
our network, we have used a single dense layer that consists of 512
neurons instead of three dense layers with large number of neurons in
each. Such network architecture arrangements helped us in reducing
the system complexity in terms of system parameters and provided
better results compared to the other networks. It is observed and
verified that the proposed network outperformed the existing state
of the art by considerable margins. So, our main and important
contribution is to select a simple combination of different layers
for achieving an efficient model in terms of system parameters and
performance.

IV. EXPERIMENTAL SETUP

In the experimental setup, we discuss the database of x-ray images
and scans to detect covid-19 in the patients. We have used several
evaluation metrics to assess the effectiveness of the 2D-CNN-based
learning method for covid-19 detection.

A. X-ray Images and CT Scans Databases

To detect COVID-19 infection, we have used X-ray images from
two different sources. For simplicity, we will use images instead of
X-ray images afterward. The databases are developed by using

images from various open access sources [51]-[53]. The first database
contains a total of 625 images in which 125 images belong to Covid-19
diagnosed patients and 500 are normal images. Similarly, the second
database contains a total of 98 images in which 70 images belong to
Covid-19 diagnosed patients and 28 are normal images. In our study,
we have combined both databases and generated a new diverse
database with 723 images of both genders and various age groups in
which 195 images belong to Covid-19 diagnosed patients and 528 are
non-Covid-19 images. We also have used Computed Tomography (CT)
scans from two different sources to detect Covid-19. For simplicity, we
will use the term scans instead of CT scans afterward. The databases
are developed using scans from the Tongji Hospital, Wuhan, China
[54] and Sao Paulo, Brazil [55]. The first dataset from Tongji Hospital,
Wuhan contains a total of 746 scans where 349 scans are associated
to Covid-19 patients whereas 397 are non-Covid-19 scans. Similarly,
the second database from Sao Paulo, Brazil contains a total of 2482
scans in which 1252 scans belong to Covid-19 patients and 1230 are
non-Covid-19 scans. We have combined both databases and generated
a new diverse database with a total of 3228 scans of both genders and
various age groups. The new database contains 1601 scans which
belong to Covid-19 patients whereas 1627 are non-Covid-19 scans.
Fig. 4 demonstrates samples images and scans of Covid-19 and non-
Covid-19 cases selected from the new databases.

Fig. 4. Samples images and scans of COVID-19 and non-COVID-19 cases in
the new databases.

B. Evaluation Criteria

To examine the effectiveness of the proposed model, the confusion
matrix along with the Receiver operating characteristics (ROC) and
Area under Curve (AUC) [56] are calculated, which determines
the potentials of the proposed model for Covid-19 detection. The
usefulness and productivity of the proposed model are also measured
using the conventional evaluation metrics including accuracy,
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precision, sensitivity, and F1 score, which are represented in terms
of the confusion matrix. The evaluation metrics are given by the
following equations as:

TP +TN
Accuracy : ———————
TP +TN + FP +FN (1)
e TP
Sensitivity : ———
TP+FN (2)
Precision: TP/(TP + FP) 3)
*
F1-Score :L
2*TP+FP+FN 4)

Where, TP, TN, FP, and FN denote True Positive, True Negative,
False Positive, and False Negative, respectively.

V. RESULTS AND DISCUSSIONS

We performed a number of intense experiments to detect Covid-19
using the two new diverse databases containing CT scans and X-ray
images. We have trained the MSCovCNN deep learning model to
classify CT scans and X-ray images into Covid-19 and non-Covid-19
cases. The performance of the proposed model is examined using
random validation procedure for the binary classification problem.
We have performed experiments by splitting the training data in two
splits: 80:20 and 50:50, that is, 80% of CT scans and X-ray images are
used for training and 20% for validation. Similarly, 50% of CT scans
and X-ray images are used for training and 50% for validation. In
the experiments, we have used two activation functions: ReLU and
Leaky ReLU and repeated the experiments for both split separately.
Table III shows the experimental results in terms of the Accuracy and
AUC for the two splits using ReLU and Leaky ReLU activations. It
can be observed from Table III that a high average network accuracy
and AUC for CT scans and X-ray images are achieved when leaky
ReLU is used in the proposed model. The average accuracy of the
network is improved by 1.16% and 1.06% for X-ray images and CT
scans, respectively. Similarly, the average AUC of the network is
improved by 2.01% for the X-ray images and 0.47% for CT scans.
Consequently, the leaky ReLU is selected as potential activation
function for the proposed model. At the start of training procedure,
we observed a significant increase in the values of loss function which
has largely been decreased at the end of the training procedure. When
the proposed deep learning model examined all X-ray images and CT
scans over and over again for all epochs during the training, the rapid
ups and downs are slowly reduced in the later part of the training.

TABLE III. Accuracy AND AUC oF THE PROPOSED MODEL FOR CHEST X-RAY
IMAGEs AND CT Scans UsiNG RELU AND LEAKY RELU ACTIVATIONS

Database: Chest X-Ray Images

Tables IV-V indicate the performance of the proposed deep learning
model for two splits using chest X-ray images and CT scans. The
proposed model achieved significant results in terms of the Covid-19
detection and achieved improved accuracy percentage along with
other important metrics. It can be observed from Tables IV-V that
the proposed model achieved better results for chest X-ray images as
compared to CT scans. The proposed model achieved 91.53% network
accuracy for 80:20 split whereas achieved 95.72% network accuracy
for 50:50 split. A high accuracy is reported for 50:50 split setting. The
AUC, an important evaluation parameter indicates that the proposed
model achieved better results. An average of 97.88% AUC is achieved
with the proposed model. Moreover, 50:50 split achieved better AUC
percentage as compared to the 80:20 split for chest X-ray images.
Similarly, 91.44% average network accuracy and 95.92% AUC for CT
scans are achieved with the proposed model. We secondly examined
the results of the proposed model by using Confusion Matrixes and
ROC for the binary classification problem in order to detect the novel
Covid-19. The Confusion Matrixes and ROC are drawn for 80:20 and
50:50 splits of X-ray images and CT scans for both ReLU and Leaky
ReLU activation functions. The vertical axis of confusion matrix shows
the true labels whereas horizontal axis indicates the predicted labels
of Covid-19 and non-Covid-19, respectively. For example, consider the
confusion matrix obtained from the 80:20 split of X-ray images for
ReLU activation function, see Fig. 5(A). The element in first-row first-
column indicates true negatives which means that 98% of negative
samples are classified correctly (non-Covid-19). Similarly, the element
of first-row second-column indicates false positive which means that
2% of negative samples are confused with the positive labels. The
element of second-row first-column represents false negative which
means that 19% of positive labels are identified as negative labels.
Finally, the element of second -row and second-column shows true

TABLE IV. PERFORMANCE EVALUATION OF THE PROPOSED MODEL: SCOVCNN
USING ACCURACY, SENSITIVITY AND AUC

Database: X-Ray Images

Split TP N FP FN | Accuracy | Sensitivity | AUC
80:20 32 87 3 8 91.53% 80% 97.11%
50:50 65 204 3 9 95.72% 87.83% 98.65%
Avg 48.5 145.5 3 8.5 93.63% 84% 97.88%
Database: CT Scans
Split TP N FP FN | Accuracy | Sensitivity | AUC
80:20 282 259 35 8 92.63% 97.24% 96.31%
50:50 541 597 48 75 90.24% 87.82% 95.52%
Avg 411.5 428 415 | 415 91.44% 92.53% 95.92%

TABLE V. PERFORMANCE EVALUATION OF THE PROPOSED MODEL: SCOVCNN

ReLU Leaky ReLU USING PRECISION AND F1-SCORE
Data Split
Accuracy AUC Accuracy AUC Database: X-Ray Images
80:20 90.76% 96.42% 91.53% 97.11% Split TP TN FP FN Precision F1 Score
50:50 93.59% 95.33% 95.72% 98.65% 80:20 32 87 3 8 91.42% 85.33%
Average 92.18% 95.87% 93.34% 97.88% 50:50 65 204 3 9 95.58% 91.54%
Database: Chest CT Scans Avg. 48.5 145.5 3 8.5 93.50% 88.44%
) ReLU Leaky ReLU Database: CT Scans
Data Split
Accuracy AUC Accuracy AUC Split TP N FP FN Precision F1 score
80:20 91.95% 95.79% 92.64% 96.31% 80:20 282 259 35 8 88.95% 92.91%
50:50 88.82% 94.52% 90.25% 95.52% 50:50 541 597 48 75 91.85% 89.79%
Average 90.38% 95.15% 91.44% 95.92% Avg. 411.5 428 41.5 41.5 90.40% 91.35%
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Fig. 5. Confusion Matrices for Chest X-ray images. (A) 80:20 split with ReLU
activation function, (B) 80:20 split with Leaky ReLU activation function, (C)
50:50 split with ReLU activation function, (D) 50:50 split with Leaky ReLU
activation function.
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Fig. 7. ROC analysis for Chest X-ray images and CT scans. (A) 80:20 split with ReLU activation function, (B) 80:20 split with Leaky ReLU activation function,
(C) 50:50 split with ReLU activation function, (D) 50:50 split with Leaky ReLU activation function, (E) 80:20 split with ReLU activation function, (F) 80:20 split
with Leaky ReLU activation function, (G) 50:50 split with ReLU activation function, (H) 50:50 split with Leaky ReLU activation function.

positive which means that 81% of the positive samples are correctly
classified as Covid-19. Consider the confusion matrix obtained from
the 50:50 split of CT scans for leaky ReLU activation function, see Fig.
6(H). The element in first-row first-column indicates true negatives
which means that 94% of negative samples are classified correctly
(non-Covid-19). Similarly, the element of first-row second-column
indicates false positive which means that 6% of negative samples are
confused with the positive labels. The element of second-row first-
column represents false negative which means that 12% of positive
labels are identified as negative labels. Finally, the element of second-
row and second-column shows true positive which means that 88% of
positive samples are correctly classified as Covid-19. The confusion
matrix for chest X-ray images and CT scans are illustrated in Fig. 5-6,
respectively. Non-linear filters in the initial layers of network act as
preprocessing layers which helps in extracting prominent features by
learning the filter coefficient. So, preprocessing in case of convolution
neural network may not help in improving the results. Comparison of
the complexity of state of the art networks is given in Table VI. ROC

plots are depicted in Fig. 7 which indicates the true positive vs. false
positive rates. ROC plots are used to show the separation of features
from each other. We also provided log loss, MSE, MAE, and MLSE for
evaluating the proposed method in Table VIL

TABLE VL. NETWORK COMPLEXITY ANALYSIS

S.No. Technique Parameters
1. AlexNet 62 Million
2. VGG 16 138.36 Million
3. Inception V3 41.33 Million
4. ResNet 50 25.56 Million
5. Proposed Method 9.49 Million
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TABLE VII. COMPARISON OF VARIOUS METHODS FOR LOss

Method Split MSE Log Loss MAE MSLE
Leaky ReLU 50:50 0.1517 0.2719 0.1809 0.1235
Leaky ReLU 80:20 0.1369 0.1995 0.1577 0.1215

ReLU 50:50 0.1819 0.3404 0.2099 0.1544
ReLU 80:20 0.1396 0.2100 0.1606 0.12298

A. Comparison with Other Methods

In this section, we have compared the proposed deep learning model
with other competing deep learning models for Covid-19 detection.
For comparison purpose, we have selected xDNN [55], ResNet [26],
GoogleNet [57], VGG-16 [58], AlexNet [57], Decision Tree [59], and
AdaBoost [60]. All deep learning approaches for Covid-19 detection
are evaluated using Accuracy, precision, sensitivity, F1-score and AUC.
Table VIII shows the performance of the proposed deep learning model
and the competing models. In this experiment we have combined X-rays
and CT scans into a single dataset. We achieved better performance in
terms of Accuracy, precision, sensitivity, F1-score and AUC compared
to other competing methods for covid-19 detection in the literature.
For example, accuracy of the proposed detection method is improved
from 91.73%, 93.75 and 94.96% with GoogleNet, AlexNet and ResNet to
97.48% with SCovCNN. Similarly, the AUC is improved from 95.19%,
79.51%, 94.96% and 97.36% with the AdaBoost, Decision Tree, VGG-
16 and xDNN to 97.36% with SCovCNN. Precision, sensitivity and F1
score of the proposed model is consistently higher than the competing
methods. Decision Tree performed less as compared to other methods.
The improvements in the evaluation metrics with respect to Decision
Tree is plotted in Fig. 8. In convolutional neural networks complexity
of a model is defined by the number of parameters.

25 T T -
xDBB
ResNet
GoogleNet
20 - __ |VGG-16
AlexNet
— AdaBoost
SCovCNN
£ 15 [ ] (] R
S - -
E —
OJ
>
2
Q.
£ 10 | |
Acc;acy . 1
5 | AUC Sensitivity

Methods for Covid-19 Detection

Fig. 8. Accuracy, AUC and Sensitivity improvements of various methods with
reference to Decision Tree.

VI. CONCLUSIONS

In this study, we have proposed a multilayer-Spatial Convolutional
Neural Network for automatic detection of Covid-19 using chest X-ray
images and CT scans. The proposed model showed 98.18% detection
accuracy and 99.98% AUC for chest x-ray images and 97.14% detection
accuracy and 99.51% AUC for chest CT scans. The previous studies
are based on either X-ray images or CT scans for Covid-19 detection.
But, we have used both chest X-ray images and CT scans in this study
to effectively train the proposed network for Covid-19 detection. We
have developed two diverse databases for X-ray images and CT scans.
First database contains 723 chest X-ray images whereas the second
database contains 3228 chest CT scans. Both databases are freely
available for further studies. The proposed model is evaluated using a
number of metrics including confusion matrix, ROC, AUC, accuracy,
precision, sensitivity, and F1 scores, respectively. We have performed
experiments by splitting the training data in two splits: 80:20 and 50:50,
that is, 80% of CT scans and X-ray images are used for training and
20% for validation. Similarly, 50% of CT scans and X-ray images are
used for training and 50% for validation. We have drawn the following
conclusions:

1. The average accuracy and AUC of the proposed model is improved
by 1.16% and 1.06% for X-ray images and CT scans whereas 2.01%
for X-ray images and 0.47% for CT scans. Therefore, it is concluded
that the leaky ReLU is the potential activation function for the
proposed model.

. We concluded that there was a significant increase in the values
of loss function which has largely been decreased at the end of
training procedure. The proposed deep learning model examined
all X-ray images and CT scans over and over again for all epochs
during the training, hence, rapid fluctuations in loss function
values are slowly reduced in the later part of the training.

. Itis concluded that the proposed model achieved significant results
in terms of the Covid-19 detection and achieved higher accuracy,
AUC, sensitivity and F1 scores. The proposed model achieved
91.53% network accuracy for 80:20 split whereas achieved 95.72%
network accuracy for 50:50 split. A high accuracy is reported for
50:50 split setting.

. It is concluded that the proposed model achieved better
performance in terms of the accuracy, precision, sensitivity, F1-
score and AUC compared to competing methods for covid-19
detection. The accuracy of the proposed detection method is
improved from 91.73%, 93.75 and 94.96% with GoogleNet, AlexNet
and ResNet to 97.48% with SCovCNN.

In the future work, we will be devoted in attempting further
improvements in the performance of the proposed model and will
extend the proposed model into a more powerful model. In addition,
we will systematically examine the complex networks and classifiers
to find more accurate results in terms of Covid-19 detection.

TABLE VIII ComPARISON WITH COMPETING METHODS

Database: X-Ray Images/CT Scans

Methods Accuracy Precision Sensitivity F1 score AUC
xDNN [55] 97.38% 91.6% 95.53% 97.31% 97.36%
ResNet [26] 94.96% 93.00% 97.15% 95.03% 94.98%

GoogleNet [57] 91.73% 90.20% 93.50% 91.82% 91.79%
VGG-16 [58] 94.96% 94.02% 95.43% 94.97% 94.96%
AlexNet [57] 93.75% 94.98% 92.28% 93.61% 93.68%

Decision Tree [59] 79.44% 76.81% 83.13% 79.84% 79.51%

AdaBoost [60] 95.16% 93.63% 96.71% 95.14% 95.19%

SCovCNN 97.48% 97.18% 97.57% 97.37% 99.57%
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ABSTRACT KEYWORDS
The aberration in human electrocardiogram (ECG) affects cardiovascular events that may lead to arrhythmias. Arrhythmia

Many automation systems for ECG classification exist, but the ambiguity to wisely employ the in-built feature
extraction or expert based manual feature extraction before classification still needs recognition. The proposed
work compares and presents the enactment of using machine learning and deep learning classification on time
series sequences. The two classifiers, namely the Support Vector Machine (SVM) and the Bi-directional Long
Short-Term Memory (BiLSTM) network, are separately trained by direct ECG samples and extracted feature
vectors using multiresolution analysis of Maximal Overlap Discrete Wavelet Transform (MODWT). Single
beat segmentation with R-peaks and QRS detection is also involved with 6 morphological and 12 statistical
feature extraction. The two benchmark datasets, multi-class, and binary class, are acquired from the PhysioNet
database. For the binary dataset, BILSTM with direct samples and with feature extraction gives 58.1% and 80.7%
testing accuracy, respectively, whereas SVM outperforms with 99.88% accuracy. For the multi-class dataset,
BiLSTM classification accuracy with the direct sample and the extracted feature is 49.6% and 95.4%, whereas
SVM shows 99.44%. The efficient statistical workout depicts that the extracted feature-based selection of data
can deliver distinguished outcomes compared with raw ECG data or in-built automatic feature extraction. The
machine learning classifiers like SVM with knowledge-based feature extraction can equally or better perform

Classification, Bi-Long
Short-Term Memory,
Multi-Resolution
Analysis, Support Vector
Machine, Wavelet
Transform.
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than Bi-LSTM network for certain datasets.

I. INTRODUCTION

HE automation in electrocardiogram (ECG) measurement

enables users to monitor their cardiac signals using smart
portable devices like wearables [1]. Any heart complexity is
immediately observed, reported, or consulted to the experts.
With these advancements, ECG classification and analysis are
upgraded from machine learning to deep learning. The change of
data from 1D to 2D or 3D or vice versa requires high accuracy and
low computational time. The computer configuration needs to get
compatible with new technologies.

There are two phases for the automatic detection and realization
of any cardiac anomaly. These phases are feature extraction and
classification, such as binary or multi-class. The feature extraction
stage gives flexibility to any algorithm to become efficient and
increase the performance rate. It is based on a thorough knowledge

* Corresponding author.

E-mail address: ritu.usict.041164@ipu.ac.in

of the inputs and dataset. With expert experience added, it becomes a
powerful tool to extract the desired features easily. If features extracted
are large in dimensions or direct data samples are acquired, the
need comes from feature compression [2] or reduction. This feature
selection filters primary significant features that make an easy input
for classifiers. The second stage is classification, where the classifier
algorithm gets trained by the collected input feature dataset to predict
the test data and unknown data. This type of automation is seen in
traditional models that use artificial intelligence and machine learning.
The traditional models require a separate feature extraction module
like features extracted by experience, signal processing techniques,
and classification algorithms. These may include wavelet features
[3], [4], [5], Principal Component Analysis (PCA) [6], Independent
Component Analysis (ICA) [7], [8], and statistical features [9]. Wavelet
Transform (WT) has shown a high impact on ECG analysis as wavelet
decomposition gives its sub-bands and coefficients at different levels.
This disintegration helps in finding unique features for analysis. A
wavelet design devoted to noise suppression with the Hidden Markov
Model (HMM) gives successful multi-classification with distinctive
feature extraction [10].
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Recently, technology up-gradation has given deep learning
algorithms that have a single end-to-end structure for feature
extraction and classification. These innovations have given many new
classification algorithms like Recurrent Neural Network (RNN), Long
Short-Term Memory (LSTM), Convolutional Neural Network (CNN)
[11], [12], [13], a hybrid structure like CNN with Bidirectional LSTM
[14] and active classification using deep learning networks [15]. There
is another interesting combination of CNN and LSTM that feature
extract and classify ECG signals of variable length and achieving
accuracy of 98.10% [16]. These models learn features automatically
and get trained.

This experimental study, analyze and compare BiLSTM network
and SVM classification algorithm on 1D sequential ECG data. The
paper contributes towards,

« Implementing discrete wavelet-based denoising and Maximal
Overlap Discrete Wavelet Transform (MODWT) based feature
extraction method for extracting 6 morphological and 12 statistical

ECG attributes.

Providing no information loss due to time in-variant, non-
orthogonal, less variable estimation, and stationary detail time
series achieved by the multi-resolution analysis of MODWT.

Tllustrating the application and the data-based choice to use
machine learning or deep learning for 1-D signals of arbitrary

length.

Conduction of a systematic experiment that demonstrates that
SVM can perform as good as the BiLSTM network on the same
benchmark PhysioNet ECG datasets in similar conditions.

In addition to this, the arrhythmic features are discussed and
supervised by cardiac experts. The classification outcome shows that
extracted featured ECG data yields higher performance than raw ECG
data for deep learning and machine learning classification techniques.

II. PRELIMINARIES

A. Multi-resolution Wavelet Transform

Wavelet Transform (WT) has a wide application area for non-
stationary electrical signals like biomedical. WT provides time-
frequency information simultaneously. The signal representation at
various frequency levels and analyzing it through high and low pass
filters at different scales give the concept of multi-resolution analysis.
MODWT is indifferent to the start point selection of a time series
sequence. MODWT implements DWT twice, once to original series and
another to its transformation, and then merges the outputs. MODWT
coefficients are scaling (~s, ), wavelet (~w, ), approximation (~a, )
and detail (~d, ). These coefficients are described as,

— yhlk-1
~Sk,m= 21:0 ~8k 1Xm—1mod N

(1)
~Wgm = Zfﬁ;l ~hy ) Xm—1moan ®)
~Agm = Z?I;O1 ~glg,l ~Sk,m+1mod N (3)
~dk,m = Z{\I:_Ol ~hlg,l ~Wk m+1mod N (4)

where ~g°=~g, periodized to length N and ~h°=~h, periodized
to length N [17].

MODWT can manage arbitrary sample dimensions as it is an
undecimated type of wavelet transform. The multi-resolution of
MODWT exhibits the zero-phase filtering giving an advantage to
the extracted features to be time-aligned. The characteristics like less
variable estimation and content retention help MODWT be well-
suited with time series as recommended in [18], [19].

B. Support Vector Machine (SVM)

SVM represents supervised machine learning models implementing
kernel functions for non-linear mapping space. SVM can handle binary
and multi-class problems efficiently. Many real-world applications
are successfully implemented using support vector classification.
The working is based on an optimal separable hyperplane [20].
The hyperplane corresponds to a non-linear decision margin for
classification.

SVM deals with noisy and sparse datasets efficiently. SVM is an
exception in handling large and small datasets.

C. Bidirectional Long Short-Memory (BiLSTM) Network

After the growth of machine learning, RNN has ideally started
by retaining and utilizing state information. Storing previous time
information leads to a memory unit. An improvement over RNN,
i.e., LSTM classifier has a gating mechanism that manages long term
input data. It has three layers: input, forget, and output layer. For a
complete long sequence of data, Bidirectional RNN proposes forward
and backward state RNN.

BiLSTM network uses two LSTMs for both the past token state
and future token state. The information is processed from left to right
and vice-versa. For each time stride, there is a hidden forward layer
containing an unknown unit function that operates on the previous
hidden state, input forward state, and hidden back layer having a
hidden unit that stores future hidden state and input to the current
step. A long vector comprises forward and backward representation.
Moreover, the final outputs are the predictions [21].

TABLE 1. DATASET ACQUISITION FROM PHYSIONET

PhysioNet Datasets Description Size of ECG Signal

For Binary .
DBI: g\?r;“al Signal Total:
the PhysioNet 2017 - 5665 x 9000
Challe.n ge Atrial Fibrillati-on 4937 x 9000
Sampling rate: Signal (AFib,_S) 718 x 9000
300 Hz at 16-bit resolution & -
For Multi-class .
DB2: includes 3 Datasets arﬂsl)ythmla Signal Total:
« MIT-BIH Arrhythmia - 162 x 65536
« The BIDMC Congestive . 96 X 65536

Heart Failure Congestive heart

. failure (CHF_S)

« MIT-BIH Normal Sinus 30 x 65536

Rhthm Normal Sinus
Sampling rate : (NS_S) 36 x 65536
128 Hz at 16-bit resolution -

III. PRoPoSED MODWT MULTIRESOLUTION ANALYSIS BASED
SVM AND BILSTM SCHEME

The detailed feature extraction and classification modules are
structured in Fig. 1.

A. ECG Dataset Acquisition

The frequently used PhysioNet databases are involved in the
present study. A detailed description of the dataset acquisition is
tabulated in Table I. For the binary dataset, the PhysioNet 2017
Challenge [22] includes two types of ECG signals, such as Normal
(N_S) and Atrial fibrillation (AFib_S). The data is stored at 300 Hz
with 0.5-40 Hz of bandwidth. The direct samples of each signal give
accurate signal statistics. The length of each signal is trimmed to 9000
samples for balanced data collection. The multi-class dataset requires
three different ECG signals from three different PhysioNet databases,
namely MIT-BIH Arrhythmia Database for Arrhythmia ECG Signal
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Fig. 1. Block Diagram of proposed feature extraction and classification module.
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Fig. 2. Extracted ECG features of DB1 for binary classification.

(A_S), the BIDMC Congestive Heart Failure Database for Congestive
heart failure Signal (CHF_S) and MIT-BIH Normal Sinus Rhythm
Database for Normal Sinus Signal (NS_S). The data collection has
65536 samples of each ECG recording, which is sampled at 128 Hz [23].

B. Pre-processing Unit

During the pre-processing stage, the collection of raw ECG samples
is refined by two processes, such as normalization that returns data
with the centre to zero and standard deviation to one. The amplitude
variation is reduced to a minimum, and consistent data is available
for further processing. The next step is to filter ECG and remove
noise artifacts like baseline wander and power line interferences.
In the present work, the discrete wavelet transform (DWT) is

implemented using the Daubechies wavelet family (db4). The
wavelet decomposition, removal of undesired detail, and approximate
coefficient and reconstruction of signal results in filtered ECG signal
[24]. Fig. 2 and Fig. 3 displays normalized and filtered ECG signal.

C. Feature Extraction

For the feature extraction process, a preliminary session was
conducted to determine the difference between arrhythmic conditions
involved in the present study. Cardiac experts supervise the feature
recognition workout. MODWT and MODWT Multiresolution
Analysis (MODWTMRA) are applied for extracting the distinctive
attributes. The filtered ECG signal is decomposed to level 4 using
Daubechies(db4) wavelet, and MRA is applied that results in detail
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Fig. 3. Beat segmentation of ECG signals (DB2) for multi-class classification.

(D1, D2, D3, D4) and an approximation coefficient (A4). D4 exactly
matches the original sample coordinates. So, it is used for extracting
the morphological features using signal processing techniques [25].

For the binary dataset DB1, 18 feature vectors comprising
6 morphological and 12 statistical features are extracted. The
morphological features are the amplitudes of prominent peaks (P, R,
T,QRS’ complex), RR interval, and Pcount. As it is observed in Fig. 2 that
in atrial fibrillation P peaks are not prominent, and their count varies
from normal ECG. Also, there is a difference in RR interval, Ramp,
and Tamp. The statistics are applied to the coefficients reducing their
dimensions to achieve better results. The attributes are mean of A4,
standard deviation, and variance of D1, D2, D3, D4, and A4. And lastly,
maximum MRA energy from all scales. The ECG signal dimension
reduces from 5655 x 9000 to 5665 x 18 to be used by the classifier.

For the multi-class dataset (DB2), the ECG signal count is few for
classification. So, beat segmentation from 162 ECG signals is required.
The beat segmentation requires R peak location and 99 samples before
R peak and 100 samples after R peak, comprising 120 samples for each
heartbeat count. It is observed that the three different ECG signals such
as A_S, CHF_S, and NS_S are very similar in morphological metrics,
and only the slope and QRS width have shown variation, as presented
in Fig. 3. So, these extracted 120 data points of every single heartbeat
can directly be used. The ECG signal dimensions reduce from 162 x
65536 to 22400 x 120 ECG beats and can be used by the classifier.

D. Classification

The differentiating feature vectors of datasets DB1 and DB2 are
inputted to the classifiers such as the BiLSTM network and SVM.
The two categories of data are imported to a simple BiLSTM network
layer. For DB1, the input to BiLSTM is direct samples (5665 x 9000)
and featured data (5665 x 18). For DB2, the input to BiLSTM is direct
samples (162 x 65536) and featured data (22400 x 120). The output size
of the BiLSTM layer is kept 100 units, and the output mode is set to
‘last’ that maps input signal into 100 features. The other attributes of
BiLSTM training are adaptive moment estimation, mini-batch size of
150 for each epoch, maximum epochs of 10, Initial learning rate as
0.01, and gradient threshold is set to 1 to stabilize output.

In parallel, SVM is also used as a classifier, and the input is 5665 x 18
featured ECG signals, and 22400 x 120 featured ECG beats. SVM uses
three kernel functions that are linear, rbf, and quadratic or polynomial.

IV. EXPERIMENTAL RESULTS

The proposed classification setup requires both the ECG signal as
well as ECG beat. So, features are extracted, and beats are detected
from the signal. For extensive performance analysis and evaluation,
two different datasets are created from PhysioNet, namely DB1(binary-
dataset) comprising normal(N_S) and abnormal (AFib_S) signals, and
DB2(multi-class) comprising three different ECG beats such as AB,

CFB, and NSB. The classification results are realized using MATLAB
(R2018 working environment for academic use), and NVIDIA Discrete
graphics with GPU are used for the training process.

ECG data signals and beats are grouped as testing and training
data. The training process helps the classifier train on existing data,
whereas the testing process checks the accuracy of the classifier on
unknown or new data. As for DB1, the AFib_S signals are very few
compared to N_S (718: 4937), so data augmentation is proposed that
is also known as oversampling. The MATLAB function ‘repmat’ is
used for this purpose. As for DB2, the three different ECG beats are
good in the count. So, there is no need of data repetition. The data
partitioning scheme is not required for the BILSTM network as the
neural network shuffles the data automatically. Nevertheless, for SVM,
5-fold and 10-fold cross-validation schemes are implemented for DB1
and DB2, respectively. The proposed testing and training arrangement
yield efficient results. Table IV gives training and testing of data
information.

Fig. 4 to Fig. 7 show the accuracy obtained with the BILSTM network
scope. Each plot is divided into two sections. The top section depicts
the training process, and the bottom section depicts the training loss
simultaneously. The respective confusion matrix is also shown. Fig.
4 presents the classification through the BiLSTM network for DB1
using direct ECG samples showing training and testing accuracy of
61.6% and 58.1%, respectively. Moreover, the same network inputted
with a featured dataset, as shown in Fig. 5, depicts an improvement
of training and testing accuracy of 81.5% and 80.7%, respectively. In
the case of DB2, Fig. 6 shows the BiLSTM network with direct ECG
samples, and Fig. 7 shows a vast improvement in training and testing
accuracy from 88.8% to 95.9% and 49.6% to 95.4% respectively. Unlike
the previous result, 120 segmented ECG data points help in the
improvement of accuracy.

The statistical parameters are Overall Accuracy Analysis (OAA),
Precision (%), Recall (%) and F1Score that are defined by,

TPR+TNR

0AA(%) = — =T —— % 100 5
Precision(%) = % x 100 ©)
Recall (%) = ———x 100% @
F1Score (%) = S22 x 10095 ©

where TPR: True Positive Response, FPR: False Positive Response,
FNR: False Negative Response, and TNR: True Negative Response.
TPR means truly existing and detected signal. FPR means not a true
response but detected. FNR means to be a true response but not
detected. F1 Score means minimum and maximum optimal recognition.
Table II and Table III tabulates the classification performance of binary
and multi-class SVM.
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TABLE II. BINARY CLASSIFICATION OUTCOMES OF SVM For DB1

Classifier Confusion Matrix Precision, % Recall, % F1 Score, %
OAA, %
Type N_S AFib_S N_S AFib_S N_S AFib_S N_S AFib_S ’
4789 237
Linear 99.66 95.40 95.28 99.67 97.42 97.49 97.46
16 4921
5026 0
RBF 99.74 100 100 99.73 99.87 99.86 99.87
13 4924
5026 0
Polynomial 99.76 100 100 99.75 99.88 99.87 99.88
12 4925
TABLE III. MULTI-CLASS CLASSIFICATION OUTCOMES OF SVM FOR DB2
Classifier Confusion Matrix Precision, % Recall, % F1 Score, % OAA.
Type AB CFB NSB AB CFB NSB AB CFB NSB AB CFB NSB %
7984 13 3
Linear 28 6282 90 99.57 98.18 98.83 99.8 98.15 98.63 99.68 98.17 98.73 98.92
6 103 7891
7995 3 2
RBF 1 6380 19 99.98 98.39 99.73 99.93 99.68 98.73 99.96 99.03 99.23 99.44
0 101 7899
8000 0 0
Polynomial 20 6328 52 99.67 99.03 99.34 100 98.87 99.12 99.82 98.95 99.23 99.37
8 62 7930
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Fig. 8. Scatter diagram for SVM: (a) Binary Classification, (b) Multi-class classification.
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Fig. 8 displays a scatter diagram for SVM that discriminates
coefficients of binary and multi-class datasets. The experimental results
predict that with a large number of beat counts and a large dataset,
SVM gives better accuracy for non-linear and non-stationary biological
signals like ECG compared to the BiLSTM deep learning network.

V. DI1sCcuUssION

The impact of employing different classification techniques on
direct, in-built, and knowledge-based handcrafted features of binary
and multi-class ECG datasets has shown consequential observations,
as indicated in Table IV.

The feature extraction before applying classification shows
much better performance in the present study, and the same is also
reported in [34]. For both the datasets, the accuracy rate of 95% and
above is achieved only in the knowledge-based extracted features of
ECG signals. The statistical variations can be justified by the points
described below.

A. ECG Feature Set

In the case of a binary dataset, using knowledge-based 18 extracted

attributes with the BiLSTM network results in an increase of 19.9 %
training accuracy and 22.6 % of testing accuracy compared to using
direct raw ECG samples.

The same feature set with SVM results in an increase of 19.18
% performance accuracy compared with the BiLSTM network.
This means that if known features of arrhythmic ECG signal are
differentiated and extracted, as shown in Fig. 2, machine learning can
perform better than deep learning in such cases.

Similarly, for a multi-class dataset, ECG beat segmentation is done
to demonstrate another positive impact of extracting PQRST data
points of a single beat. These are hand-crafted direct 120 ECG data
points of each heartbeat, as shown in Fig. 3. Using these features with
the BILSTM network results in an increase of 7.1 % training accuracy
and 45.8 % of testing accuracy compared with using direct raw ECG
samples or whole signal as input. The same feature set with SVM
results in an increase of only 4.04 % accuracy compared with the
BiLSTM network. This illustrates that instead of using all direct raw
ECG samples, it is beneficial to use required and informative features
with deep learning to increase performance accuracy above 95%. Also,
machine learning algorithms like SVM can perform equal or better
than deep learning networks like BiLSTM.

TABLE IV. PERFORMANCE COMPARISON OF THE IMPLEMENTED SVM AND BILSTM MODELS

Classification Data Partitions Feature set Classifier Accuracy (%)
. . Training 61.6
Direct Samples BiLSTM B
Training Data: 8876 Testing 28.1
Binary Testing Data: 980 BIiLSTM Training 81.5
No. of MODWT & MODWT MRA based Testing 80.7
classes: 2 For SVM: morphological and statistical features Linear 97.46
5-fold cross validation (18 features) SVM RBF 99.87
Polynomial 99.88
. . Training 88.8
Direct Samples BiLSTM -
Training Data: 13340 Testing 49.6
Multi-class Testing Data: 8960 BILSTM Training 95.9
No. of Testing 95.4
classes: 3 For SVM: BMOIS)WT & MOD?VZTOI\D/[RA ba?ed) Linear 98.92
iAot eat Segmentation (1 ata points
10-fold cross validation g p SVM RBF 99.44
Polynomial 99.37
TABLE V. PERFORMANCE COMPARISON OF THE PROPOSED MODELS WITH OTHER STATE-OF-THE-ART METHODS
fE
Literature Classes Numll))eel:;s cG Extracted Features Classifier Accuracy (%)
Sahoo et al. (2017) [26] 4 1071 MRA of DWT SVM 98.39 %
(Temporal and morphological)
Plawiak (2018) [27] 17 1000 Genetic optimization, s'electlcjm ar}d the spectral SVM 98.85%
power density estimation
Guerra et al. (2019) [25] 4 49,691 Wavelets, Higher ordq statistics, morphological Multlple SYM 0450%
and local binary patterns combination
Zubair et al. (2016) [29] 5 - End-to-end CNN 92.70%
Acharya et al. (2017) [30] 2 110094 End-to-end CNN 95.22%
Acharya et al. (2017) [31] 5 109,449 End-to-end CNN 94.03%
Lodhi et al. (2018) [32] 2 81,652 End-to-end CNN 93.53%
Lui et al. (2018) [33] 4 - End-to-end CNN-LSTM 94.62%
Direct Samples BiLSTM 58.1%
2 186,615 BiLSTM 80.7%
MODWT & MODWT MRA based features
SVM 99.88%
Proposed models (2020) : )
Direct Samples BiLSTM 49.6%
3 22,400 MODWT & MODWT MRA based beat BiLSTM 95.4%
segmentation SVM 99.44%
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B. Performance Comparison with Existing Literatures

The efficient classification outcomes performed by different
methods recently are illustrated in Table V. The robust feature
extraction techniques like wavelet decomposition are used before
classifiers like SVM, as reported in [26], [28]. Sahoo et al. [26] detected
the QRS complex using MRA of WT with SVM classification on
MIT-BIH ECG database of PhysioNet achieving 98.39% accuracy
and a meager error rate 0.42%. In 2018, Pawel Plawiak achieved
98.85% accuracy on ECG fragments using feature extraction with
pre-processing. ECG characteristics were estimated using PSD and
tested using genetic optimization and selection before employing
SVM classification on 1000 cardiac beats [27]. An ensemble SVM, i.e.,
multi SVM approach, is demonstrated with wavelet-based, HOS, LBP,
and many amplitude values for feature extraction with specific SVMs
[28]. The ensemble methodology implemented showed satisfactory
performance of 94.50 % of accuracy.

The automatic in-built feature extraction concept is also known
as the End-to-end technique, is used in deep learning algorithms, as
reported in [29]-[33]. Zubair et al. [29] employed a small patient-specific
ECG dataset to implement CNN achieving classification accuracy of
92.50 % for five different beats. Acharya et al. [30] proposed CNN to
diagnose normal and myocardial beat with an accuracy of 95.22%. They
investigated ECG beats with and without noise removed. Another CNN
model was designed by Acharya et al. [31] in 2017, depicting 94.03%
accuracy with high-frequency noise removal technique on 109,449
ECG beats. They classified five different ECG classes with improved
generalization capability. Lodhi et al. [32] achieved 93.53 % accuracy
by designing a 20-layered CNN model for binary classification,
including 81,652 beats. Another model introduced by Lui et al. [33] has
a sequence of CNN and BiLSTM for multi-class MI diagnosis classifying
4 categories and achieving a performance rate of 94.62%.

The accuracy of 80.7% achieved by the proposed BiLSTM networks
using hand-crafted feature extraction, yet it is lower than the accuracy
of 95.4 % achieved by proposed BiLSTM network using informative
beat segmented direct ECG data points. Besides, the proposed SVM
with MODWT extracted features outperforms CNN and BiLSTM
networks with built-in or hand-crafted features by achieving an
accuracy rate of 99.88% for binary and 99.44% for multi-classification
respectively. More evidence is reported in [35] where the combination
of MRA of DWT with Online Sequential Extreme Learning Machine
(OSELM) as classifier has achieved a 99.44% accuracy rate for two
classes and 98.51% accuracy rate for multi-class, respectively.

C. Limitations

In the present study, there is the usage of data augmentation for
BiLSTM networks, 5-fold, and 10-fold cross-validation for SVM due
to small sample size constraints. So, overfitting issues can exist. This
limitation can be rectified by experimenting with large size datasets.
Moreover, by using same datasets of different studies and same
validation methods the results can be directly compared considering
similar environment.

VI. ConcLUSION

The proposed work is an experimental research analyzing the
classification capability using in-built feature extraction of deep
learning with machine learning using distinctive knowledge-based
feature extraction on time series sequential ECG data. BILSTM network
with automatic feature extraction is implemented on the publicly
accessible and available PhysioNet 2017 Challenge dataset, and then
the same two-class dataset is treated with SVM using manual feature
extraction derived using MODWT, and MODWTMRA. The 18 feature
vectors of normal and Atrial Fibrillation ECG signals are extracted

under the supervision of cardiac experts. Another dataset comprising
of three different classes from the PhysioNet database is also used.
For this, feature extraction involves beat segmentation comprising 120
informative data points of each category of ECG beat. In both cases,
under similar experimental scenarios, the raw ECG data is firstly fed
to BiLSTM networks, then hand-crafted ECG features to the BiLSTM
network and SVM. The research outcomes suggest that deep learning
with in-built feature extraction cannot always be an efficient method
for all types of ECG datasets. However, machine learning with manual
feature extraction can prove to show better performance in certain
experimental conditions.

The pre-processing and feature extraction are two significant
preliminaries before classification for one-dimensional data. The hand-
crafted feature extraction involves expert experiences and control of
signal data. It is observed that for a long duration dataset instead of
training BiLSTM with raw ECG samples, it is justified to train with
informative segmented beat data points or distinctive vital feature
set for desired outcomes. Also, the appropriate feature extraction
like wavelet decomposition can be incorporated in the deep learning
algorithms to achieve high-performance classification.

For future direction, the featured input data can be made robust
and refined to achieve higher accuracy using network classifiers by
applying dimensionality reduction techniques.
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ABSTRACT
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Nuclei segmentation in whole-slide imaging (WSI) plays a crucial role in the field of computational pathology.
It is a fundamental task for different applications, such as cancer cell type classification, cancer grading, and
cancer subtype classification. However, existing nuclei segmentation methods face many challenges, such as
color variation in histopathological images, the overlapping and clumped nuclei, and the ambiguous boundary

Digital Pathology, Nuclei
Segmentation, Whole
Slide Imaging, Deep
Learning.

between different cell nuclei, that limit their performance. In this paper, we present promising deep semantic
nuclei segmentation models for multi-institutional WSI images (i.e., collected from different scanners) of
different organs. Specifically, we study the performance of pertinent deep learning-based models with nuclei
segmentation in WSI images of different stains and various organs. We also propose a feasible deep learning
nuclei segmentation model formed by combining robust deep learning architectures. A comprehensive

comparative study with existing software and related methods in terms of different evaluation metrics and the
number of parameters of each model, emphasizes the efficacy of the proposed nuclei segmentation models.

I. INTRODUCTION

NOWADAYS, digital pathology is rapidly gaining momentum as a
proven and essential technology. Its popularity has grown in
the last decade due to the improvements in hardware and software.
The whole-slide imaging (WSI) refers to the scanning of conventional
glass slides to produce high-resolution digital images slides, that
can be stored and accessed using dedicated software. The potential
applications of digital pathology comprise cell segmentation, counting
cancer cells, and prognosis of cancers.

Cell segmentation refers to the process of identifying groups of
pixels that represent cell nuclei. This process is often complicated,
especially in the presence of adjacent or overlapping cells and color
variation in histopathological images. It is one of the core operations
in histopathology image analysis. So, in the context of computational
pathology, accurate nuclei segmentation techniques are highly needful
for extracting, mining, and interpreting sub-cellular morphologic
information from digital slide images. Several extracted descriptors
such as cell nuclei shape and number of cell nuclei in WSI images are
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key components of studies such as the determination of cancer types,
cancer grading, and prognosis [1].

Indeed, there is diverse tissue types, variations in staining, and
cell types, leading to different visual characteristics of WSI images.
These variations make the segmentation of nuclei segmentation a
challenging task (see Fig. 1). The visual characteristics of WSI images
make it very difficult to develop traditional image processing-based
segmentation algorithms that give acceptable nuclei segmentation
results. The difficulty increases when the segmentation algorithms
handle WSI images taken from several cancer patients and collected
at different medical centers for various organs, such as breast, kidney,
prostate, and stomach [4]. Existing nuclei segmentation software and
toolboxes include Cell profiler [2] and Image]-Fiji [3]. Cell Profiler
simultaneously measures the size, shape, intensity, and texture of
a variety of cell types in a high throughput manner [2]. Image]J-Fiji
exploits the latest software engineering practices to merge powerful
software libraries with a wide range of scripting languages to allow
fast prototyping of image processing algorithms [3].

In turn, the success of deep learning models with several computer
vision-based applications encouraged researchers to make extensive
efforts of works attempted at developing image segmentation
approaches using deep learning models. Of note, the nuclei
segmentation task necessitates an enormous effort to manually create
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pixel-wise annotations to be used for training deep learning models.
For instance, a multi-path dilated residual network was proposed
in [14] for nuclei segmentation and detection. In [17], a nuclei
segmentation method based on deep convolutional neural networks
(DCNNes) for histopathology images was proposed. However, existing
nuclei segmentation methods may achieve good results with a
dataset of WSI images and poor performance with other datasets.
The main reasons for these limited results are color variations in
histopathological images resulted from acquiring WSI from different
scanners, the overlapping and clumped nuclei, and the ambiguous
boundary between adjacent cell nuclei.

Breast

Fig. 1. Examples of WSI images for multi-organ samples.

To tackle these challenges, in this paper, we present promising
deep semantic nuclei segmentation models for multi-institutional
histopathology images of different organs. These deep learning-based
semantic segmentation models are trained in a supervised way to focus
on the nuclear regions and to discriminate between nuclear pixels and
other pixels. In this way, the models can learn nuclei-aware features,
color information, as well as recognizing the complete cells. Indeed,
such promising nuclei segmentation models can be used to extract apt
features for nuclear morphometrics. Also, it could contribute to the
advancement of digital pathology software.

The key contributions of this paper are:

« Study the performance of different deep learning models with
nuclei segmentation in WSI images of various stains and various
organs. A challenging multi-institutional multi-organ WSI image

dataset is used in this paper (publicly available dataset).

Propose a feasible deep learning nuclei segmentation model
formed by combining robust deep learning architectures (so-called
PSPSegNet). It achieves 3.48% improvement on the Fl-score and
6.62% improvement on aggregated Jaccard index (AJI).

A comprehensive comparative study with existing software and
related methods is presented, in terms of different evaluation
metrics and the number of parameters of each model. Also, the
use of nuclei segmentation models to count the number of nuclei
in WSI images.

Below, we present the remaining sections of this paper. In Section
11, we study and discuss the related work. In Section III, we explain the
methodology in detail. Section IV includes the experimental results,
comparisons and discussion. Section V concludes the paper and gives
different points of future work.

II. RELATED WORK

In the last years, various deep learning models have been
employed for performing different segmentation tasks in biology [4].
Generally, most outstanding deep segmentation models are based on
convolutional neural networks (CNNs), recurrent neural networks
(RNNs), encoder-decoders architecture, and generative adversarial
networks (GANS).

Naylor etal. [5] introduced a fully automated method for cell nuclei
segmenting in WSIimages based on three segmentation models, namely
PangNet, a fully convolutional network (FCN), and DeconvNet. They
ensembled the three segmentation models, obtaining an Fl-score of
0.80. Also, Naylor et al. [6] proposed a segmentation method of nuclei
in histopathology data based on CNN. They proposed a distinct idea to
segment toughing or overlapping nuclei by formulating the problem
as a regression task, where they aim at predicting the distance map
of nuclei. They claimed that the main problem in the segmentation
of nuclei is that segmentation methods tend to segment adjacent or
overlap nuclei one object. Their approach outperforms some related
nuclei segmentation methods on the AJI score.

Wang et al. [7] proposed a bending loss regularized network
for nuclei segmentation in histopathology images. The proposed
bending loss defines high penalties to contour points with large
curvatures and applies small penalties to contour points with a slight
curvature. Minimizing bending loss can avoid generating contours
that encompass multiple nuclei. In the case of histopathology images,
nuclei have a smooth shape, and the points on the boundaries of nuclei
have small curvature changes. In turn, the points on the contour with
large curvature changes have a high probability of being the touching
points of two or multiple nuclei. The nuclei segmentation scheme
comprises three steps: 1) a preprocessing step for color normalization,
2) an encoder-decoder architecture with the bending loss, and 3) a
postprocessing step described in [8] was employed. The proposed
model was validated on the MoNuSeg dataset, obtaining an AJI score
of 0.621 with the same organ test and score of 0.641 with different
organ tests.

Al-Kofahi et al. [9] proposed a three-step cell nuclei segmentation
approach: 1) the detection of the cells using a deep learning-based
model to obtain pixel probabilities for nuclei, cytoplasm, as well
as background, 2) the separation of touching cells based on blob
detection and shape-based watershed techniques that can distinguish
between the individual nuclei from the nucleus prediction map, and
3) the segmentation of the nucleus and cytoplasm. With four different
datasets, they obtained an accuracy of 0.84. Besides, Cui et al. [10]
proposed an automatic end-to-end deep neural network algorithm
for the segmentation of individual nuclei. They introduced a nucleus-
boundary model to predict nuclei and their boundaries simultaneously
using a fully convolutional neural network. They obtained the area
of each nucleus via a simple, fast, and parameter-free postprocessing
procedure. This method can segment a 1000x1000 image in less than
5 seconds, which facilitates precisely segment WSI images in an
acceptable time.

In [11], Qu et al. proposed a weakly supervised segmentation
framework based on partial points annotation in histopathology
images. The framework consists of two stages: 1) a semi-supervised
strategy to learn a detection model, and 2) a segmentation model is
trained from the detected nuclei locations in a weakly-supervised
manner. Specifically, the authors employed the original WSI images
and the shape before nuclei to obtain two types of coarse labels from
the points annotation using the Voronoi diagram and a k-means
clustering algorithm. These rough labels are used to train a deep
learning model, and then a dense conditional random field is utilized
in the loss function to fine-tune the trained model. With a multi-organ
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WSI dataset, they achieved a dice score of 0.73. In [12], a conditional
generative adversarial network (cGAN) model was proposed for
nuclei segmentation, where the segmentation problem was posed as
an image-to-image translation task rather than a classification task. A
large dataset of synthetic WSI images with perfect nuclei segmentation
labels was generated using an unpaired GAN model. Both synthetic
and real data with spectral normalization and gradient penalty for
nuclei segmentation were used to train the cGAN model.

Zhou et al. [13] presented a deep learning-based model called
contour-aware informative aggregation network (CIA-Net) with a
multilevel information aggregation module between two task-specific
decoders. Instead of using independent decoders, this model exploits bi-
directionally aggregated task-specific features to model the spatial and
texture dependencies between nuclei and contour. Besides, a smooth
truncated loss is utilized to mitigate the perturbation from outliers. As
a result, the CIA-Net model is almost built using informative samples,
and so its generalization capability could be enhanced (i.e., with
multi-organ multi- center nuclei segmentation tasks). With the 2018
MICCAI challenge of the multi-organ nuclei segmentation dataset,
they achieved a Jaccard score of 0.63.

Furthermore, the authors of [14] proposed a multi-path dilated
residual network for nuclei segmentation and detection. This network
comprises the following: 1) a multi-scale feature extraction step based
on D-ResNet and feature pyramid network (FPN), 2) a candidate
region network, and 3) a final network for detection and segmentation.
The segmentation network involves segmentation, regression, and
classification sub-networks. With the MonuSeg dataset, they obtained
an AJI of 0.46. Mercadier et al. [15] presented a nuclei segmentation
framework based on DCNNs. They formulated the problem as
segmentation in a holistic manner rather than the classification of
patches. The dataset employed is partially annotated, and they used a
weighted background model for the network to give more importance
to the boundaries of nuclei.

Furthermore, the authors of [16] used a modified version of the
U-Net [28] architecture, so-called U-Net++, in which they combined
U-Nets of varying depths. With the nuclei segmentation task, they
achieved an improvement of 0.0187 with the intersection-over-union
(IoU) metric compared to U-Net. The authors of [17] proposed a nuclei
segmentation method based on DCNNs for WSI images. To segment
nuclei, they used the Mask R-CNN model [ 18] with color normalization.
In particular, the method includes three major steps: preprocessing,
nuclei segmentation, and postprocessing. In the preprocessing step,
they applied several augmentation techniques to increase the amount
of training data and used a color normalization method to reduce the
color variation in WSI images. For nuclei segmentation, they followed
the implementation of the Mask R-CNN framework stated in the
original paper [18] for the backbone network and employed a feature
pyramid network (FPN). In the postprocessing, they applied multiple
inference methods to improve the segmentation results, obtaining an
F1-score of 0.91.

It is worth noting that color variation in histopathological
images, the overlapping and clumped nuclei, and the ambiguous
boundary between different cell nuclei limit the performance of the
above-mentioned nuclei-segmentation methods. Besides, most of
the models proposed for this task are complex and do not give the
required results. In this study, we present promising deep semantic
nuclei segmentation models for overcoming the above-mentioned
limitations. To demonstrate the potency of these models, we consider
WSI images collected from different scanners of different organs,
namely breast, kidney, colon, stomach, prostate, liver, and bladder.

III. METHODOLOGY

A. Nuclei Segmentation Framework

Several deep learning-based semantic segmentation approaches
have been proposed in the last decade, supported by the outstanding
ability of convolutional neural networks (CNN) in producing semantic
and hierarchical image features [19]. In our study, we choose five of the
most popular models used for semantic segmentation and adapt them
to the nuclei cell segmentation task. Fig. 2 presents the framework of
nuclei segmentation, which consists of training and testing phases.

As shown in Fig. 2 (a), the training phase includes a preprocessing
step, training the segmentation model, and a postprocessing step. In
the preprocessing step, we apply the sparse stain color normalization
method of [20] to reduce the variability of color between multi-
institutional and multi-organs WSI images. The size of WSI images is
high (1000x1000 pixels), and thus it very difficult to train deep learning
models with such image size. Thus, we split each WSI into four non-
overlapped sub-images. In the postprocessing stage, we assemble the
segmented masks corresponding to the four non-overlapped sub-
images to restore the original image size.

In the training step, we train different deep learning-based
segmentation models. To mitigate overfitting and enhance
generalization of the deep learning models, we employ data
augmentation techniques. Specifically, we randomly crop 200 patches
from training images to augment the data. The number of cropped
patches is empirically tuned.

Training Images Ground-Truth

S T

WSI dataset Deep L .
for multi-organ ceep earning
images Model loss
Calculating

a. Training Phase

Testing Image Segmentation Output

R T

Trained Deep
Learning Model

Postprocessing

Evaluation
Metrics

Fig. 2. Nuclei segmentation framework: a) training phase, and b) testing phase.

b. Testing Phase

As shown in Fig. 2 (b), in the test phase we also employ the
preprocessing step to normalize the stain of test images and split each
test image into four non-overlapped images. Of note, preprocessing
step is important to make the same setting used to train the models.
After we get the segmented image from a trained model, we apply
postprocessing operations to restore the original image size. Besides,
we use a connected component algorithm to detect cells and count
them. Finally, we evaluate the performance of the nuclei segmentation
models in terms of pixel-level F1-score (Dice score) and object-level
AJI score metric.

B. Deep Learning-based Semantic Segmentation Models

Fully convolutional network (FCN): In [21], Long et al. proposed
the FCN architecture that receives an input image with arbitrary size
and produces pixel-wise predictions (i.e. segmentation mask), as
shown in Fig. 3. They demonstrated that end-to-end and pixels-to-
pixels deep convolutional networks could deliver promising results

-37-



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 6, No6

with the semantic segmentation task. FCN includes deconvolutional
layers to up-sample coarsely deep convolutional layer outputs to
dense pixels of any desired resolution.
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Fig. 3. Diagram of the FCN architecture.

The main idea behind FCN is to create a semantic segmentation
network by adjusting state-of-the-art classification networks as
such AlexNet [22], the VGG net [23], and GoogLeNet [24] into fully
convolutional networks and transfer their representations to the
segmentation task (e.g. use of fine-tuning techniques). It is worth
noting that the structure of FCN allows generating segmentation maps
for images of any resolution without employing fully connected layers,
and therefore the FCN architecture is considered as one of the most
innovative deep learning architecture that opened the door for several
innovations in image segmentation based on deep learning [19].
Besides, skip connections are used to combine semantic information
of different layers to produce accurate and detailed segmentation
results. Specifically, skip connections enable information to flow,
avoiding information loss because of other elements on deep learning
architectures, such as max-pooling (down-sampling) and dropout
layers. The common FCN architectures are FCN-32, FCN16, and FCN8
[21], which are based on VGG-16 backbone [23]. In our study, we use
FCNS as it gives the best performance.

DenseNet:Several subsequentapproachestosemantic segmentation
have been inspired by FCN [21], of them the architecture of FC-
DenseNets [25]. In short, Jégou et al. [25] extended the architecture
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Fig. 4. Diagram of the FC-DenseNets architecture: (a) the two paths of FC-
DenseNets architecture for semantic segmentation, and (b) a dense block with
4 layers.

of densely connected convolutional networks (DenseNets) [26], which
has achieved remarkable results on image classification tasks, to the
semantic segmentation problem. In DenseNet, each layer is connected
to other layers in a feed-forward fashion to facilitate the training
process. Also, a feature reuse approach is implemented to enable all
layers to access their preceding layers.

Fig. 4 (a) shows the architecture of FC-DenseNet, which consists of
the down-sampling path described in [26] and the upsampling path
which allows recovering the full resolution of input images. As shown,
in the down-sampling path the input to a dense block is concatenated
with its output, which yields a linear growth in the number of feature
maps. Notably, in the down-sampling path, the increase in the number
of features is recompensed by decreasing in spatial resolution of each
feature map after the pooling operation.

Fig. 4 (b) presents the architecture of the dense block. Of note, in
FC-DenseNets an up-sampling process referred to as transition up.
Transition up modules consist of a transposed convolution that up-
samples the previous feature maps. The up-sampled feature maps are
then concatenated to the ones coming by skip connection to form the
input of a new dense block.

U-Net: Ronneberger et al. [28] proposed the U-Net architecture,
which also is inspired by FCN architecture. The core idea of U-Net and
its training strategy is based on the use of data augmentation methods
to effectively learn from the available annotated samples. As shown in
Fig. 5, the U-Net architecture is built based on the scheme of encoder-
decoder networks, which enable capturing the contextual features
from input images. The down-sampling path of U-Net (encoder
network) follows the typical architecture of FCN to extract features. At
each down-sampling step, the number of feature channels is doubled.
The up-sampling path (decoder network) consists of deconvolution
layers. Feature maps from the encoder network are concatenated with
the corresponding ones of the decoder network to avoid losing pattern
information (spatial information). Finally, a 1x1 convolution layer is
used to generate the segmentation mask, where each pixel of the input
channel is assigned to one of the classes.
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Fig. 5. Diagram of the U-Net architecture.

SegNet: In [29], Badrinarayanan et al. presented the SegNet
architecture, which consists of an encoder network and a decoder
network followed by a pixel-wise classification layer, as shown in Fig.
6. The encoder network of SegNet is similar to the first 13 convolutional
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layers of VGG16 [23] without fully connected layers. The decoder
network of SegNet comprises a hierarchy of decoders, where each one
corresponds to an encoder layer. The decoder layers use max-pooling
indices received from the corresponding encoder layers to perform
non-linear up-sampling of the feature maps, which eliminates the need
for learning to up-sample. The up-sampled maps are then convolved
with trainable filters to produce dense feature maps.

Although U-Net and SegNet have similar architecture, U-Net does
not reuse pooling indices, and it transfers the entire feature map to
the corresponding decoder layers and concatenates them with the up-
sampled feature maps, which costs more memory.

L

Pooling Indices

Output

|:| Conv + BN + ReLU |:| booling
D Up-Sampling |

Fig. 6. Diagram of the SegNet architecture.

Self-correction mechanism with CE2P network: In [30], Lietal.
introduced a training strategy called self-correction for human parsing
(SCHP), which can iteratively improve the reliability of supervised
labels as well as the learned models during the training process. The
architecture used in SCHP is inspired by the CE2P architecture used
in [31]-[32]. It consists of three main branches, namely parsing, edge,
and fusion. The training strategy can be divided into two procedures:
model aggregation, and label refinement (self-correction mechanism).
A cyclically learning scheduler is used to produce reliable pseudo
masks. Self-correction is performed iteratively by aggregating the
current learned model with the former optimal one in an online
manner.

In this study, a cyclically learning scheduler with warm restarts is
used. In each cycle of the self-correction mechanism, we compute a
set of weights (models), W = {Wg, W1, ..., Wy} and the corresponding
predicted labels, Y = {§¢,¥,...,¥u} After each training cycle,
the current model weights W are combined with the weights of the
previous cycle Wy,_1 to obtain new weights W, as follows:

n
nt1

A A

Wn_1 +

W, = w

n+1

1

Likewise, the predicted labels of the current cycle are combined
with the labels of the previous cycle, as follows:
n

N 1 .,
a1tV

n+1

where n refers to the current cycle number (0 < m < M) and ¥ is the
generated pseudo-labels (pseudo masks) with the model W,

PSPSegNet (PSP with SegNet): In [33], Zhao et al. developed
the pyramid scene parsing network (PSPNet), which considers the
strength of the global context of the image to enhance the local level
predictions. The authors of PSPNet claim that FCN based architectures
do not employ a suitable strategy to utilize the context of the whole
image. Thus, they proposed a pyramid pooling module (PPM) to
incorporate global contextual information. For each input image,
PSPNet utilizes a pre-trained ResNet (feature extractor) to get feature
maps. The feature maps from the feature extractor are pooled at

four different scales corresponding to four different pyramid levels.
Then, PPM is used to produce various sub-region representations,
succeeded by up-sampling and concatenation layers to produce the
final feature maps (i.e. the final representation) that comprise global
and local contextual-information. The final representation is inputted
into a convolution layer to produce the per-pixel prediction (i.e. the
segmentation mask).

To improve the nuclei segmentation results, in this study, we present
the PSPSegNet by combining PPM (the key component of PSPNet)
with the SegNet architecture, as shown in Fig. 7. We use ResNet [34]
as the encoder of SegNet, succeeded by the PPM module. The encoder
feature maps are concatenated with the up-sampled outputs of the
pyramid levels and then fed into the decoder of the SegNet to produce
the segmented image.

Pyramid Pooling Module Concat

Fig. 7. Diagram of the PSPSegNet architecture.

In this study, we analyze the performance of the five models
explained above (FCN, FC-DenseNet, U-Net, Self-correction, and
PSPSegNet) with the nuclei segmentation task. We train them using
the MoNuSeg dataset [27]. In the test phase, we separately assess the
performance of each trained model.

C. Model Evaluation

In this study, we use the aggregated Jaccard index (AJI) proposed
in [27] and F1-score (dice score) to assess the performance of the
nuclei segmentation methods. AJI is an extended version of the
Jaccard index which divides the aggregated intersection cardinality
by the aggregated union cardinality between the ground truth (G)
and segmented masks. If AJI equals 1, it means that we obtain perfect
nuclei segmentation results. AJI can be expressed, as follows:

Al = TE16inP; )]

= — '
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where G = U;—1, g G is the ground truth masks, P = Uj—12 1 P;
are the prediction nuclei segmentation outputs, P;" (i) is the connected
component from the prediction output that maximizes the Jaccard
index. Ind is the list of indices of pixels that do not belong to any
element in ground truth (G).

The Fl1-score is the harmonic mean between the precision and
recall. The F1-score is identical to the dice coefficient, which can be
formulated, as follows:

2 XTP
Fl= ———
2XTP+FP+FN

4

where TP, FP, FN refers to the true positive, false positive, and false-
negative rates, respectively.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Dataset

In our experiments, we use the MoNuSeg dataset [27], which
contains 30 WSI images with annotations. MoNuSeg is a very
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challenging dataset as it has WSI images of 7 organs (breast, kidney,
colon, stomach, prostate, liver, and bladder) collected at different
medical centers (i.e., various stains). The size of each WSI image is
1000x1000. Of the 30 WSI images, we use 23 WSI images for training
the models and the rest for testing. Mainly, we keep one WSI image for
each organ in the testing set.

B. Implementation Details

As introduced in Section IIL.A, the computation cost of training
deep learning models makes it very difficult to train them with the

very high resolution of the input image (1000x1000 pixels). Therefore,
in the preprocessing step, we apply the sparse stain normalization
method of [20] on each WSI image and then rescale it to 1024x1024,
and then we divide it into four non-overlapping sub-images of size
512x512. We augment the training data by cropping 200 512x512
patches from each WSI image randomly. Thus, the total training
dataset has 4692 of 512x512 patches, and the testing set has 28 sub-
images (7 WSI images x 4 splits). A GTX1080 with an 8GB memory
GPU is used to run the experiments. All models are trained for 100
epochs, the stochastic gradient descent (SGD) is used as an optimizer

TABLE I. SUMMARIZATION OF MODELS ARCHITECTURE

FCN

FC-DenseNet

U-Net

Input Layer, in_ch= 3

Feature Extraction Layers

First Layer

Contracting Path Layers

3x3 Conv, F= 48

3x3 Conv+ReLU (2 layers) + MaxPool (S= 2), F= 64

Down Sampling Layers

3x3 Conv+BN+ReLU (2 layers) + MaxPool (S= 2), F=64

3x3 Conv+ReLU (2 layers) + MaxPool (S= 2), F= 128
3x3 Conv+ReLU (3 layers) + MaxPool (S= 2), F= 256
3x3 Conv+ReLU (6 layers) + MaxPool (S= 2), F= 512

Up-sample Layers
3x3 DeConv + BN + ReLU, F= 512
3x3 DeConv + BN + ReLU, F= 256
3x3 DeConv + BN + ReLU, F= 128
3x3 DeConv + BN + ReLU, F= 64
3x3 DeConv + BN + ReLU, F= 32

Output (Classifier) Layer

DB (4 layers) + TD, F=112
DB (5 layers) + TD, F=192
DB (7 layers) + TD, F= 304
DB (10 layers) + TD, F= 464
DB (12 layers) + TD, F= 656

Bottleneck Layers

DB (15 layers), F= 896

Down Sampling Layers
TU + DB (12 layers), F= 1088
TU + DB (10 layers), F= 816
TU + DB (7 layers), F= 578
TU + DB (5 layers), F= 284

3x3 Conv+BN+ReLU (2 layers) + MaxPool (S= 2), F=128
3x3 Conv+BN+ReLU (2 layers) + MaxPool (S= 2), F=256
3x3 Conv+BN+ReLU (2 layers) + MaxPool (S= 2), F=512

Middle Layers

3x3 Conv+BN+ReLU (2 layers) + MaxPool (S= 2), F=1024

Expanding Path Layers
Upsample (scale=2) + 3x3 Conv+BN+ReLU (2 layers), F= 512
Upsample (scale=2) + 3x3 Conv+BN+ReLU (2 layers), F= 256
Upsample (scale=2) + 3x3 Conv+BN+ReLU (2 layers), F= 128
Upsample (scale=2) + 3x3 Conv+BN+ReLU (2 layers), F= 64

1x1 Conv, C =2 TU + DB (4 layers), F= 256
Output Layer Gt e
1x1 Conv, C = 2 1x1 Conv. C = 2
SoftMax T
PSPSegNet SelfCorrection
Input Layer, in_ch=3
First Layer First Layers

7x7 Conv+BN+ReLU (1 layer) + MaxPool (S= 2), F=64

Encoders Layers (ResNet Backbone)

3 x [(1x1 Conv+BN) + (3x3 Conv+BN)+(1x1 Conv+BN) + ReLU], F= 256
4 x [(1x1 Conv+BN) + (3x3 Conv+BN)+(1x1 Conv+BN) + ReLU], F= 512
23 x [(1x1 Conv+BN) + (3x3 Conv+BN)+(1x1 Conv+BN) + ReLU], F= 1024

3 x [(1x1 Conv+BN) + (3x3 Conv+BN)+(1x1 Conv+BN) + ReLU], F= 2048

PPM Layer:
[AvgPool + (1x1 Conv+BN+ReLU)] (4 layers), F=2048
1x1 Conv, F= 2048

Up-sample Layers
5x5 Conv+BN (4 layers), F=1024, 512, 64, 32 respectively

Decoder Layers:
1x1 Conv+BN+ReLU, F = 1024
1x1 Conv+BN+ReLU, F = 512
1x1 Conv+BN+ReLU, F = 64
1x1 Conv+BN+ReLU, F = 32

Output_Layers:
1x1 Conv+BN+ReLU, F=2
3x3 Conv, C= 2

3x3 Conv+BN+ReLU (2 layers), F =64
3x3 Conv+BN+ReLU+ MaxPool (S =2), F=128

Feature Extraction Layers (ResNet Backbone)

3 x [(1x1 Conv+BN) + (3x3 Conv+BN)+(1x1 Conv+BN) + ReLU], F= 256
4 x [(1x1 Conv+BN) + (3x3 Conv+BN)+(1x1 Conv+BN) + ReLU], F= 512
23 x [(1x1 Conv+BN) + (3x3 Conv+BN)+(1x1 Conv+BN) + ReLU], F= 1024
3 x [(1x1 Conv+BN) + (3x3 Conv+BN)+(1x1 Conv+BN) + ReLU], F= 2048

Context_Encoding:
[AvgPool + (1x1 Conv+BN+ReLU)] (4 layers), F=4069
3x3 Conv+BN+ReLU, F= F= 2048

Parsing Module_Layers
1x1 Conv+BN+ReLU (4 layers), F =256
1x1 Conv, F= 2

Edge_Module Layers
1x1 Conv+BN (4 layers), F= 256
3x3 Conv, F= 2

Output Fusion Module Layers:
1x1 Conv+BN+ReLU, F=2
1x1 Conv, C=2
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with an initial learning rate of le-1, a momentum of 0.99, and a weight
decay of 1e®. A batch size of two images is used.

Table I presents the architecture summarization of FCN, FC-
DenseNet, U-Net, PSPSegNet, and Self-Correction models. Where
S, Fand C stand for stride, the number of feature maps (filters), and
the number of output classes, respectively. With the FCN model, we
follow the FCN8 architecture presented in [21] and use VGG-16 [23]
as a feature extractor with its 13 convolutional layers. We decapitate
VGG-16 by discarding the final classifier layer. An up-sampling with 5
deconvolution layers is employed after extracting the features. Finally,
we utilize a 1x1 convolution with channel dimension 2 to predict
scores for each nuclei class.

In the FC-Dense model, DB refers to the Dense-Block shown in
Fig. 4. (b), where each layer in the block consists of a 3x3 convolution
layer with a batch normalization layer followed by ReLU activation.
TD refers to transition down operation using a 2x2 max-pooling layer
with a stride of 2, and TU refers to the transition-up process using a
3x3 transpose convolution layer with a stride of 2.

We follow the same implementation of FC-DenseNet103
architecture presented in [25]. This architecture is built from 103
convolutional layers; the first convolutional layer is applied onto
the input, 38 convolutional layers in the down-sampling path, 15
convolutional layers in the bottleneck, and 38 convolutional layers in
the up-sampling path. Besides, 5 TD are used, each one containing a
convolution, and 5 TU, each one containing a transposed convolution.
Finally, a 1x1 convolution layer and a Softmax non-linearity are used
to provide the per class distribution at each pixel.

In the U-Net model, two 3x3 convolutional layers followed by
ReLU and 2x2 max-pooling operation with stride two are used in each
encoder block. In each decoder block, two deconvolution layers are
used, which are then concatenated with the corresponding feature
maps of the encoder layers. The final layer of the decoder has a 1x1
convolution to map each 64-feature vector to two classes.

In the case of the PSPSegNet model, we use ResNet-101 architecture
in the encoder. We implement a PPM between the encoder and the
decoder. A bilinear up-sampling operation that consists of four 5x5
convolution layers with batch normalization is applied after PPM. The
decoder includes four layers, where each consists of 1x1 convolution
and batch normalization layers. Finally, a 1x1 convolution layer
followed by a 3x3 convolution layer is used to provide the per class
distribution at each pixel.

In the Self-Correction model, we use ResNet-101 [34] as a backbone

of the feature extractor and use an ImageNet [35] pre-trained weights
to commit with the same implementation in [30]. We adopt the PSP

F1-scores for all test samples for each evaluated model
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network [33] as a context encoding module. The parsing module
and edge module comprise four 1x1 convolution layers with batch
normalization and ReLU followed by one 1x1 convolution layer
for the parsing module and one 3x3 convolution layer for the edge
module. Finally, a fusion module is employed, which includes a 1x1
convolution layer with batch normalization and ReLU followed by a
1x1 convolution layer to predict scores for each nuclei class. Table II
presents the architecture and the source code links of each model.

TABLE II. MODELS ARCHITECTURE BACKBONES

Model Backbone GitHub links
FCN VGG-16 https://github.com/pochih/FCN-pytorch
FC-Dense Net - https://github.com/bfortuner/pytorch_tiramisu
U-Net - htps:/github.com/LeeJunHyun/Image_Segmentation
PSPSegNet ResNet-101  https:/github.com/alexgkendall/SegNet-Tutorial
f:f;lf; etion ResNet-101 ?Itgr)’:gl g_;iZf;;;m/PeikeL i/Self-Correction-

C. Results and Discussion

Table III shows the segmentation results of the nuclei segmentation
models with the MoNuSeg dataset in terms of the dice coefficient
(F1-score) and AJI score. As shown, FCN obtains F1-score of 0.8467
and AJI of 0.6418, which are lower than the other four models. FC-
Dense Net and U-Net achieve improvements on the F1-score of 1.2%
and 1.56%, respectively, when compared to FCN. Besides, they give
gains on the AJI of 2.28% and 3.38%, respectively. PSPSegNet obtains
the best results with 3.48% improvement on the F1-score and 6.62%
improvement on AJI, thanks to PPM that encourages the PSPSegNet
model to learn global context features of WSI images. The F1-score
and AJI of PSPSegNet are 0.26% and 0.66% higher than the ones of
Self-Correction. This analysis reveals that both PSPSegNet and Self-
Correction could be used to get suitable nuclei segmentation results.

TABLE III. COMPARISON BETWEEN THE NUCLEI SEGMENTATION MODELS

F1-Score AJI
FCN 0.8467 0.6418
FC-Dense Net 0.8587 0.6646
U-Net 0.8623 0.6756
PSPSegNet 0.8815 0.7080
Self-Correction 0.8792 0.7014

AJl scores for all test samples for each evaluated model
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Fig. 8. Boxplots of F1-score and AJI of the five nuclei segmentation models: (a) F1-score, and (b) AJL
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Fig. 8 shows the boxplots of Fl-score and AJI for all nuclei
segmentation models. Given the scores of test images with a particular
model, a boxplot can be displayed based on a five-number summary:
the minimum, the maximum, the sample median, and the first and
third quartiles. In Fig. 8, the red horizontal line refers to the sample
median. As shown, the PSPSegNet and Self-Correction models have not
any outliers on F1-score and AJI values. U-Net model has the highest
median F1-score and AJL, but it produces the highest number of outliers
on both evaluation metrics. However, FCN has AJI less than U-Net; it
has a lower number of outliers. As we can see, PSPSegNet and Self-
Correction models almost achieve the same median AJI and F1-score
values. PSPSegNet achieves the maximum AJI and Fl-scores when
compared to other models, while FCN produces the minimum values.

Fig. 9 presents samples of segmented WSI images of different
organs. We can notice that segmentation results can vary from one
organ to another. For example, the WSI image of the liver organ (Fig. 9
(a)) has several big nuclei and some of them are overlapped. As shown
in Fig. 9 (a) Col. 6, the PSPSegNet model accurately segments the cell
nuclei with an AJI score 0.635, while the FCN model gives the worst
segmentation results with an AJI score of 0.349 (Fig. 9 (a), Col. 3). We
believe that the good performance of PSPSegNet is a result of the
employment of PPM that integrates multi-scale maps in the middle of
the model to learn WSI image context features. The same conclusion
can be said for the colon organ WSI image (Fig. 9 (c)) and the bladder
WSI image (Fig. 9 (e)).

(g) Stomach.

Fig. 9. Segmentation results of all models with different organs (liver, breast, colon, kidney, prostate, bladder, and stomach). The first and second columns
represent the original input image and ground truth mask, respectively. Columns 3-7 represent the output mask of FCN, FC-DenseNet, U-Net, PSPSegNet, and

SelfCorrection, respectively.
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Fig. 9 (b) shows a WSI image of the breast organ that has a
noticeable color stain variation with a lot of overlapped nuclei. As
shown in Fig. 9 (b) Col. 7, the Self-Correction model obtains the
best performance with an AJI score of 0.655, thanks to the cyclically
learning scheduler that enhances the segmentation results. The
same conclusion can be said for the WSI image of the kidney organ
shown in Fig. 9 (d). Fig. 9 (g) presents a WSI image of the stomach
organ that has a dense number of nuclei. As we can see, all models
produce good segmentation results. Specifically, the PSPSegNet
model achieves the best results with an AJI score of 0.829. It is
worth noting that all models obtain good segmentation results
with stomach, liver and breast WSI images. However, in the case of
the most complex WSI images that have color stain variation and
overlapped nuclei, PSPSegNet and Self-Correction models produce
the best segmentation results.

As nuclei segmentation is crucial to cell counting, it is interesting
to study the performance of the five segmentation models with
this task. In this regard, Fig. 10 presents a comparison between the
number of cell nuclei in the predicted masks of each segmentation
model and the ground-truth. To count the number of cell nuclei
in each mask, we employ the connected component algorithm.
In this experiment, we empirically set a threshold of 70 pixels for
the minimum area of cells. As shown in Fig. 10, the number of cell
nuclei obtained by the PSPSegNet model is a bit higher than the
ones of the ground-truth, while the number of cell nuclei obtained
by the Self-Correction model is close to the ground-truth. In turn,
FCN, FC-Dense, and U-Net models have a lower number of cells
than the ground-truth.

Fig. 11 shows a comparison between the number of parameters of
FCN, FC-DenseNet, U-Net, PSPSegNet, and self-correction models.
As shown, there is a noticeable variation in complexity between the
nuclei segmentation models. It is worth noting that the good results
achieved with the PSPSegNet model (F1-score 0.882 and AJI score
0.708) cost a massive number of parameters that exceed 122 million.

—ar

FCN FC-Dense

U-Net —--— PSPSegNet — — -

Self-Correction

Number of Cells

Number of Samples

Fig. 10. Comparison between the number of cell nuclei in the predicted masks
of each segmentation model and the ground-truth.

The Self-Correction model has 66 million parameters, which is
almost half of PSPSegNet while achieving acceptable segmentation
results (F1-score 0.879 and AJI score 0.701). However, the number
of parameters of the FC-DenseNet model is less than the FCN
model (around 9 million); it achieves a better F1-score and AJL
The FC-DenseNet model is also better than the U-Net model in
terms of the number of parameters without a big difference in the
segmentation results.

No. of parameters (In Millions)

|

U-Net

5 -

FCN PSPSegNet

FC-DenseNet Self-Correction

Fig. 11. Comparison between the number of parameters of FCN, FC-
DenseNet, U-Net, PSPSegNet, and self-correction models.

In this study, we also ensemble the prediction masks of the top
three models (U-Net, PSPSegNet, and self-Correction) using a simple
pixel-wise aggregation function, as follows:

Ens=OR[U__,AND (PSP _.,S )]

mask’

®)
where U A S and S sk ATE the prediction masks of U-Net,
PSPSegNet, and Self-Correction models, respectively. Ens is the
ensemble output. This ensemble method increases the AJI score to

0.7103 (0.23% improvement on the AJI compared to PSPSegNet).

Indeed, pathologists prefer to use easy and friendly software to
segment cells from histopathology images. One of the most popular
software is ImageFIJI [3]. Fig. 12 shows the segmentation results of the
ImageFIJT program. As shown, the segmentation result of ImageFIJI
is worse than the one of the proposed ensemble model (U-Net,
PSPSegNet, and Self-Correction models). Also, ImageFIJI gives an AJI
score of 0.533, which is much lower than the one of FCN model (the
worst nuclei segmentation model presented in this study). Therefore,
PSPSegNet could be a proposing nuclei segmentation method for
pathologists.

ImageFlJ1

Assembled Output

Fig. 12. Segmentation results of (middle) ImageFIJI software, and (right)
ensemble of U-Net, PSPSegNet, and Self-Correction models.

In the literature, several studies have also used the MoNuSeg
dataset and evaluated the segmentation models using F1-score and
AJL. For instance, the study of [12] proposed a deep conditional
generative adversarial network (cGAN) model, the study of [11]
proposed a weakly supervised deep nuclei segmentation model, and
the study of [7] presented the bending loss regularized network, to
segment nuclei in WSI images. Mahmood et al. [12] obtained an F1
score of 0.866 and an AJI score 0.721, Qu et al. [11] achieved an F1
score of 0.778 and an AJI score of 0.505, and Wang et al. [7] obtained
an AJI score 0.641. Based on the results mentioned above, we can
conclude that PSPSegNet and self-correction approach outperforms all
these approaches in term of pixel-level F1-score. Besides, the results
achieved in [11] are much lower than the ones of PSPSegNet, and Self-
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Correction models in terms of F1-score and AJI, noting that weakly
supervised nuclei segmentation using points annotation technique
may not be appropriate for cell nuclei segmentation. In terms of
object-level AJI score, we can see that the results of [12] exceed our
models, noting that this approach depends on synthetic training data
that may not produce very accurate cell shapes.

To end, the models presented in this study can overcome the
challenges that existing nuclei methods face. Specifically, PSPSegNet
achieves promising performance in terms of the F1-score AJI scores.
Thus, PSPSegNet could be a feasible nuclei segmentation tool for
pathologists. It is worth noting that the segmentation model presented
in this paper can be used to segment region of interest in several
medical image modalities, such as the segmentation of nipples in
thermograms [35], segmentation of pectoral muscle in mammograms
[36], and vessel segmentation in fundus images [37].

V. CONCLUSION

In this paper, we have presented promising deep semantic nuclei
segmentation models in WSI images of different organs and collected
from various clinics. To overcome the challenges that existing nuclei
segmentation models face, we have sought the efficacy of pertinent
deep learning models with nuclei segmentation task. Besides, we have
consolidated robust deep learning architectures to build an efficient
deep learning nuclei segmentation model (named PSPSegNet).

To demonstrate the performance of the nuclei segmentation models,
we have used a well-known multi-organ WSI image dataset that
includes WSI collected from different organs and scanners. We have
comprehensively compared the performance of the nuclei
segmentation models and exiting software in terms of the Fl-score
metric, object-level AJI metric, and the number of trainable
parameters. The proposed PSPSegNet model achieved the highest
performance with a pixel-level F1-score of 0.8815 and an object-level
AJI score of 0.7080. PSPSegNet achieves promising results, but it has
122 million trainable parameters. In comparison with FCN, PSPSegNet
achieved 3.48% improvement on the F1-score and 6.62% improvement
on AJL.

Interesting results have been obtained with the Self-correction
model with an F1-score of 0.8815 and AJI-score of 0.7080 with almost
67 million trainable parameters. Of note, the number of trained
parameters of FCN, FC-DenseNet, and U-Net models ranges from
9 to 34 million, but they obtained lower segmentation performance
than PSPSegNet with F1-scores of 0.847, 0.859, 0.862 respectively, and
AJI scores of 0.641, 0.665, 0.676 respectively. Also, we have compared
the performance of PSPSegNet with existing software (ImageFIJI),
noting that PSPSegNet achieves better results. The experimental
results emphasize that the PSPSegNet model could be used in the cell
counting task.

The future work will include several extensions of the current study:

« The use of different aggregation strategies to combine the
individual nuclei segmentation models.

« Incorporation of stain normalization techniques into the deep
learning framework with different strategies.

« Converting the WSI images to other coordinate systems, such as
the log-polar coordinates [39] and the curvilinear coordinates [37]
to improve the nuclei segmentation results.
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ABSTRACT
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The use of advanced algorithms and models such as Machine Learning, Deep Learning and other related
approaches of Artificial Intelligence have grown in their use given their benefits in different contexts. One of
these contexts is the medical domain, as these algorithms can support disease detection, image segmentation
and other multiple tasks. However, it is necessary to organize and arrange the different data resources involved
in these scenarios and tackle the heterogeneity of data sources. This work presents the CARTIER-IA platform:
a platform for the management of medical data and imaging. The goal of this project focuses on providing a

Information System,
Medical Data
Management, Medical
Imaging Management,
Artificial Intelligence,
Health Platform.

friendly and usable interface to organize structured data, to visualize and edit medical images, and to apply
Artificial Intelligence algorithms on the stored resources. One of the challenges of the platform design is
to ease these complex tasks in a way that non-Al-specialized users could benefit from the application of AI

algorithms without further training. Two use cases of Al application within the platform are provided, as well
as a heuristic evaluation to assess the usability of the first version of CARTIER-IA.

I. INTRODUCTION

RTIFICIAL Intelligence (AI) algorithms have grown in popularity

and increased its range of uses over the years. The possibility
of applying them to different problems and contexts provide a wide
support in complex scenarios in which data is continuously being
generated.

One of these complex scenarios is the medical context. These
algorithms and approaches are becoming very relevant when
analyzing medical data [1]. However not only structured or tabular
data can be involved in this context; medical imaging are also crucial
resources within the medical domain.

The analysis of medical imaging involves complex tasks such as
disease detection, segmentation, assessment of organ functions, etc. [2]—
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[4]. In this sense, artificial intelligence algorithms can provide support
to these tasks with similar performance compared to human skills [5].

However, as introduced, data is being continuously generated
in medical scenarios, which makes its management a convoluted
responsibility. In fact, not only several data sources can be involved,
but also different data structures. This data heterogeneity is a challenge
both for its management and the application of Al algorithms.

Because of this, one of the main challenges of applying Al algorithms
in real medical scenarios relies on the unification and accessibility of
the generated data. For this reason, information systems are required
to gather, clean, organize and structure data in order to apply Al
algorithms in a friendly, secure and anonymized manner.

This work presents a platform for the management of structured
data and imaging resources in the medical context with advanced
features such as their visualization, edition and application of Al on
the stored resources.

Powerful tools such as information dashboards can be easily
integrated in the platform [6], [7] to explore structured data. This
kind of tools provide support to knowledge generation, which is very
relevant in this context [8].

On the other hand, DICOM editors and Al integration are also

crucial components, which allow the modification and advanced
exploration of imaging data.
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The starting point of this project stems from the need of using a
collaborative platform to gather these heterogeneous types of data.
Unifying medical data sources through a collaborative platform eases
their exploration and analysis, as well as enabling the possibility of
sharing knowledge across different projects.

In this case, the platform was built for research purposes in the field
of cardiology, but its flexibility enables its use for other fields in which
structured data and medical imaging need to be unified.

In fact, the features of this platform can also provide support to
educational purposes, in which the application of Al scripts is guided
and explained to novice or non-specialized users [9], [10].

Relying on a web-collaborative platform also allows the integration
of artificial intelligence algorithms. In fact, cardiac imaging is
particularly interesting for the application of Al algorithms, since
many tasks are related to the assessment of volumes, distances and
motion of different structures in the heart and, in this regard, deep
learning techniques have been proven to achieve good results [11].

Cardiac imaging is usually composed of DICOM (Digital Imaging
and Communication On Medicine) files [12] from echocardiographic,
magnetic resonance, or computed tomography, among the most
important. Other online medical imaging platforms implement the
DICOM protocol and are available for these purposes, some of them
even in an open-source format [13].

On the other hand, there exist solutions based on application
programming interfaces with pretrained models’ repositories for use in
the medical imaging field. Nevertheless, these repositories are mostly
oriented towards advanced users with expertise in programming and
data science knowledge [14].

As can be seen, different solutions arise to manage medical imaging
and execute Al algorithms over them. However, in this scenario, it is
necessary not only to unify data sources, but also these kinds of services.

For these reasons, the development of a technological ecosystem
[15], [16] is an appropriate solution to merge both functionalities into
a user-friendly web-based interface.

The CARTIER-IA platform can be seen as a technological ecosystem
that support all data-management related tasks (including structured
data and medical imaging collection) and also enable both healthcare
professionals and data scientists to apply Al models to the stored images.

Deep learning and machine learning models can be stored by Al
developers through Python scripts, as it will be detailed in section
2.C. Using this approach, scripts can be executed through the web
interface by any user interested in analyzing the image, with the goal
of providing the benefits of these scripts without requiring python-
programming skills nor advanced knowledge regarding Artificial
Intelligence algorithms.

In this respect, given the fact that not every user is skilled in
programming Al algorithms, the platform needs a user-centered
approach to provide friendly interfaces and bring Al-driven tasks
closer to non-specialized users.

In this work we present the integration of Al algorithms into
the CARTIER-IA platform’s DICOM viewer and editor. A heuristic
evaluation of the tool is provided to test its usability and improve
the image processing and Al application workflow with the goal of
offering better user experience.

The structure of this paper is as follows: section II outlines the
technical details of the platform as well as the heuristic evaluation
methodology, section III explains the main functionality blocks of the
CARTIER-IA platform, section IV describes two use cases of the Al
integration within the platform and section V provides the heuristic
evaluation results regarding the image editor and script application
tool. Finally, section VI and section VII discuss the results and present
the conclusions, respectively.

II. METHODOLOGY

A. Technical Details of the Platform

The platform relies on different technologies and frameworks
which are integrated using a client-server architecture.

The front-end employs HTML, CSS, and JavaScript to send data
to the server. On the other hand, the DICOM viewer and editor
is also located at the front end, and it is implemented through the
Cornerstone.js library.

On the other hand, the back end performs more complex tasks to
fulfil the requirements of the platform, such as the data storage, data
processing and an Artificial Intelligence environment.

The technology employed to implement this client-server approach
as a web application is Django, a Python-based web framework [17].
The web application is also connected through web requests to other
services such as a REDCap instance to manage additional projects and
information.

Due to the necessity of pre-validate DICOM images and structured
data, upload processes can be time-consuming tasks. For this reason,
job queries have been implemented to carry out these data uploads
asynchronously as background jobs. This allow users to navigate the
platform while their data is uploading.

Finally, to implement the integrated Al environment, the back end
is supported by libraries such as OpenCV and TensorFlow, in order to
enable the execution of deep learning models and other Al-related scripts.

B. Usability Study: Heuristic Evaluation

Integrating complex tasks such as Al algorithms in a web interface
in which other diverse functionalities are involved is a challenge,
especially regarding providing a good user experience.

For this reason, the platform needs to be thoroughly tested in terms
of its usability. One of the preliminary studies that has been carried
out to identify interface design weaknesses in the platform’s first
version is a heuristic evaluation.

Although there are several heuristics sets to perform heuristic
evaluations, the most popular are the ten heuristics by Nielsen [18].
There are also specific heuristics related to the medical domain, but
there aren’t focused on this kind of platforms (they are mostly related
to the evaluation of Electronic Health Records [19], [20]).

However, due to the fact that CARTIER-IA platform is mainly
focused on research tasks, image edition and Al algorithms application,
the previous heuristics are not the best fit for this usability study.

For these reasons, the Nielsen’s heuristics were the selected instrument
to perform the heuristic evaluation on the CARTIER-IA platform. This
set is composed of ten heuristics, which are listed below [18].

HR1:
HR2:
HR3:
HR4:
HR5:
HRe:
HR7:
HRS:
HR9:
HR10: Help and documentation.

Visibility of system status.

Match between system and the real world.
User control and freedom.

Consistency and standards.

Error prevention.

Recognition rather than recall.

Flexibility and efficiency of use.

Aesthetic and minimalist design.

Help users recognize, diagnose, and recover from errors.

A total of six experts were involved in the heuristic evaluation. Four
of these experts were HCI experts (web developers and researchers),
and two of them both HCI experts and domain experts (a Ph.D.
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student and clinical data scientist) [21]. In fact, these double experts
had used the CARTIER-IA platform as users before performing the
heuristic evaluation.

The heuristic evaluation was carried out using a template with
guidelines to support the evaluation and issues’ reporting. Each
evaluator had only access to his/her own report, in order to avoid
biases. The evaluation template had three fields to collect the
evaluator’s name, the name of the tool evaluated, and the browser that
they employed to access the platform.

Finally, the template provided a table with three columns (heuristic
name, score from 1 to 10 and problems detected) and one row per
problem detected within each heuristic.

III. THE CARTIER-IA PLATFORM

A. Data Collection

As introduced in section I, one of the motivations of developing the
platform is to unify data from different sources and arrange them into
a more friendly structure. Due to this requirement, the CARTIER-IA
platform provides two types of data upload processes.

First, a structured data uploader. The platform allows users to
upload spreadsheets of data at different levels, containing information
associated to patients, image studies or files. The platform also
supports longitudinal structures (repeated measurements or data for
the same patient over time).

In addition, data schemas are flexible to vary among different
projects, so a project might contain a structured data schema
completely different from another.

This flexibility is accomplished through the Django ORM (a
database-abstraction API). The Django ORM API provides access to
a relational database with the structure shown in Fig. 1. The platform
is mainly organized through projects, which will hold data from
different patients. Structured data is stored as JSON object at different
levels (patient, study or file), which provides the support to modify the
data schemas across projects.

Series ]

[ Patient ]—[ Study ]—[
s - 71
1
( A
ject B .| Employee
P

1
L Institution

Proj File

)
N J

N

1
Fig. 1. Schematic overview of the platform’s data structuration.

On the other hand, the platform provides a second data uploader;
an image data uploader. This uploader allows users to upload a set
of image studies through compressed files. The service handles the
DICOM format, read some of the metadata tags, check the integrity
of data anonymization of each file and validates the metadata against
already stored structured data, linking them if applicable.

In this regard, imaging data relies on three entities: studies, series,
and files. These entities provide the structure to manage data about
the DICOM images that will be uploaded to the platform.

The image files are referenced through these entities and stored
through file systems. The type of file system can be modified, allowing
flexibility in the selection of the storage technology.

Finally, the platform integrates an external tool to make the data
management more powerful. A REDCap instance is connected to the
platform to enable the importation of its data, thus providing another
layer of data unification. REDCap (Research Electronic Data Capture) is
an electronic data capture (EDC) software and workflow methodology
for creating and designing clinical research databases [22].

B. Image Edition

Another main functionality of the platform is its image editor.
When DICOM images are uploaded, users can explore them more
closely through this tool. One of the benefits of this image editor is
that is fully integrated within the platform, so it is not necessary to use
external tools to carry out image modifications.

This is possible because, as explained in section II, image edition
takes place in the browser through the Cornerstone.js (https://github.
com/cornerstonejs/cornerstone) framework, an open-source library to
parse and render DICOM files.

Thanks to this approach, users can edit the images they are currently
exploring, and decide later if they can make these annotations and
modifications persistent.

These modifications are not stored along the image itself, but as
JSON objects containing all the necessary meta-data regarding the
carried-out modifications or annotations. By storing the modifications
as standalone objects, it is possible to explore the annotations made
by other users, compare them against each other or even to have a
version control of the modifications on each image.

The majority of image edition tools and functionalities are supported
by another open-source framework, which provides an extensible
solution for creating tools on top of Cornerstone.js (https://github.
com/cornerstonejs/cornerstoneTool). Specifically, the following tools
are available through the image editor:

Brush and scissors tools for image segmentation

Segmentation layers and brush size selectors to ease the
segmentation process of the images

Length and area tools to measure image fragments
Annotation tools

Zoom tools

A crop tool (computed on the backend)

A tool to apply uploaded and validated Al scripts (computed on
the backend)

C. Artificial Intelligence Support

The feature in which this paper is focused is the Artificial
Intelligence integration within the platform. This feature has two
main motivations:

« To offer the benefits from Artificial Intelligence algorithms in situ,
without the necessity of leaving the platform to applying these

algorithms

To provide a friendly interface to apply Al scripts and open their
use to non-specialized users

This feature allows researchers to upload their Al scripts into the
platform and make them available to other users. Only researchers
with privileges can add new scripts, which need to be thoroughly
tested by the corresponding researcher before integrating them into
the platform to ensure a reliable functionality.

The platform also provides an uploader to define the algorithm’s
meta-data. In this case, algorithms’ meta-data is highly important to
properly integrate the scripts within the platform. These meta-data
provide information about the algorithm’s output (a modified image,
a set of measures, a segmentation mask, etc.), its applicability (as their
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Fig. 2. Screenshot of a manual segmentation (left) and the AI algorithm output (right).

application might be limited to specific DICOM modalities) or other
parameters depending on the output.

It is important to clarify that the algorithms need to be pre-trained
before their integration into the platform. For this reason, the uploader
also provides a field to upload the exported model or the models’
weights depending on the type of Al algorithm employed.

To sum up, to integrate an algorithm into the platform it is necessary
to provide the pre-trained model, and the script that makes use of the
pre-trained model with the goal of enabling their invocation by the
platform’s AT module.

Once an algorithm has been integrated, it will be available at
image editor. To apply an algorithm, the user just needs to click the
Al button and select one of the available scripts for the current image
being displayed. When the user confirms the application, the platform
will yield the result which, depending on the algorithm’s output type,
could result in displaying a new image, an inferred diagnosis or the
addition of Al-driven measurements as new structured data.

IV. Use CASES

This section provides two application uses of the Al integration
within the CARTIER-IA platform as an example of how the platform
behaves when dealing with different types of Al algorithms.

A. Manual vs. Artificial Intelligence Segmentation

Segmentation of medical images is a relevant procedure within
the field of medical image processing. Its ultimate goal is to
identify different elements and features in medical images to detect
abnormalities or other characteristics of interest.

For this reason, one of the most relevant features of the image
viewer is the possibility of performing the segmentation of the stored
DICOM images in place.

As explained in the previous section, the image viewer relies
on different tools to provide a complete set of image processing
functionalities. Among them, the platform offers different brushes
to perform image segmentations manually and store them as JSON

objects that can be retrieved and further processed.

But along with the manual segmentation, researchers can integrate
deep learning models whose outputs are automatically generated
segmentations. To do that, users can select among the available Al
algorithms in the platform and simply confirm their choice (red
rectangle in Fig. 2). The algorithm choice is processed in the back
end, which consults the algorithm’s meta-data and, depending on
the output, performs different actions. In this case, the output is a
segmented image, so this result is sent back to the client and displayed
in the viewer next to the original image (Fig. 2).

This interface organization allows users to compare their manual
segmentation with the algorithm’s result, which could provide new
information or assist the user with their own image segmentation.
And it can also be used in the reverse scenario. If it is a trained
physician or technician who performs the manual segmentation, this
interface could be used to improve the artificial intelligence algorithm
by active learning.

B. Measurements

The application of AI scripts is not only limited to image
segmentation. As explained throughout this work, the platform
manages both imaging data and structured data. Structured data also
provides crucial information regarding patients and their monitoring,
diagnoses, treatments, etc.

In this context, the CARTIER-IA platform also supports the
execution of Al algorithms that, based on the input image or even input
structured data, return a dataset containing new inferred information.
The algorithm’s results are persistently stored along with the rest of
the patient’s, study’s or file’s structured data, making them available
for other users when exploring the project.

The process to apply these kinds of algorithms is exactly the same.
However, in this case, instead of returning a new image, the back
end executes the algorithm, stores the newly generated variables and
sends a confirmation to the client (Fig. 3).

After the confirmation, users can see the measures yielded by the
algorithm at the specified level. Fig. 4 shows a new variable generated
by the algorithm “ai_DummyECO-script”, which is stored under a new

_49_



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 6, No6

(e 1> = [0 o o L

mage: 12/21

Frame: 27/60

B0 0 nl- o ol o+ al- o s o « PR

File a_fo6l00z8.dem

{dummy_measure) have been stored

Patient data

& cartier-heal-2

BB Patient structured data

Study data
B 5040
5940
us
Dec. 28, 2007. midnight

BB Study structured data

File data
a_fofo0z8 dem
dem

BB File structured data

Fig. 3. Screenshot of Al algorithms’ measurements output.

Study data
&= 5940
Study name: 5940
Modality: US
Date: Dec. 28, 2007, midnight
BB Study structured data
ai_DummyECO-script_vars

dummy_measure: 42

Fig. 4. Automatically generated variables after applying a measurement Al
algorithm.

category with the format “<algorithm_name>_vars” to differentiate
them from the original study variables.

V. HeEurisTiCc EVALUATION RESULTS

Each expert was identified by a number (E1, E2, E3, E4, E5, E6) in
order to present the outputs of the heuristic evaluation. The heuristic
evaluation was performed on the whole platform, but only the DICOM
editor and AI tool-related issues are being discussed given the focus
of this work.

Fig. 5 shows the total average value assigned to the problems
identified under each heuristic. Values close to 1 indicate that experts
detected non-relevant issues, and values close to 10 implies that the
issues are relevant and severe. A zero value represents that experts did
not identify any problems in that heuristic. Not only is the severity
of the problems important, but also the absolute number of issues to
solve in each heuristic (Fig. 6).

12

8,6 85

Average score
EN

HR1 HR2 HR3 HR4 HR5 HR6 HR7 HR8 HR9 HR10

Heuristic

Fig. 5. Average score for each heuristic rule regarding the DICOM editor and
Al tool.

6

Number of detected problems

0

HR1 HR2 HR3 HR4 HR5 HRé6 HR7 HR8 HR9 HR10

Heuristic

Fig. 6. The total number of detected problems regarding the DICOM editor
and Al tool per Nielsen’s heuristic.

The heuristics with the largest number of usability issues identified
for the DICOM viewer and Al tool were HR1 (Visibility of system
status) and HR4 (Consistency and standards), both with 5 problems
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detected. The average severity scores for these heuristics are 9.4 and
8.6, respectively.

The HR1 problems are mainly related to the absence of progress
bars and the actions that can take place within the image editor, which
are not clearly explained.

Regarding HR4-related issues, they are focused on the correctness
of the metaphors used for the icons that represent each functionality
button. In addition, some misfunctions on these image processing
functionalities were also identified.

On the other hand, there are three heuristics that also obtained high
severity ratings: HR3 and HR9 with a score of 9 and HR8 with a score
of 10.

Regarding HR8 (Aesthetic and minimalist design), this high score
is due to the fact that only one issue was encountered within this
category (also related with the DICOM editor’s icons), but E6 assigned
a score of 10 because of its relevance. Specifically, this issue pointed
out the great quantity of icons employed for the editor toolbar and
their difficulty to clearly convey their meaning.

Only one issue was identified under HR3 (User control and freedom)
but also with a high severity rating (9). In this case, E6 identified the
impossibility of undo or redo actions taken place within the tool.

Four issues were identified in the HR9 (Help users recognize,
diagnose, and recover from errors), obtaining a score of 9, too. In this
case, experts identified the lack of information when an Al script or a
DICOM image fails and the impossibility of recovering from this kind
of errors. This heuristic also includes the issue that the DICOM editor
does not support the reset of the modifications made on the images.

Finally, a lower number of issues were encountered in the rest of
heuristics:

Better explanations regarding the editor’s functionalities (HR2 and
HR6)

Better explanations regarding the results yielded by the
functionalities supported on the editor (HR6)

Keyboard shortcuts and Al integration for advanced users (HR7)

Lack of documentation, specifically regarding the Al tool, which
could be complex to understand (HR10)

V1. DiscussioN

The heuristic evaluation identified different design issues regarding
the image editor and AI algorithms’ application. These usability
evaluations are crucial to iteratively provide more robust and friendly
interfaces to perform complex tasks such as the ones supported by the
CARTIER-IA platform.

The results derived from the heuristic evaluation shown very
high scores. This is due the great relevance that experts gave to
usability in the image editor tool. The image editor is a powerful
component of the CARTIER-IA platform, because not only provides
edition functionalities, but also is the integration point for applying
AT algorithms. For these reasons, offering good user experience in
the image editor interface is crucial, and thus every usability issue
encountered has high relevance.

The majority of issues were related to the toolbar, which relies on
several icons to depict the supported functionalities. However, these
icons were not very clear to the experts. In addition to this topic, some
experts also pointed out the necessity of explaining the functionalities
more thoroughly, especially the Al algorithms.

In this version of the platform, algorithms are listed in the interface
and the user can apply them directly. However, only the names of the
algorithms are displayed, which can be confusing, as the algorithm’s

name could provide little or no information at all regarding its outputs
and results.

One of the design parameters for the Al integration was to make
the application process straightforward both for skilled and non-
skilled users. However, simplifying too much this process can also
have drawbacks. Non-skilled users could question the algorithms’
outputs if there are no further explanations regarding the process nor
the interpretation of the results, because the Al tool works as a black
box in its current version.

It is crucial to find balance between implementing a simple
interface but also displaying enough information to understand the
actions carried out within the platform.

Providing user-friendly interfaces in the health domain could
make convoluted tasks more straightforward and thus, save time for
physicians. As it has been shown, this kind of interfaces could also
bring closer tasks for which users are not specialized nor trained (such
as Al algorithms programming).

Another important benefit from integrating Al algorithms in a
medical data management platform is that the trained models can be
improved. Although in its current version the platform only provides
an interface for executing Al algorithms (because models need to be
pre-trained before their integration into the platform), this approach
sets the foundations for future improvements, including the possibility
of training Al models directly from the platform.

For example, manual segmentations can be carried-out by the users
within the platform, which results in new data to train the existing
models. On the other hand, users can also label the algorithms’
outputs depending on their performance, thus laying the foundations
for improving the models through active learning.

On the other hand, there is room for improvement regarding the
algorithms’ validation. Currently, researchers are responsible of
the validation of their scripts, but another validation layer can be
implemented to analyze and test these scripts automatically before
carrying out the integration. The metrics obtaining from the testing
of the scripts could complement the information of each algorithm to
generate more confidence regarding the platform’s Al support.

Finally, we want to mention that a heuristic evaluation does not
ensure identifying all the problems that could affect a real user in a
real context while using the platform. There are studies that point out
that the problems detected by experts are not necessarily the actual
problems that will affect the end users of the platform [23]. To alleviate
this limitation, we included one expert with extensive knowledge of
the platform’s domain, although subsequent research will explore
usability from the researchers and physicians’ point of view.

VII. CONCLUSIONS

This paper presents a collaborative platform for the management of
medical data and imaging. The platform has several features to provide
support for a variety of functionalities, such as a DICOM viewer and
editor. Among these tools there is the possibility of integrating artificial
intelligence scripts to make the application process straightforward to
non-specialized users.

Given the implication of all these features within the platform, a
heuristic evaluation has been carried out to identify usability issues
of the DICOM viewer and Al algorithms’ integration in the current
version of the platform. This evaluation gives hints on the aspects that
need to be improved to provide better user experience to researchers
and physicians.

Future research lines will involve the resolution of every usability
issue identified, as well further usability tests including other
techniques such as the PSSUQ questionnaire or usability labs.
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The field of artificial intelligence is currently experiencing relentless growth, with innumerable models emerging
in the research and development phases across various fields, including science, finance, and engineering. In
this work, the authors review a large number of learning techniques aimed at project management. The analysis
is largely focused on hybrid systems, which present computational models of blended learning techniques. At
present, these models are at a very early stage and major efforts in terms of development is required within
the scientific community. In addition, we provide a classification of all the areas within project management
and the learning techniques that are used in each, presenting a brief study of the different artificial intelligence
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techniques used today and the areas of project management in which agents are being applied. This work

should serve as a starting point for researchers who wish to work in the exciting world of artificial intelligence

in relation to project leadership and management.

I. INTRODUCTION

N recent decades, projects have tended to increase in complexity

to the point where they have become mega projects such as, for
example, the particle accelerator (CERN) or the photovoltaic plants
(BEN BAN solar) with the power of almost two nuclear reactors (1.8
GW). Meanwhile, the attendant industrial growth has resulted in a
greater degree of competence when addressing these projects in terms
of their control and development, which has become a necessity since
the projects often involve extremely tight profit margins. Adopting
certain project management methodologies (e.g., PMIL, [130], IPMA,
and PRINCE) allows us to manage the start and the evolution of a
project in the most optimal way possible, controlling and responding
to any problems that arise during the project, facilitating their
completion and approval before any further risks arise. However, these
methodologies are arguably not sufficient since the processes must be
clearly structured with complete and clear control of the project in
all the relevant areas. The aim must be to improve the experience of
the project manager when dealing with the various adverse situations
that will likely be encountered in the development of the project
while simultaneously preventing errors due to a lack of planning or
management, such as in portfolio management [41]. While the desired
project management methodology (PMP) practices are currently being
implemented — which allow for the best possible management of a
project — as noted above, the processes must be clearly structured
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[142] and all areas of the project must be tightly controlled, including
in terms of the information systems [66].

In fact, the current methodologies are largely insufficient since the
project manager is generally left to deal with the decision making,
who, based on his or her professional experience, must make “intuitive”
decisions based on previous cases when facing a problem with infinite
variables and possibilities. Here, it is virtually impossible to face all
the issues and challenges that today’s projects entail. In fact, there are
a number of diverse reasons why projects tend to fail. However, after
more than ten years working on projects and learning about other
professionals’ experiences, we would highlight the following:

« Unassembled objectives or objectives that are not clearly defined.
« There is no communication protocol.

« Lack of definition of roles and responsibilities.

« Expectation management.

« Scope Corruption.

- Ignore Project Risks.

« Lack of involvement of participants.

« Absence of formal planning.

« Estimated errors / unrealistic.

« Absence of methodologies, templates and documentation.
« Lack of resources.

« Absence of evidence or little focus on quality.

« Little formalized modification process.

« Lack of training.

« Little or no address support.
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While all these points can be improved with a clear PMP, they will
always depend on the human factor, and many of them are difficult
to deal with, even for an experienced project manager. In view of this,
artificial intelligence (AI) can play an important role in a variety of areas.

g ®

ORACLE

Autonomus Artificial
Intelligence Project
Management

Machine Learning-
Bases Project
Management

1983 2016 2023-2035 2035-2050

Fig. 1.Evolution of Al in project management [100].

Chatbots
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Integration
& Automation

Fig. 1 shows the evolution that has taken place in the last 37 years,
and what is expected in the future.

Integration, Automation, and Chatbot Assistants

The first phase involved the integration of task automation software
such as Microsoft Project and Primavera (Oracle), which first appeared
in 1983. In recent years, chatbot assistants are being used for meetings
and management equipment recaps and reminders, etc. While in
everyday life, we have been surrounded by chatbots for several years,
the area is still in its infancy in the world of project management.

Project Management Based on Machine Learning

The third stage began with the purest concept of Al In the area of
project management, machine learning [132] has been implemented
to allow for predictive and corrective analysis aimed at providing
the project manager with data for decision making in terms of, for
example, how to plan and manage project resources within certain
parameters and restrictions or how to deal with problems and risks in
order to achieve project success based on the history of past projects.
In less than ten years, Al could work with the lessons learned from
the project history and could suggest new project schedules, adapting
[87] to the real time according to the performance of the resources
and the progress of the project. An Al system could even alert the
project manager about any possible risks and opportunities through
the use of real-time project data analysis. A new vision will be created
when it comes to directing projects by minimizing the risks involved
in decision making. An Al system may be capable of making decisions
for itself, which will herald the new era of AI [19], one that will mark
the fourth phase of the evolution of project management.

The objective of this work is to review the new proposals emerging
in the field of AI in the various areas, and to ascertain which
techniques could be the most effective for ensuring the success of
the projects. We also look at all the applications and uses [112] of
Al in the broad field of project management, from the commercial
development phase to the construction and commissioning phase,
including its application in the areas of operation and maintenance.
Numerous international studies have recently emerged in relation to
optimization techniques such as neural networks [27], support vector
machines [8], evolutionary algorithms [61], and hybrid systems [32]
[2]. Given their relevance to PMP, these techniques will improve the
experience of the project manager when facing the various adverse
situations that will be encountered in the development of the project,
and will help to prevent the errors resulting from a lack of planning
or management.

II. SuMMARY OF MACHINE LEARNING TECHNIQUES

A project has traditionally been classified as successful if it has
complied with the following restrictions: scope, budget, and schedule.

The objective of this document is to review the new proposals
related to Al to improve the success of the project and to ascertain
the applications and uses that Al has in the broad field of project
management, from the development phase of the business [91] to its
start-up [154] and onto its operation [125] [165] and maintenance [95]
[106] [156].

A. Individual Techniques

We begin by outlining each of the techniques used in the field of
project management.

1. Artificial Neural Networks (ANN)

Neural networks attempt to simulate [162] the way the human brain
works as closely as possible, and are currently used in a number of
fields, including medicine, engineering, and construction management
[120]. The neural network conforms to data patterns and offers better
results. This is achieved through learning the network [165] and
comparing the results of the neural network with the data of other
projects until the performance of the neural network is optimized.

Neural networks have the following advantages [109]:
The storage of information throughout the network.
The ability to work with incomplete knowledge.
Fault tolerance.
The ability to carry out machine learning.
A parallel-processing capacity.
These advantages make its implementation in computational

models highly interesting in all fields of research, text analytics [119],
and project management [76].

2. Neural Networks of High Order (HONNS)

HONNSs were originally proposed in the 1960s to perform nonlinear
discrimination but were discarded due to the enormous amount
of higher-order terms [43]. Beginning in the mid-1990s, several
researchers relied on HONNSs rather than ONNSs to resolve specific
classification problems [79]. In a high-order neuronal, the neuron
outputs are fed back to the same neuron or to neurons in the previous
layers, as shown in Fig. 2. The signals are transmitted in forward and
backward directions. High-order artificial neural networks are mainly
based on the Hopfield model.

Fig. 2. Neural Network of high order [135].

3. Hopfield Neural Network (HNN)

The HNN [146] is a form of high-order artificial neural network
with a single layer of fully connected neurons (i.e., all neurons are also
connected to each other, as shown in Fig. 3) and provides a method to
resolve combinatorial optimization problems. A HNN is guaranteed
to converge to a local minimum if a problem can be described as
an energy function with a minimum corresponding to the optimal
solution [60] [122].
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Fig. 3. Topology of Hopfield networks, here with 3 neurons as an example [102].

4. Fuzzy Logic (FL)

FL was initially proposed as a tool to describe uncertainty and
inaccuracy [163]. Since it mimics the higher-order mode in which the
human brain makes decisions in the face of uncertainty or vagueness,
FL provides an effective way for automated systems to describe highly
complex [48], poorly defined, or difficult to analyze subjects. In general,
FL is composed of a fuzzifier, a rule base, an inference engine, and a
defuzzifier [145] as shown in Fig. 4. The FL approach involves a number
of issues that have yet to be overcome [57], such as the configuration
of the membership function, the determination of the composition
operator, and the acquisition of fuzzy rules that are specific [152] to
the application. While FL parameters can be determined using the
experience and knowledge of experts, determining these parameters
in the absence of such experts remains difficult, especially in terms of
complex issues.

— 22

Fig. 4. Architecture of fuzzy logic systems [153].

Output

il
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5. Fuzzy Cognitive Maps (DCMs)

DCMs present an extension of cognitive maps and constitute
a fuzzy graphical structure (as shown in Fig. 5) used to represent
causal reasoning [96]. Their application is recommended for domains
where the concepts and relationships are fundamentally fuzzy, such
as politics, history, and strategic planning (projects) [51]. In the
diagram shown in Fig. 5, each node represents a fuzzy set or an event
that occurs to some degree. Here, it should be clarified that nodes are
causal concepts and can model events, actions, values, objectives, or
processes. Using this technique also provides the benefits of visual
modelling, simulation, and prediction. Scenario analysis contributes to
the identification of different alternatives to reach a future state [124].
This presents a flexible strategic planning method that is frequently
used in technology management. While DCMs have been used for
scenario analysis, there is a lack of methodologies and tools that allow
for a fully effective quantitative analysis of the generated scenarios. In
the area of information technology management [104], the simulation
of software development projects and risk analysis in ERP maintenance
stand out. While the use of DCMs has been proposed for the integration
of strategic planning in relation to information systems and processes
[136], the possible project options are neither represented nor analyzed.
Furthermore, despite the DCM applications for the selection of
information technology projects, the technique has not been linked to

the organizational models that are obtained by describing the business
architecture through business modelling activities.

Fig. 5. Diffuse cognitive map topology [143].

6. Genetic Algorithms (GAs)

GAs present adaptive methods that can be used to resolve search
and optimization problems and are based on the genetic process of
living organisms. Over the generations, populations evolve in nature
according to the principles of natural selection and the survival of the
fittest, as postulated by Darwin (1859). The power of GAs lies in the
fact that they present a robust technique and can successfully handle
a wide variety of problems in different areas, including those where
other methods encounter difficulties. While a GA is not guaranteed
to find the optimal solution for a specific problem, empirical evidence
suggests that solutions of an acceptable level can be identified in a
timely manner when compared with other combinatorial optimization
algorithms. The wide application of GAs is related to the problems for
which there are no specialized techniques. In fact, these algorithms are
used in countless applications, including in the fields of engineering
[13], planning, games, and image processing [97]. Fig. 6 shows the
working architecture of GAs.

Gene Chromosome
» I ATte) (ol (ofolo) (11111
population
Chromosome Fitness
Fitness Evaluation —” Flgg(s:ité(r)ln —» RMSE

o] [ [afofr] [xTv]o]

Parents {11 |1| |T{1/1| [1/0|1||1|1]|0
T S S

Children [1]3]7] [1]1]71] [afofo] [1]1]1]

1(1]1 1(1]1 11011 1111
Yes Bit Inversion
) [ [1[7] ] [fo[1] [A[1[1]

Final Solution

Selection

Crossover

Mutation

Final
Generation?

Fig. 6. Genetic Algorithms Diagram [70].

In general, the application of GAs to the planning of multiple
projects that are to be executed simultaneously has yielded good
results. In certain studies, a method based on penalties has been
adopted [58] since it is difficult to obtain wholly correct solutions due
to the complexity of the problem of optimization. While the identified
solutions have, on the whole, been good, it is important to highlight
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that, in some cases, the solutions lay outside of the algorithms, since the
best solutions do not always meet all the restrictions of the problem.

7. Fast-Messy Genetic Algorithm (FmGA)

The fmGA [64] can efficiently identify optimal solutions to
problems with a large number of permutations. This type of algorithm
is known for its flexibility due to its capacity for being combined with
other methodologies to obtain better results [160]. The difference
between this and other genetic algorithms is based on the possibility
of modifying building blocks [86] to identify the best partial solutions,
which help us to focus on a faster global solution [65]. Fig. 7 shows the
working architecture of Messy GA.

Messy GA

Tournament selection Tournament selection with shuffling

without shuffling

KL Population
Population size size halved Sizﬁ el Population
solmrcrnge I | "o [Pt I o
generation generation &

Juxtapositional

9. Bootstrap Technique (BT)

The bootstrap method is a statistical technique used to estimate
quantities across a specific population by averaging estimates from
multiple small data samples [50]. Importantly, the samples are
constructed by drawing observations from a large data sample one
at a time before returning them to the data sample after they have
been chosen. This allows a given observation to be included in a
small sample more than once. This sampling approach is known
as “replacement sampling” The bootstrap method can be used to
estimate the size of a given population. This is achieved by repeatedly
taking small samples, calculating the statistics, and then extracting
the average. The bootstrap technique is a widely applicable and
extremely powerful [159] statistical tool that can be used to quantify
the uncertainty associated with a given estimator or statistical
learning method (e.g., ascertaining the probability that a project will
be successful). This is achieved by training the model with a sample
and evaluating the capacity of the model in relation to the samples not
included in the main sample. A useful feature of the bootstrap method
[17] is that the sample resulting from the estimates often forms a
Gaussian distribution. This technique is used in a wide variety of
sectors, including the fields of medicine, financial management [154]
[111][142], and project management [68]. An example for risk analysis
is shown in Fig. 9.
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Fig. 7. Messy GA Architecture [99].

samples)

Apply non-parametric
Bootstrap technique
(B=m))

Calculate interval
risk score

Determine the
final risk ranking

The algorithm is used in many applications, especially in relation
to the resource management area of project management and civil
engineering [45].

8. Support Vector Machine (SVM)

SVM presents a new form of learning, one that is more powerful than
that using traditional learning tools. The technique can also be used to
resolve data regression and categorization problems. Much like neural
networks, SVM requires training and testing using a training dataset.
The SVM functions allow for the better handling of unknown data and
the technique generally has certain advantages over neural networks,
often successfully applied to cost [10] and project management [158].
Within the area of classification, SVM belongs to the category of linear
classifiers since it induces linear or hyperplane separators (as shown
in Fig. 8), either in the original space of the input examples [20] -
either separable or quasi-separable (noise) — or in a transformed space
(characteristic space).
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Fig. 8. Separation hyperplanes in a two-dimensional space of a set of separable
examples from two classes: (a) example of separation hyperplane, (b) other
examples of separation hyperplanes among the possible infinities [18].
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Fig. 9. Proposed approach for risk analysis [67].

10. K-Grouping Means

K-means presents an easy approach to creating groups of data
from random datasets [84]. K-means grouping that incorporates
heuristics such as Lloyd’s algorithm is easy to implement, even
in terms of large datasets, and has thus been widely used in many
areas, such as market segmentation, computer vision, geostatistics,
astronomy, and data mining in agriculture. The method is also used
for the pre-processing in other algorithms, including in terms of
identifying an initial configuration. While the main problem is that
it cannot guarantee optimal convergence, it remains widely used
due to its simplicity. Many algorithms can identify specific domains.
K-means generally converges in practical applications [55], especially
in pattern recognition problems. K-means clustering is also widely
and commonly used due to its simplicity, while it does have certain
inherent drawbacks, including having a fixed configuration for the
optimal solution and being fairly time consuming.

11. Other Relevant Optimization Techniques

In the broad area of AI techniques, a number of well-known
techniques are used, including the artificial bee colony algorithm [5],
particle swarm optimization (PSO), and differential evolution (DE)
[81]. There also exist various simple [128] or multi-objective Bayesian
optimization algorithms [101].
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B. Hybrid Techniques

Here, we describe each of the hybrid techniques used in project
management. These hybrid systems are the future of Al and automated
project management.

1. Neuro-Fuzzy (FNN)

The various logic and neural networks have special computational
properties [4] that make them suitable for certain cases. For example,
while neural networks offer advantages such as learning, adaptation,
fault tolerance, parallelism, and generalization, they are not good
at explaining how they have reached their decisions. In contrast,
fuzzy systems — which reason using inaccurate information through
an inference mechanism under linguistic uncertainty — are good
at explaining their decisions but cannot automatically acquire the
rules they use to make them. Meanwhile, neuro-diffuse systems
[53] combine the learning capacity of RNAs with the linguistic
interpretation power of diffuse inference systems. They are used in a
multitude of applications and fields [137] [85], including mechanical
engineering [155], image processing [74], electrical and electronic
systems [129], forecasting and prediction [49], and risk identification
in project management.

2. Neural-Network-Adding Bootstrap

A bootstrap that adds neural networks presents a combination
of multiple artificial neural network classifiers [151]. This method
uses more than one ANN-based classifier, meaning the final decision
is made from each classifier through a voting system. The model
output is obtained as a linear combination of the experts’ output and
the combined weights are calculated based on the input. Bierman
proposed a new method to aggregate multiple models using boot
replicas of training data, which is known as “packaging”. It has been
shown that the generalizability of the model can be significantly
improved through this approach. The “bagging” idea is used to build
robust neural network models, or BAGNET models.

Rather than select a single neural network model, a BAGNET model
combines several neural network models to improve the precision and
robustness, as shown in Fig. 10 . The overall output of a BAGNET
model presents a weighted combination of the outputs of individual
neural networks. This approach has demonstrated a comparatively
good performance.

Fig. 10. Bagnet diagram [166].

3. Neural Networks of Adaptive Reinforcement

The main difference between this method and the above method
is that adaptive reinforcement neural networks [147] use weights
that are readjusted in each iteration, affording less importance to
the solutions that have not been correctly classified. As a result, the

classifiers focus on more complex samples to obtain an increasingly
faster solution. A number of interesting studies on this technique are
currently available [126] [103].

4. Fuzzy Rule-Based Systems (FRBS) and Genetic Fuzzy Systems
(GFS)

FRBSspresent an extension of classical rule-based systems (hybrid
systems, as shown in Fig. 11) [75] given that they deal with “IF-THEN”
rules, the antecedents and consequents of which are made up of fuzzy
logical statements, rather than classical ones. They have demonstrated
their capacity for modelling, classification, and data mining problems
in a large number of applications, which makes them highly useful for
project management and control. A GFS is essentially a fuzzy system
driven by a learning process based on evolutionary algorithms, which
includes FL + GA, genetic programming, and evolution strategies,
among other evolutionary algorithms [42].

DESIGN PROCESS

Genetic Algorithm based
Learning Process

L

Knowledge Base
Data Base + Rule Base

|
-

Fuzzy Rule-
based system

Input Interface _ _ Output Interface

’ Environment |C0mputationwith FuzzyRu[efBasedSystems| Environment ‘

Fig. 11. FRBS Structure [71].

The central aspect of using a GA [40] for the machine learning
of an FRBS is that the process can be analyzed as an optimization
problem. This technique is frequently used in weather forecasts [46],
the forecasting of renewable energy resources [144] (solar [90], wind
[108]), military projects [52], and project management [12].

5. Evolutionary Fuzzy Support Vector Machines Inference Model
(EFSIM).

The inference model of evolutionary diffuse support vector
machines (EFSIM) presents a hybrid technique [35] that incorporates
three different AI techniques: FL, SVM, and fmGA, as shown in
Fig. 12. In this hybrid system, the FL deals with any vagueness and
approximate reasoning, the SVM acts as a supervisory learning tool
to handle diffuse input-output mapping, and the fmGA functions to
optimize the FL and SVM parameters. Interesting research on this
technique has been conducted in relation to project management [33].

6. Evolutionary Fuzzy Neural Inference Model (EFNIM)

EFNIM presents a resolution technique for hybrid systems [27]
(composed of GA, FL, and NN, as shown in Fig. 13) that is used to
resolve all types of problems. The complementary combination of its
three elements maximizes the positive merits of each and helps to
compensate for their inherent individual weaknesses. The GA is used
for global optimization, the FL deals with uncertainties and handles
approximate inferences, and the NN is used in the input-output
mapping. Traditionally, the system has been used to resolve civil
engineering problems [30] and presents a hybrid system that has great
potential for assisting managers in implementing efficient long-term
strategies and in taking the correct action for achieving the ultimate
success of the project [94].

-58-



Regular Issue

fmGA parameters
Search

! (Control Flow)

MFs | SVM parameters | Defuzzification |
| Cy) ! parameter |
v L1 v Yes
. - . s Optimal
Training » Fuzzification » SVM training » Defuzzification » Fitness » Velietitory » Predition
Data model Evaluation criteria model
x
N
Control Flow
Fig. 12. Architecture of EFSIM [31].
GA Optimization III. APPLICATIONS OF ARTIFICIAL INTELLIGENCE IN PROJECT
‘ MANAGEMENT
i (ControlFlow)
Membership | P | Defuzzification | . . . . . .
Functions. . and topology of NNs i parameter In the next section, we provide a brief description of the main
Plr;tput B | Fuzification | i ] In_ferer;\]c; B | Defuzzification | B ‘ F():)l;ttput studies that are being carried out in the field of Al in relation to project
aterns ngine (NNs) anems | management. The table 1 is also provided, which presents the main
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7. Evolutionary Diffuse Hybrid Neuronal Network (EFHNN)

The EFHNN mechanism is a fusion of HNN, FL, GA, and HNN. The
advantage this system has over EFNIM is that the former is capable of
handling deeper problems due to the large number of HNN models.

Input
Patterns
Desired Outputs

: Membership
o i Functions of FL
Fuzzifier :

A 4

Fuzzy Hybrid
Neural Network !
(FHNN)

K 3 Parameters Global
Inference Engine : and topology of HNN Optimizati
Hybrid Neural Network | ! ptimization
ybri ' (GA)

(Control Flow)

Defuzzifier

I.

3 Defuzzification
parameter

Predited Outputs

I#

Fig. 14. EFHNN Architecture [29].

As noted, the proposed EFHNN for project management
incorporates four Al approaches: NN, HONN, FL, and GA, as shown in
Fig. 14. Here, the NN and HONN are composed of the inference engine,
that is, the proposed HNN, the FL masters the fuzzifier and defuzzifier
layers, and the GA optimizes the HNN and FL. Currently, there exist a
small number of works that focus on this system in relation to project
management in the field of civil engineering [32].

8. Other Relevant Optimization Techniques

Within the broad area of hybrid optimization techniques, there
are a number that are worth mentioning. This includes firefly colony
algorithm-based support vector regression (SAFCA-SVR) [37] and
the fuzzy AHP and regression-based model [38]. Within the category
of hybrid systems based on neural networks, there are a number
of interesting examples, including multi-layer perceptron (MLP)
combined with radial basis function network (RBFN) [77], diffuse
object-oriented neural systems (OO-EFNIS) [92], wavelet-bootstrap-
ANN (WBANN) [150], and neural networks combined with GA [113].

authors working in each field along with the optimization techniques
used in each study.

A. Tenders

Tenders and technical offers that comprise the first phase of the
project, wherein the initial estimates and designs are proposed in
order to ascertain how much the project will cost as well as its scope.
While the area is perhaps underexplored, there exist a number of
interesting studies [38] on bidding strategies to support the decision
making or Al models optimized to predict the project award price.
In one study, the proposed model was used to analyze the data on
bridge construction projects taken from the database of the Taiwan
Public Construction Commission. The bid evaluation model and the
cost probability curve model can be used as a strategic tool to quantify
the project risks and to calculate the bids and tenders for construction
projects. Another study [148] focused on machine learning and Al in
terms of their impact on personal selling and sales management, with
the impact discussed in relation to a small area of sales and research
practice based on the seven steps of the sales process. From this, the
implications for theory and practice can be derived.

B. Project Health

A number of studies exist that focus on project management in
relation to health. The studies are fairly diverse and include research
[73] on achieving strategic control over the project’s cash flows in order
to develop appropriate strategies that apply factors such as the task
execution time, the construction rate, and the demand for resources
for cash-flow control. There are also a number of studies that analyze
the project risks, with a model proposed [94] for risk analysis using
the unrestricted automatic causality of data from various software
projects. Here, it was demonstrated that the proposed model discovers
the causalities according to expert knowledge. For the prediction
of the timeframes in the management of construction projects [82],
researchers have proposed the application of Al instruments within
the construction schedule [14]. In this study, an original optimization
dispersion search algorithm was presented, which takes into account
both the technological and the organizational constraints.

C. Human Resources

Within the field of project management, human resource
management is crucial since the projects depend on having the best
possible human capital. One study [116] provided a new approach to
the evaluation and classification of candidates during the recruitment
process, which involves estimating their emotional intelligence using
the data from social networks. Elsewhere, in [82], the focus was on
efficient classification algorithms to predict employee performance
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TABLE 1. MAIN STUDIES OF EACH RESEARCH AREA

Optimization Techniques

Category Investigation Used
Tenders
Predicting pfo_]ect award (36] (NN)+(CBR)
price
Sales Prediction [148] (SVM), (NN)
Project
. . [28] (EFNIM)
Project data analytics 7] (Bootstrap)
Project risk modeling, [72] (BN), (BNCC)
mitigation and management [34] (GA)+(SVM)
Project mitigation and (93] (ANN)+(CBR)
recovery plans
Project execution discovery [11] (GA)+(CPM)
and modeling [94] (GA)+(FL)+(NN)=(EFNIM)
Real time predictive [69] (GA)
analytics [32] (EFHNN)
Agile Project Management [44] (CNN)
Automated report [45] (GA)

generation

Human Resources

Candidate identification and

screening [116] (DT), (SVM) and (BN).
Performance management [82] (DT)
Retention management [78] (DT)
HR analytics [140] (ANN)
Information Technology
. - (ANN)+(BLN)+(SOM)
Cybersecurity prediction 149
Y and ant:lptics %1%3% (ANN), (FL), (DT), (KNN),
Y > (SVM)
Knowledge management [21] (ANN)+(FL)+(GA)
Design recognition library [114] (GA)
Innovation support and
prioritization (141] (ANN)+(FL)+(GA)
Logistics
Automated Logistical Truck 3] (RNN), (CNN)

Services

Object Detection and
Classification Avoidance and
Navigation

(ACO), (AG) (ANN), (AS).

[15] (AIS)- (FNN)

and on the mining that is commonly used in many areas and has been
carried out by applying decision tree and classification algorithms for
predicting employee performance.

D. Information Technology

Information technology is a new area within project management
but is one that is as important as all the other processes. A study was
carried out [149] in relation to an implementation model for computer
and network security purposes. Here, the aim was to use the model
to combat malicious user activity. A smart hybrid system based on
Bayesian learning networks and self-organizing maps was created
and used to classify the networks and the host-based data collected

Optimization Techniques

Category Investigation Used
Engineering & Design
(6] (ANN)
Planning [105] (GA)+(TS)
[118] (GA)
Stakeholder Management [33] (EFSIM)
. . [80] (MA)
Estimating [107] (ANN)+(FL)
[134] (ANN)+(GA)
) (GA), (PSO), (SA), (AIS),
[164]
. . (HS)
Design automation and [9] (ANN)
optimization [83] (ANN)
[115]
[131] (ANN)+(GA)
: (PNN)
Generative design [110] ( ) (GA(I){SSN) (SVM),
Continuous improvement [117] (WOA)
Evolving skills [25] (wSVM)+(FL) +(fmGA)
Operations
Back office/ automation/
Facilities management [157] (MLR), (ANN), (SVM), (H1S)
L. . [156] (ANN)+(FL)+(GA)
Predictive maintenance [106] (ANN)+(FL)+(GA)+(CBR)
Operating project analytics [16] (ANN)+(FL)+(GA)
Autonomous systems [121] (ANN)+(FL)+(GA)+(PSO)
Supply Chain
Supply Chain [161] (ANN)
Construction
Construction management [76] (ANN)
[89] (CBR)+(GA)
Construction cost estimation [88] (ANN)+(CBR)+(MRA)
[139] (MLP)+(GPA)
Construction risk
management [68] (Bootstrap)
Construction contract [39] (CBR)
management
Construction safety [127] (ANN)
Project portfolio selection [][;33] (IEI(I:\IPI)\II{)):((II’:;J é)
Onsite supervisory (23] (ANN)+(CBR)
manpower/ .
Management [22] (ANN)+(CBR)

within a local area network. Elsewhere, a study on cybersecurity and
the optimization in smart “autonomous” buildings [124] explored the
opportunities and challenges related to cybersecurity in Internet of
Things (EIoT) environments in terms of the energy in smart buildings.
Here, the proposed model can make decisions based on the data from
neural networks that are designed with a circuit feedback loop with
the ability to learn over time, which allows for learning from defined
datasets and making smart decisions.

E. Engineering and Design

Al methods have been used for the optimization of hybrid energy
systems [164] and models (evolutionary diffuse SVM) for estimating

-60 -



Regular Issue

the construction costs. It is essential to monitor the project costs and
to identify any potential problems.

F. Operations

Operation and maintenance are also important aspects of industrial
projects, and numerous studies show how Al affects future predictive
maintenance. Here, one study [156] discusses the impact of Al on
predictive maintenance, which is an important aspect of advanced
production systems.

G. Supply Chain

A two-stage methodology has been applied to an industrial survey
dataset to investigate the relationships between key factors in a supply
chain model [161]. The advantage of this model is that it frees the
researcher from making subjective decisions during the analysis in
terms of, for example, specifying the acceptable initial route models
required for standard analysis.

H. Logistics

Researchers have conducted a general analysis of the AI
techniques applied throughout the world to address transportation
issues, primarily in terms of traffic management, traffic safety,
public transportation, and urban mobility [3]. Further studies on the
management of warehouses using Al have also been conducted [15],
while DHL also proposed an interesting approach in [62].

I Construction

Neural networks are regarded as a promising management tool that
can enhance the current automation efforts in project management [76],
the construction phase, and the engineering phase [63]. Studies on Al
have also been carried out to identify the security risks in construction,
with a focus on the management of the portfolio of projects using Al
while taking into account the factors that generate risk in industrial
projects and the historical records of the company [1].

IV. CoNCLUSIONS

The possibility of project success is a field of research in which
researchers are working intensively. Here, the initial approaches were
based on statistical models that have not responded to the needs of
project management. In the field of Al, researchers have identified
the algorithms and tools that can best deal with the various project
variables and complex environments, with specific algorithms devised
to address specific problems in the project. The main conclusions
drawn from the reviewed works include that Al tools are more precise
than traditional tools, while, at present, they remain somewhat
complementary to the traditional approaches.

AT tools are highly useful to the project manager in terms of
controlling and monitoring the project; however, many of the
reviewed models involve weaknesses and limitations, which indicates
that project managers should continue to use their experience when
making evaluations according to the results. The trend of merging
different AI tools continues to hold sway, wherein the strengths of
one tool can compensate for the weaknesses of another. Indeed, this
approach is returning the best results, and this is where the future lies.
In this work, we studied the available Al techniques and the possible
applications in the field of project management. In future work, a
hybrid computational model that could fully ascertain the potential
of Al in the field of project management will be proposed. The hope
is that the management of autonomous projects will only require the
partial supervision of a human project manager.

However, an autonomous project management system will also
need to consider and fully control the project environment, including

in terms of the status of the customers or the project stakeholders.
Such a system can be used to apply AI algorithms for psychological
and emotional analysis to evaluate both team performance and
customer satisfaction. Looking to the future of 25 years from now, it
is likely that there will exist an AI capable of managing the entire
project, albeit with some form of human supervision.

The slow progress of Al in the field of project management is
largely due to the lack of investment from private companies, which
means progress is only been made in the universities and the public
research organizations. In the future, Al will make all the decisions
and will manage the resources in an optimal and timely manner, while
the project manager will take the role of data scientist, working as part
of a team with the Al to interpret the data and the decision making.
Overall then, project managers will continue to play a crucial role
when the Al is fully developed.
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In this article, we propose an expert recommendation tool that relies on the skills of experts and their
interventions in collaboration. This tool provides us with a list of the most appropriate (effective) experts to
solve business problems in the field of industrial maintenance. The proposed system recommends experts
using an unsupervised classification algorithm that takes into account the competences of the experts, their
preferences and the stored information in previous collaborative sessions. We have tested the performance
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protocol in order to classify the experts from best to worst. The study is supported by the well known petroleum
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Experiments results show the effectiveness of our approach, obtaining a recall of 86%, precision of 92% and
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time (154.28 ms), space memory (9843912 bytes) and negotiation rounds.

I. INTRODUCTION

MONG the factors of company success, whatever its extension,

is the existence of human capital of quality. Indeed, human is a
more important resource than money. Companies that are not able to
obtain and maintain a competent human capital, whatever the market
case is, cannot evolve in an environment as shifting as the one where
business is currently taking place.

This paper focuses on the evolution of a company by taking into
account the experts business knowledge, this knowledge is a major
capital for companies, the loss of this knowledge or its misuse
potentially leads to the failure of the company.

The knowledge can be represented in several forms, for example
in the form of business rules. Business rules can model a business
decision. They capitalize a company’s knowledge and translate its
strategy by describing the actions to be taken for a given process. They
are usually written in a controlled natural language. A business rule

* Corresponding author.

E-mail address: nawal.sadhouari@univ-usto.dz

is a high-level description of how to control and / or make a decision,
using specific concepts to a company or an organization. Thus,
business rules describe what an expert must do to make a decision [1].

These business rules are usually housed in traditional computer
programs, business processes and reference documents, and especially
in the minds of business experts (i.e. from expertise). In our case, we
were interested in the capitalization of the knowledge possessed by the
business experts via the creation of a business rules management system.

In order to properly identify our problematic, we will present the
real reasons for the need of a skills-based recommendation tool and
performance monitoring to manage the business rules in an enterprise.
The main problematic treated in this paper is to provide fast solutions
to inconsistent business rules where some business experts who
work in collaboration are unable to adhere to an idea or a suggestion
related to the business rule. In fact, setting up a dynamic negotiation
protocol is not an easy task, the fact of calling all the enterprise’s
experts to resolve the problem detected and take into account their
proposals need a lot of time and effort, and sometimes even cause
new problems because there are experts who are not specialized in
this type of problem or who do not have enough experience to find
a relevant solution. Indeed, a very important aspect to consider is the
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problem of estimating the effort made for the accomplishment of tasks
or projects (to better plan and direct this effort in the medium and
long term according to the policy of the company). Thus, the absence
of mechanisms to monitor the evolution of skills and performance
in real time to make choices in new projects could lead to failure in
collaborative work with experts in the field.

So the idea of this work is to take advantage of the benefits of
recommendation systems to select the best qualified and competent
experts and best placed to participate in the negotiation sessions. Our
contribution is materialized by:

« Design and development of a tool for recommending the most
competent business experts to resolve inconsistencies in business

rules during negotiation sessions.

Application of the PROMETHEE II multicriteria method to rank
the recommended experts from best to worst.

Conflict resolution by proposing a dynamic negotiation protocol
based on the extended version of the CNP, where the proposal of
the first expert classified by PROMETHEE II is evaluated.

The article is organized as follows: Section II presents some related
works. Section III deals with the problems encountered within the
SONATRACH enterprise and highlight the proposed contribution.
In Section IV, our proposed approach is explained. This section is
followed by a discussion of the obtained results. Finally, Section VI
provides the conclusion of this paper, including potential direction for
future research.

II. RELATED WORKS

Recently, data on the web has increasingly become large, and
humans can’t treat them with traditional tools. Hence the need
to use a recommendation system in order to filter such enormous
size of information and extract only the useful part has risen.
Recommendation systems are applied in several areas, such as movies,
music, books, and so on.

A. Recommendation Systems in Different Domains

The recent rapid growth of the Internet content has led to building
recommendation systems that guide users to their needs through
an information retrieving process [2]. Currently, there are three
main filtering approaches: content-based, collaborative, and hybrid.
Content-based filtering compares new items against each user’s
profile, and recommends the closest ones. Collaborative filtering
compares users against each other on the basis of their past judgments
to create communities, and each user receives the items deemed
relevant by their community. Hybrid filtering combines content-
based filtering and collaborative filtering to make the most of each
other’s advantages [3]. In what follows, the most recent work using
recommendation systems in different fields are presented.

Authors in [4] proposed to use the Linked Open Data which is a
publicly available set of interlinked data and documents, in order to
find enough information about new items.

A survey is proposed in [5] that presents the phases of
recommendation process and explores the different recommendation
filtering techniques and the evaluation metrics for recommendation
algorithms.

In [6], authors proposed a recommendation system based on two
collaborative filtering algorithms in order to enhance the prediction
accuracy in the big data context. The first algorithm uses the k-means
clustering technique while the second one uses the k-means clustering
technique coupled with Principal Component Analysis.

The paper in [7] described an approach that combines linked data

cloud and the information filtering process using a semantic space
vector model, and FOAF vocabulary, to define a new distance measure
between users.

A new approach has been proposed in [8] to resolve the new user
problem in collaborative filtering recommender systems. Authors
analyze three solutions, to address the new user cold-start problem,
based on the exploitation of user personality information, namely:
personality-based collaborative filtering, personality-based active
learning and personality-based cross-domain recommendation.

Another approach that addressed the cold-start recommendations
and content-based recommendation has been proposed in [9]. Authors
presented an optimization model for extracting the relationship hidden
in content features by considering user preferences. The method was
tested on three public datasets that are: hetrec-movielens-2k-v2; book-
crossing and Netflix.

The paper in [10] proposed a system which recommended movies
by using data clustering and nature-inspired algorithm. The K-means
algorithm is used for clustering with nature-inspired algorithm in
order to achieve a global optimum solution.

Other authors proposed a recommendation process for auto
industry based on collaborative filtering and association rules. They
used association rules in order to classify and find potential customers,
then they applied the collaborative filtering methods to realize
recommendations [11].

Another work [12] combined an implicit social graph, association
rules and pairwise association rules in order to implement a
recommender algorithm for food.

The paper in [13] explored different ways of combining predictions
from the two types of collaborative filtering: User-based and item-based
collaborative filtering. Authors proposed to fuse predictions through
multiple linear regression and support vector regression models. The
proposed approach aimed to minimize the overall prediction error.

In [14], authors proposed a new soft computing method based
on machine learning techniques in order to find the best matching
eco-friendly hotels based on several quality factors in TripAdvisor. A
dimensionality reduction and prediction machine learning techniques
is used to improve the scalability of prediction from the large number
of users’ ratings. To find the important features of eco-friendly
hotels for users, the CART technique was used as a feature selection
technique and ANFIS as a supervised machine learning technique.

LOOKER, a mobile recommender system for tourism domain was
proposed in [15]. A content-based filtering strategy was implemented
to make personalized suggestions based on the user’s tourism-related
user-generated content diffused on social media.

In [16], a recommendation system was proposed for the
recommendation of movies based on the genres. A content-based
filtering approach using genre correlation was presented based on the
type of genres that the user might prefer to watch.

In the work presented in [17], a recommendation system for financial
planning was described, using a hybrid approach that combined the
user—user and item—item similarity with demographic filtering.

A personalized Context-Aware Hybrid Travel Recommender
System was presented in [18], using user’s contextual information.
The proposed system was evaluated on the datasets of Yelp and
TripAdvisor.

B. Expert Recommendation Systems

Recommender systems have been also used to recommend experts.
An expert recommendation system is an emerging area that attempts
to detect the most knowledgeable people in some specific topics. This
detection is based on both the extracted information from peoples’
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activities and the content of the documents concerned with them.
Moreover, an expert recommendation system takes a user topic or
query and then provides a list of people sorted by the degree of their
relevant expertise with the given topic or query. These systems can
be modeled by information retrieval approaches, along with search
engines or a combination of natural language processing systems [2].

The work in [19] presented an architecture based on the expertise
of users and clustering. The proposed architecture is composed of: ER
client, Web Browser, profiling supervisor, Profile DB, Identification
Supervisor, Selection Supervisor, Prefs DB, Interaction Management
and HTTP Server.

In the software engineering fields, authors in [20] described a novel
expert recommendation system that is based on machine-learning
algorithms and domain ontology, in order to identify individuals who
could be involved in tackling new design concerns.

The objective of the approach proposed in [21] is to develop an
expert recommender system based on social bookmarking systems
and folksonomies, in order to find possible colleagues for establishing
communities of practice, where people share the same interests and
support each other in their working or scientific field. This expert
recommender system used the Dice similarity and clustering to
recommend similar users based on same bookmarks and tags within
social bookmarking systems.

The paper in [2] presented a state of art on expert recommendation
systems and explained in details the basic elements and procedures of

these systems. It gave some real examples of their applications.

In order to recommend experts who have the appropriate
knowledge with regards to the user information needs and detecting
experts’ communities in a social network, the authors of [22] proposed
a hybrid recommender system that integrates the content-based
characteristics into a social network-based collaborative filtering
system. The proposed approach used Bag of Words model, semantic
social network and k-means clustering algorithm.

In [23], an expert recommender system is proposed for the National
Industry Association. The whole architecture is composed of: Data
collector module, Matching modules, Storage modules, Database
connection and Web service.

Furthermore, the proposed method presented in [24] aims at
recommending colleague in Expert Cloud based on the friend-of-
friends (FOF) concept and the All Possible Colleagues at First (APCF)
method. In order to find all colleagues who are related to the target
user, several features are considered like reputation, expertise, trust,
cost, agility and field of study.

In order to develop a personalized expert-based recommender
system, authors in [25] used C-SVM algorithm and compared the
obtained results with k-Nearest Neighbor algorithm.

C. Comparison of the Related Works

In Table I, we present a comparison of some related works that treat
the recommendation.

TABLE 1. COMPARISON OF SOME RELATED WORKS

Recommended Type of the system
Work Items and Content based | Collaborative Limits
Services filtering filtering

[4] Movies X « Test of other similarity measures

[6] Movies X « Testing of K-means algorithm only

[7] Movies X « Test of other similarity measures

Movi .
[8] OVIES, musie X « The not selected items are automatically labeled as dislikes
and books

[9] | Movies and books X « User profile features are not taken into account

[10] Movies X » Testing of K-means algorithm only

[11] Auto industry X + The number of closest neighbor sets (K = 3)

[12] Foods » No analyze of dietary specificities of regions

[13] Movies X « Small Dataset

[14] Hotels X « Test of other clustering techniques

Food, shopping, « No privacy and confidentiality of content user
[15] health and X .
. « No analysis of the textual content
attractions

[16] Movies X . Testll'{g tl.le Euclidian distance only
« Security issues

[17] Fman?lal X X « More information about the user should be taken into account

planning

[18] E-Tourism X X « Testing the Pearson Correlation only

[19] Experts X » No performance evaluation of the proposed system is given

[20] efoit;lt:,;l; X « No assignment of roles to experts

egxper s & « Failure to take into account the availability of experts when creating the list of experts

« Test of other similarity measures

2

(21] Colleagues X « Use of a single threshold value (0.1)

[22] Experts X X « Extraction of the semantic knowledge from Wikipedia articles

[23] Experts X X « No data confidentiality

[24] Colleagues X X » The stages number of colleagues for the target user (=5)
« The personal expertise feature is not taken into account.

[25] Experts X X « Testing of KNN and C-SVM algorithms only
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III. ADDRESSED PROBLEMS AND CONTRIBUTION

A. ExpRules Description

In the previous work, authors have proposed an agent-based
collaborative system dedicated to capitalizing knowledge, experiences,
skills and expertise of experts in the form of business rules, using a
collaborative editor (ExpRules) [1].

The main objective behind this approach was to improve business
rule consistency management and maintaining rules security without
degrading system response time and performance. Domain ontology
has been constructed as a formal model to represent a structured
conceptual vocabulary that is used on one hand to express business
rules, and on the other one to check the inconsistencies that can be
detected on business rules [1].

Using the business language, the experts have the possibility to
express their rules in an autonomous manner. Herein, a simple rule
comprises two parts namely: a condition part and an action part (See
the example below). The whole process needs to pass through several
steps, from the introduction of the rule until the final storage in the
rules base [26], [27], [28].

Consistent rule: If priority is 2 then start the work at the next
scheduled stop

Inconsistent rule: If priority is 2 then start the work the following
day of the request.

The obtained results during the experiments were very encouraging.
This permits to convince the experts and senior responsible in
SONATRACH to use and generalize our system.

B. Problem Statement

In the event that an inconsistent rule is detected, the system
sends a notification to the concerned expert in order to correct his
inconsistent rule. If the system does not receive a response from the
concerned expert, then it sends the rule and inconsistency details to
the other experts and then initiates a negotiation session to fix the
inconsistent rule.

During the negotiation, the system launches collaboration between
all the experts of the enterprise in order to find a solution in agreement.
Two scenarios are possible, either the experts in collaboration agree on
the decision to be made regarding the correction of the detected error,
or they find themselves in a conflicting situation, Here, the system
adopts the strategies of negotiation to solve the problem, based on the
CNP (Contract Net Protocol) with the extended version.

After testing ExpRules, we found that during the negotiation phase,
there are experts who propose relevant and correct solutions while
other experts do not even participate in the negotiation session or
else they propose incorrect solutions, which increases the number of
negotiation rounds and weighs down the system. This problem arises
when the expert who is not qualified or who does not have enough
experience to solve a problem intervenes in the process of managing
inconsistencies.

On the other hand, the fact of inviting all the experts of the
company to the negotiation session takes a lot of time, since each
expert is specialized in a specific area, then inviting an expert who
has no connection with the current issue or he/she is a little far will
cause a more inconsistent problem, more effort and more time to find
a solution.

Another problem raised during the test of ExpRules, is that
in the negotiation stage, the first received response is evaluated
while sometimes it is not the best solution, which leads to another
negotiation round at least.

So the idea behind this article is to exploit the recommendation to
guide the negotiation, the interest with this approach lies in the saving
of time in the negotiating rounds. The participants in the negotiation
will be the experts who have been recommended according to their
skills and their interventions (successfully) in the previous sessions.

C. Our Contribution

Given the large number of rules used in companies, our goal
was to create a system that can detect and manage business rule
inconsistencies in a very short time, following a rigorous control
strategy involving the opinion of the most experienced experts in
most situations.

The main objective of this work is to find a way to measure skills
and assess the performance of experts in real time. These domain
experts intervene during collaborative work for the management of
business rules. Our main goal is to provide a tool to facilitate and
better manage the inconsistencies that can be detected in the business
rules, thus being able to assess the performance of experts to measure
their effectiveness which can help in the evaluation of collaborative
work. The interest of this tool is to establish a list of favorites among
the business experts in order to make better and more thoughtful
choices of people chosen in new projects. This procedure falls within
the scope of the recommendation because our tool provides lists of
business experts who are able to solve problems and provide new
solutions based on their skills, all to reduce the response time and to
have the right people in the right place and at the right time.

In this paper, we will present a new approach to manage
inconsistencies in business rules through the use of dynamic
negotiation, recommendation, unsupervised classification and the
PROMETHEE II method, to find the most competent and similar
experts, and group them in the same cluster, then we apply the
PROMETHEE II method intra cluster. To do this, we based on the
skills of business experts and their efficiency in interventions during
collaborative work to manage business rules.

We summarize our main contribution in the following points:

Collecting experts’ preferences and skills explicitly and implicitly,
in order to evaluate their performance and measure their
effectiveness,

Applying an unsupervised classification algorithm in order to
classify and recommend experts,

Applying PROMETHEE 1I to deal with the problem of evaluating
the first response,

Applying dynamic negotiation to resolve inconsistencies in
business rules.

IV. PROPOSED APPROACH

This paper presents a new approach to measure the skills of
business experts in companies to assess their performance in real time,
these experts intervene during the collaborative work for the business
rules management. The paper presents an approach that helps to
recommend business experts with high qualification and expertise in
consistency management rules. These experts are intervening during
collaboration and negotiation sessions to detect and correct business
rules in maintenance field. The main advantage of this suggested
idea is to take benefit from the integration of the recommender tool,
unsupervised clustering and multi-criteria decision support methods
in the knowledge based system ExpRules.

Fig. 1 presents the proposed architecture which is composed of:

Collaborative Knowledge-based System: that allows the experts
to introduce, manage and update their business rules using a
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domain ontology. The domain ontology is used to detect problems
of inconsistency detected in the introduced rules and store the
entities used in the edition of business rules [1].

« Recommender tool: that provides a list of competent experts who
can solve the detected problems. In this paper, we will focus on

this phase.

‘ ExpRules editor ‘
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Fig. 1. Architecture of the proposed approach.

A. Process for Recommending Experts

In order to better understand how our recommendation process for
business experts works, we propose to follow four sequential steps,
which are:

1. Rule Introduction

This is the first step of the process that represents the introduction
of the rule by the business expert, this rule is usually introduced in
the form “IF Conditions THEN Actions”. The premises are described
in the IF section of the rule and represent facts or situations and the
conclusions are described in the THEN section [26].

2. Consistency Verification

The problem of the consistency management of the business
rules defined by the experts is a very difficult problem. A business
rule management system must ensure that all business rules include
only those rules that are consistent and do not conflict with one
another [29]. Our system addresses the following inconsistencies:
contradiction, never-applicable rules, invalid rules, domain violation,
and redundancy [26].

3. Experts’ Recommendation

After the inconsistencies detection of the introduced rule, a list of
recommended experts is obtained as follows:
a) Information Collection Phase

This phase collects relevant information of experts to generate an
expert profile for the recommendation tasks including user’s attribute,

behaviors or content of the consistency problem the expert accesses.
In our system, we use explicit and implicit feedback as follows:

Explicit Feedback

In its first registration, each expert fills a questionnaire to select the
types of inconsistencies that can resolve (see Table II).

TABLE II. EXPERT PREFERENCES RETRIEVED FROM THE QUESTIONNAIRE

Invalid Never- L Domain
. Contradiction L.

rule applicable rule violation
Expert 1 Yes Yes Yes Yes
Expert 2 No No No Yes
Expert 3 Yes Yes Yes No
Expert 4 Yes Yes Yes No
Expert n Yes Yes No Yes

Next, we calculate the total number of yes and no as shown in Table
III.

TABLE III. CALCULATED EXPERT PREFERENCES

Yes No
Expert 1 4 0
Expert 2 1 3
Expert 3 3 1
Expert 4 3 1
Expertn 3 1

After retrieving Table II and III, we based on the history of the
rules already introduced (coherent or not) to measure the skills of the
business experts as follows: an expert gets +1 when he introduces a
consistent rule from the first time and -1 otherwise. Following this
principle, we get the values of the Table IV.

TABLE IV. EXPERT SKILLS

Number of Number of
. . . Total
consistent rules inconsistent rules
Expert 1 6 -2 4
Expert 2 1 -7 -6
Expert 3 4 -3 1
Expert 4 1 -4 -3
Expert n 0 -1 -1

Then we calculate the total for each expert, taking into account his
preferences and his skills. The finality of this step is a list of experts
participating in the implicit feedback step. In this step, if an expert
takes a value <=0 or the total number of “yes” = 0, he is excluded from
this list.

Implicit Feedback

The system automatically infers the expert’s preferences by
monitoring the different actions of expert such as the history of
negotiation.

The second step is based on the negotiation history. In this
step, we retrieve all previously resolved rules with their detected
inconsistencies and the experts who solved the problem (see Table V).
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TABLE V. THE HisTORY OF PREVIOUS RULES

Ir;\:lailid Never-:fll‘:licable Contradiction zzlrrt;:f)rrll
Rule 1 X X X
Rule 2 X X X
Rule 3
Rule 4 X
Rule n X X X

b) Learning Phase

In this phase, we apply a learning algorithm to filter and exploit the
expert’s features from the feedback gathered in information collection
phase.

Expert Weight Recovery

After retrieving the negotiation history, we take the inconsistent
rules and we recover the experts who have proposed a solution to
solve these problems. Once the list of experts is established, we fill in
Table VI which represents the number of the inconsistency i solved
by the expert j.

TABLE VI. EXPERT WEIGHTS

Invalid Never- S Domain
. Contradiction | . " .

rule applicable rule violation
Expert 1 6 7 1 1
Expert 2 0 0 0 9
Expert 3 10 11 3 0
Expert 4 17 8 4 0
Expertn 14 5 0 3

Expert Classification

After that, we apply an unsupervised classification algorithm to
group the experts in clusters (See section 4.B). Based on expert profiles
and negotiation history, the system searches for experts who are the
most similar. To do this, we used two algorithms, K-means and Fuzzy
C-means to compare them and find the most suitable algorithm for
our case.

¢) Recommendation Phase

In this phase, a list of recommended experts is proposed. Once the
clusters have been generated, we select the cluster which contains the
most suitable experts to solve the problem encountered. To do this, for
each cluster, we calculate the number of experts who resolved the same
inconsistencies as the rule in question. Next, we calculate the total of
the inconsistencies resolved in each cluster, and the rule is assigned to
the cluster that has the highest number of the inconsistencies resolved.

4. Negotiation

After having establishing the list of the recommended experts, a
message containing the inconsistent rule as well as the evaluation
report, will be sent to each expert on the list to ask for their help, here
a collaboration session starts, which is aimed at solving the problem
found in the business rule (See section 4.C).

B. Unsupervised Classification

The use of unsupervised classification allows us to reduce the load
and the response time necessary for the detected problems resolution,

through the formation of communities which allows us to launch the
negotiation only between the users belonging to the same community.

To classify the experts, we use the K-means and Fuzzy C-means
algorithm to compare them and choose the best algorithm and the
most suitable for our case.

1. K-means Algorithm

K-means is a non-hierarchical unsupervised clustering algorithm. It
allows the observations of the data set to be grouped into K separate
clusters. Thus similar data will be found in the same cluster. In addition,
an observation can only be found in one cluster at a time (exclusive
membership). The same observation cannot therefore belong to two
different clusters [30].

The k-means algorithm is the best known and most used clustering
algorithm, due to its simplicity of implementation [8]. We chose the
K-means algorithm because it is efficient, simple to implement and
scalable, given its ability to process very large databases and only the
vectors of the means are to be kept in main memory, in addition to its
linear complexity relative to the number of observations.

The pseudo code of the K-means is presented in algorithm 1.

Algorithm 1: K-means
Input:
« K the number of clusters to be formed
« The Training Set
Output: K clusters
Begin
1. Randomly choose K points (experts). These points are the
centers of the clusters (named centroid);
REPEAT

« Assign each expert in the data matrix to the group of which he
is closest to his center;

« Recalculate the center of each cluster and modify the centroid;
UNTIL (CONVERGENCE)
End

To be able to group a dataset into K separate clusters, the K-Means
algorithm needs a way to compare the degree of similarity between
the different observations. Thus, two data which are similar, will have
a reduced dissimilarity distance, while two different objects will have
a greater separation distance. Equation (1) shows the Cosine similarity
measure used.

T XiYi
PRt S v?

2. Fuzzy C-means Algorithm

Cosine similarity =

1

The fuzzy C-means algorithm is a fuzzy unsupervised classification
algorithm, which is based on the same principle as K-means but which
uses the logic of fuzzy sets (use of probabilities). Fuzzy C-means is a
method of clustering which allows one piece of data to belong to two
or more clusters [31].

We opted for the fuzzy unsupervised classification because an
expert can belong to several clusters with a certain degree of belonging.
We chose the Fuzzy C-means algorithm because of its simplicity and
popularity, and it is considered among the best performing fuzzy
algorithms.

The pseudo code of Fuzzy C-means is presented in algorithm 2.
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Algorithm 2: Fuzzy C-means
Input:
+ K the number of clusters to be formed
« The Training Set
« M: degree of fuzziness

¢ epsilon

U: matrix to be initialized with random values in the interval
[0.1]

Output: K clusters

Begin
1. Initialize the centers;
2. Set the parameter m (fuzzy coefficient);
3. Calculation of the initial fuzzy partition U (the membership
matrix);
REPEAT
« Calculation of new centers ;
« Calculation of the new fuzzy partition;
UNTIL (CONVERGENCE)

C. Negotiation

In order to detect and manage inconsistencies in business rules in a
very short time, we have grouped similar experts in clusters to launch
dynamic negotiation only between experts in the same cluster. The
idea behind the use of clustering in negotiation is to save time and
above all to avoid the participation of experts which cannot provide
a solution to the problems detected and therefore weigh down the
system.

After selecting the cluster containing the most suitable and
competent experts who can solve the problems of the introduced
rule, we apply a multi-criteria analysis method by partial aggregation,
namely “PROMETHEE II” inside the chosen cluster. PROMETHEE II is
a multi-criteria method which makes it possible to resolve the ranking
problem in order to classify all the experts in the cluster from “best”
to “worst”.

The criteria weights used in the PROMETHEE II method are
presented in Table VII.

TABLE VII. CriTeErIA WEIGHTS OF PROMETHEE II

Criteria Weights
Introduction of consistent rules 0.3
Invalid, domain violation or o1
Introduction of not applicable rule )
inconsistent rules
Contradiction 0.2
Intervention in problem solving 03
with coherent solutions '
Intervention in problem solving 01
with inconsistent solutions ’

Once the PROMETHEE II method has been applied, we send the
introduced rule and its corresponding evaluation report to the selected
experts, and then we wait for their responses. After the deadline is
over and the various responses are collected, several scenarios can
occur. In the following we will present the most important scenarios:

If all the experts decide to delete the rule, then the rule will be
deleted.

If the experts send modifications of the introduced rule, then the

system will evaluate the consistency of the expert’s response,
which is ranked first (by the PROMETHEE II method) in its
cluster. If his rule is inconsistent then the system will evaluate the
response of the expert who is ranked second, otherwise the new
rule will be sent again to the other experts in the same cluster.
These scenarios will be repeated until convergence and the joint
agreement of all the experts in the cluster.

V. IMPLEMENTATION AND DISCUSSION

We developed our application and launched the simulations on an
Intel (R) Core (TM) i7-3600M CPU with a speed of 3.20 GHZ, with a
memory capacity of 8.00 GB of RAM under Windows 10.

A. A Simple Scenario Illustration

When starting the tool, a main window will appear; this latter gives
the possibility to authenticate according to the type of profile. In this
work, we have two types of profiles: Expert and Administrator.

In what follows, we consider a simple scenario to illustrate our
approach. An expert wants to introduce the following business
rule: “If priority is 2 then start the work at the next scheduled
stop”. The Fig. 2 shows the interface which allows an expert to
introduce the rule.

P

|£| Rule editor E -

j File \t‘&k{’ View ﬂ Inconsistencies @ Help
4 4 ol

¢ welcome Mr Baryahia v}

-
(|

Condition : |If priotity is 2 |

Action : [Then start the wark at the nest scheduled ston |

_ “Exit | Q? Save

Fig. 2. Introduction of a business rule.

While checking the consistency, the system detects that the entered
rule is inconsistent, so it will be stored in a temporary rule base and
a notification is sent to the expert with a detailed description of the
detected problem.

If the expert does not respond after two days, then arecommendation
list of the most competent experts is proposed taking into account
their preferences as well as the trading history in order to launch the
negotiation and solve the problem (Fig. 3).

The system sends the incoherent rule to the recommended experts
with a report which describes the encountered problem in this rule.
Each expert sends a response. The system collects the answers, and
makes a decision on the basis of its analysis of the responses.

B. Experimentations

In what follows, we will present the results of the experiments
made to validate the proposed approach.

-73 -



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 6, No6

7 5

|£| Experts recornmendation =NRey X

_l File \‘(}k{ View n Inconsistencies @ Help
* r o

Th introduced rule is:

If pricrity is 2 Then Start the work at the next scheduled stop

Inconsistencies detected Recommended experts

MNever-applicable rule Mr Ayad

Invalid rule Mr Rached

Dornain violation Mrs Hayet
Mr Awrnen

_f 5.6 Exit ) / Q? Launch the negociation )

Fig. 3. The experts’ recommendation.

1. Experiment 1: Choice of the Number of Clusters

Choosing a number of clusters K is not necessarily intuitive.
Especially when the dataset is large and it is difficult to visualize the
data to determine the ideal number of clusters. A large number of K
can lead to overly fragmented data partitioning. This will prevent the
discovery of interesting patterns in the data. On the other hand, a too
small number of clusters, will lead to having, potentially, too generalist
clusters containing a lot of data. In this case, there will be no interesting
patterns to discover. The difficulty therefore lies in choosing a number
of clusters K which can allow experts to be grouped into significant
groups [30]. In the literature, several different methods of estimating
the adequate number of clusters are proposed.

The Thumb Rule defined by equation (2) is proportional to the
number of points n [32].

K = ./n/2 @)

By applying equation (2), we find that K = 4.47, so the number of
clusters suitable for our dataset is either 4 or 5.

The most widely used method for choosing the number of clusters
is the elbow method which consists of running the algorithm with
different values of K and calculating the variance of the different
clusters. The variance is the sum of the distances between each
centroid of a cluster and the different observations included in the
same cluster [30].

So, we draw a graph with the experimental number of clusters on
the abscissa, and the variance on the ordinate, and the best k estimated
by this method is at the location of the curve where an elbow is formed
[32].

The variance of the clusters is calculated as follows [30]:
V= ZZ D(c; ,x;)?
7 X ¢

Where:

c The center of the cluster

®)

x;: The i observation in the cluster having centroid c;

D(cj,xi): The Euclidean distance between the center of the cluster
and the point x,.

By testing several values of k, we obtain the results shown in Table
VIIL

The results of Table VIII in graphical form are shown in Fig. 4.

TABLE VIII. CHOICE OF CLUSTER NUMBER

Number of cluster | K-means Variance | Fuzzy C-means Variance
K=2 2.223926 1,82
K=3 1.761421 2,13
K=4 1.6334496 2,74
K=5 1.4772046 3,05
K=6 1.4442943 3,28
K=7 1.4219319 3,47
K=8 1.4122691 3,68
Choice of cluster number
4
35
3
© 25
o
=
8,
r;s = Variance K-means
1,5 — Variance Fuzzy C-means
1
05
0
K=3 K=4 K=5 K=6 K=7 K=8

Number of cluster

Fig. 4. Choice of the number of clusters.

For the K-means, we notice on the graph, the shape of an arm where
the highest point represents the shoulder and the point where K is 8
represents the hand (the opposite for the Fuzzy C-means).

The optimal number of clusters is the point representing the knee.
Here the bend can be represented by K = 5 for the K-means and K = 4
for the Fuzzy C-means.

2. Experiment 2: Comparison Between K-means and Fuzzy
C-means

This paper proposes an approach based on clustering to manage
the inconsistencies detected in the introduced business rules. The
grouping of experts in clusters allows us to save time in resolving
inconsistencies since only the most competent and experienced
experts are invited to the negotiation session. To do this, we used
the K-means algorithm and the Fuzzy C-means algorithm. Table VIII
presents a comparison between the K-means and the Fuzzy C-means,
in terms of recall (see equation (4)), precision (see equation (5)) and
F-measure (see equation (6)).

Number of competent experts recommended

Recall =
Total number of competent experts (4)
.. Number of competent experts recommended
Precision =
Total number of recommended experts (5)
(Precision*Racall)

F-measure =2+ ———«————=
(Precision+Racall) (6)

We launched 17 experimentations and for each one we calculated
the recall, precision and F-measure. At the end, we calculated the
average of the recall, precision and F-measure, the obtained results are
presented in Table IX.
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TABLE IX. RECALL, PRECISION AND F-MEASURE

TABLE XI. TEsT oF OUR RECOMMENDATION TOOL

K-means Fuzzy C-means Without With
Recall 0.86 0.64 recommendation [1] recommendation
Precision 0.92 0.47
Aver:age response 2446.87 154.28
F-measure 0.89 0.54 time (ms)
. . . . A
The graphical representation of the obtained results are shown in verage space 39954632 9843912
memory (bytes)

Fig. 5.

Recall, Precision and F-measure of K-means and Fuzzy C-means

1

09

0,8

0,7

0,6

0,5 m K-means

04 B Fuzzy C-means

0,3
02

0,1

0

Recall Precision F-measure

Fig. 5. Recall, Precision and F-measure.

The obtained results reveal that our system offers good results in
terms of recall, precision and F-measure with the K-means algorithm.

Table X presents a comparison between the K-means and the Fuzzy
C-means, in terms of response time and space memory.

TABLE X. REspoNSE TIME AND MEMORY COMPARISON OF K-MEANS AND Fuzzy

C-MEANS
K-means Fuzzy C-means
Average response time (ms) 50 54
Average space memory (bytes) 5445520 5645160

We note that the response time and the memory space required to
form the clusters is almost the same.

By combining all the results, we can say that K-means is the most
suitable algorithm for our case in terms of recall, precision, F-measure,
response time and space memory.

We will use the K-means algorithm to launch the following
experiments.

In order to measure the quality of the obtained clusters, we calculate
the silhouette coefficient that combines ideas of both cohesion and
separation. The silhouette value is a measure of how similar an object
is to its own cluster (cohesion) compared to other clusters (separation).
The silhouette ranges from -1 to +1, where a high value indicates
that the object is well matched to its own cluster and poorly matched
to neighboring clusters. If most objects have a high value, then the
clustering configuration is appropriate. If many points have a low or
negative value, then the clustering configuration may have too many
or too few clusters. The obtained results show that most experts were
very well classified.

3. Experiment 3: Test of Our Recommendation Tool

In order to analyze and evaluate the behavior of our proposed
approach, we measured the average response time and the average
occupied memory space for 30 inconsistent rules (see Table XI).

The aim of this experiment is to show the added value that we
obtained by using the grouping with the unsupervised classification
algorithm. We compared the performances of the ExpRules system
which was presented in [1] and this recent new approach.

From the obtained results, we can say that the approach proposed
in this paper offers significant improvements in terms of response time
(15 times less than ExpRules) and memory space (4 times less than
ExpRules) thanks to the use of the recommendation and unsupervised
classification, that allowed us to solicit only competent experts who
can provide a relevant solution to the company. The savings in
response time also means savings in the effort of experts in resolving
problems, which increases the company’s ability to react quickly to
changes.

4. Experiment 4: Comparing the Number of Negotiating Rounds

We compared our proposed approach with the approach presented
in [29], in terms of the number of experts invited to the negotiation
session, the number of experts who participated in the negotiation
session, the number of negotiation rounds and the number of
inconsistent rules proposed. The results of the comparison are shown
in Table XII.

From the results shown in Table XII, we can say that our approach
is better compared to the approach presented in [29]. We found that
the proposed approach took only one round of negotiation with no
inconsistencies detected, it means that the problem was addressed
from the first proposal. Also 12 experts on 12 invited experts
have participated in the negotiation session. In contrast, the no-
recommendation approach took 5 rounds of negotiation to come to a
common agreement with the 11 inconsistent proposed rules. Also 32
experts participated in the negotiation among 40 invited experts.

TABLE XII. COMPARING THE NUMBER OF NEGOTIATING ROUNDS

Without With
recommendation [29] | recommendation
Number of experts
invited to the 40 12
negotiation session
Number of experts
who participated 32 12
in the negotiation
session
Number of 5 .
negotiation rounds
Number of
inconsistent rules 11 0
proposed

VI. CoNCLUSION

In companies, many decisions are made every day and some
decisions are made much more difficult when faced with the large
amount of data or the structural complexity of the decision to be made.
Recommendations are a rapidly growing area of research to help us in
this decision-making process.
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The major contribution of this article is materialized by the
development of a recommendation tool that can be used by managers
to find the skills of the experts for managing business rules, this tool
makes it possible to compare the profile of experts to certain reference
features. Indeed, skills management is implemented to measure the
quality of the expertise offered by each expert who is involved in the
collaborative process in order to respond quickly to market changes,
thus improving the overall efficiency of the company.

Thus, to achieve our goal, we have proposed an approach that
is composed of four steps that are: the introduction of the rule, the
consistency check of the introduced rule, the recommendation of the
experts and finally the negotiation step.

We started our work by integrating the inconsistency detection
algorithm and used a domain ontology as a formal model to represent
a structured conceptual vocabulary that is used on one hand to express
the business rules, and on the other one to check for inconsistencies
that can be detected on business rules, the inconsistencies that can
be detected by the algorithm used are: invalid rules, never-applicable
rules, conflicting rules, and redundant rules. At the end, we proposed
and implemented a tool to recommend a list of favorites for business
experts to make choices in new projects.

To save time, we have classified the most similar competent experts
in the same cluster using K-means algorithm, and then we have applied
the PROMETHEE II method in order to launch the negotiation inside
the cluster and evaluate the solution provided by the most competent
expert. This allowed us to improve the performance of the proposed
system and encourage experts to participate in the process of business
rules inconsistencies managing.

The new proposed approach brings a lot of improvement in terms
of recall, precision, response time, memory space compared to the
previous approach. In fact, the big improvement is in negotiation,
which aims to deal with inconsistencies in business rules. With the use
of recommendation, unsupervised classification and the PROMETHEE
1T method, we were able to reduce the expert workload because each
expert is called upon to solve problems only in their area. We have also
been able to significantly reduce the trading rounds and consequently
the number of incoherent proposed business rules.

For possible extensions and improvements of our present work, we
propose:

« Address other inconsistency issues such as equivalency,
« Consider other skills of the business experts,

«  Weight the inconsistencies because there are inconsistencies that
are more important than others.

« Provide a mobile application for the notification of business experts.
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ABSTRACT

KEYWORDS

Several studies reported a dependency between perceived beauty and perceived usability of a user interface.
But it is still not fully clear which psychological mechanism is responsible for this dependency. We suggest
a new explanation based on the concept of visual clarity. This concept describes the perception of order,

Usability, Aesthetics,
Visual Clarity, Layout,
User Experience.

alignment and visual complexity. A high visual clarity supports a fast orientation on an interface and creates an
impression of simplicity. Thus, visual clarity will impact usability dimensions, like efficiency and learnability.
Visual clarity is also related to classical aesthetics and the fluency effect, thus an impact on the perception of
aesthetics is plausible. We present two large studies that show a strong mediator effect of visual clarity on
the dependency between perceived aesthetics and perceived usability. These results support the proposed

explanation. In addition, we show how visual clarity of a user interface can be evaluated by a new scale
embedded in the UEQ+ framework. Construction and first evaluation results of this new scale are described.

I. INTRODUCTION

O be successful in today’s quite competitive markets, products must

be easy to use and should have an attractive and beautiful design.
Research focused for a long period of time mainly on usability aspects
(for example, efficiency, learnability, intuitive use, controllability or
error tolerance) of products. In the last decade the focus widened to
cover also user experience aspects [1], [2] (for example, aesthetical
impression, stimulation or novelty). A natural question is how these
usability aspects and user experience aspects relate to each other.

At first sight, beauty and usability seem to be unrelated quality aspects
of a user interface, which can be designed and developed independently.
But several influential studies [3], [4], [5] demonstrated that perceived
aesthetics or beauty has an impact on the perceived usability of a
product. This finding is often condensed in the well-known statements
What is beautiful is usable [5] or Attractive things work better [6].

But the strength of the influence of perceived aesthetics on perceived
usability varies between studies. Many studies found just a small
influence or no effect at all [7], [8]. In addition, some authors report
a reverse effect from perceived usability to perceived aesthetics (short:
What is usable is beautiful) [9], [10], i.e. a good impression concerning
the usability of a product improved the visual appeal of this product.

Thus, the effect seems to depend on different factors that vary
between studies. The aesthetic impression of a user interface can be
manipulated by many variables (colour of UI elements, typography,
alignment, grouping, etc.).

* Corresponding author.
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The same is true for the usability. Quite different interaction styles
can be used for the design of a user interface. In addition, the type of
the investigated product may also have an impact here. For example,
two recent papers [11], [12] showed that the importance of single UX
aspects differ massively between product types. And of course, the
importance of the UX aspects like aesthetics, learnability or efficiency
has some impact on the judgement of subjects concerning this aspect
and thus has an influence on whether a dependency between such
ratings exists or not.

Since the effect of aesthetical impression on perceived usability
or actual performance depends on so many variables, the question of
how such an influence can be explained by psychological processes is
quite important. A good explanation will help to understand which
factors play a role and thus to predict under which circumstances
we can expect a positive impact of the beauty of an interface on the
perceived usability or even performance measures and under which
conditions such an effect is unlikely.

Several psychological mechanisms have been proposed to explain
the dependency between perceived aesthetics and perceived usability.

A popular explanation by Don Norman [6] assumes that the mood
or emotional state of the user is responsible for this dependency. From
psychological research we know [13] that a positive emotional state
of a person improves his or her creativity and flexibility in problem
solving. A negative emotional state on the other hand favours a
systematic, inflexible and analytical problem-solving behaviour [14].

When interacting with a user interface, a user in a good mood
should be more likely to overcome problems with creative ideas and
would therefore judge them as less severe. A user in a bad mood, on
the other hand, will be more focused on problematic details. Therefore,
a user in a bad mood should assess the usability of a user interface
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worse than a user in a good mood [6].

The basic idea behind Norman’s explanation is that a beautiful
design of a product causes a positive mood, while an ugly design causes
a negative mood. Several papers have indeed shown that the design of
a product can influence the mood of its users [15], [16]. The mood
or emotional state of the user acts in this explanation as a mediator
variable between perceived aesthetics and perceived usability.

A potential weakness of this explanation is that it offers no good
explanation for the positive impact of perceived usability on aesthetic
impression (short: What is usable is beautiful), which is found in two
studies [9], [10] as already mentioned above.

Another often cited explanation is based on the attractiveness
stereotype (the so-called HALO-effect). Several psychological studies,
see for example [17], [18], have shown that people associate an
attractive appearance (which is directly observable when they meet
an unknown person for the first time) with other desirable, logically
unrelated properties of humans, for example social competency,
empathy or intelligence (which are not directly observable).

Studies in consumer research show that there is a similar effect in
the judgement of products (often named evaluative consistency). This
concept describes the tendency of people to infer missing product
information from an overall evaluation of the product. For example,
if a product is placed in a higher price segment often a high quality
is assumed [19]. If we transfer this to user interfaces, then missing
information concerning usability of a product should be inferred
from the directly visible aesthetical impression of the user interface.
This explanation is especially convincing if users have not interacted
heavily with a product when they make their judgement, since in
this state they have not much information about the quality of the
interaction design and thus rely on their judgements concerning the
directly visible graphical quality.

The general impression model [20] assumes that the overall
impression of an object influences single aspects of the impression.
Thus, if a user has a good overall impression of a product, he or she
will also judge single aspects, for example aesthetics or usability,
positively and vice versa.

A study [9] that compared both explanations could not clearly
decide which one is more adequate. Both explanations were not able
to explain the resulting data in this study.

In this paper, we propose a third explanation for the dependency
between perceived aesthetics and perceived usability. The basic idea
behind this explanation is to assume a common factor in product
perception that influences both the perception of aesthetics and
usability. This common factor would thus explain a dependency in
both directions.

II. VisuaL CLARITY AS CoMMON FACTOR

What do we mean by the term visual clarity and why does it impact
both aesthetic impression and perceived usability?

In [21] two components of aesthetic impression are distinguished.
The concept of classical aesthetics describes design aspects like
symmetry, clarity and order. On the other hand, expressive aesthetics
focuses of creativity and originality of the design. Thus, terms like
clear, clean, symmetrical, organised and ordered represent classical
aesthetics, while terms like creative, original or sophisticated represent
expressive aesthetics.

The VISAWI questionnaire [22], a standard questionnaire to
measure visual aesthetics of web pages, contains also some items that
point in the direction of classical aesthetics, for example The layout
appears well-structured.

Many experimental papers also point in this direction. To illustrate
this, we describe a few examples. In [23] it was shown that balance
and symmetry of the layout improve the aesthetic impression of a
design. A popular measure for layout complexity [24] uses mainly
alignment of elements and variety of element sizes to calculate the
complexity of a typographic layout. Results in [25] demonstrated that
visual complexity and perceived order of the layout have an impact
on perceived aesthetic impression and concerning preferences for
websites. These results are also in line with the well-known fluency
effect [26], which describes the observation that objects that are easier
to process cognitively are perceived as more aesthetic. A very basic
formulation of this idea dates even back to the middle of the last
century. Birkhoff’s aesthetic measure [27] uses the ratio of order and
complexity to measure the aesthetic value of an object.

Thus, if we summarise these arguments, the impression of a clear,
clean, structured, organised layout improves the perceived aesthetics.
In the following, we call this impression visual clarity.

But items that cover this aspect of product perception can be found
in other UX questionnaires as a representation of classical usability
dimensions. For example, the UEQ [28], [29], [30] contains an item
organised/cluttered, which represents the dimension Efficiency and an
item clear/confusing that represents the dimension Perspicuity (how easy
is it to understand and learn to use the product). The AttractDiff2 [31]
contains an item confusing/clear in the scale Pragmatic Quality (which is
merely a representation of classical usability aspects). There are many
other examples of this type in other UX questionnaires. For example,
the PSSUQ [32] contains an item The organisation of the information on
the systems screens was clear as an indicator for the scale information
quality. A similar statement The website seems clearly arranged and not
cluttered is used in the NRL as part of the scale aesthetics [33].

Intuitively it is quite natural that the visual clarity of a user interface
influences also usability judgements. Of course, a clear and structured
user interface that contains only a small number of elements is easier
to scan than a complex cluttered user interface. Thus, the time to
detect the important elements for a task and thus efficiency will be
influenced by visual clarity as well [34]. In addition, a high visual
clarity will create the impression that the user interface is of low
complexity and thus easy to learn.

It is therefore plausible to see here a simple and natural explanation
for the connection between perceived usability and aesthetics. If a
user interface gives a clear, well-structured impression, this should
positively influence the perceived aesthetics as well as the assessment
of usability. This would also explain well why there is empirical
evidence for both directions (What is beautiful is usable and What is
usable is beautiful).

III. PRE-STUDY

The goal of this study was to develop items that can be used to
measure visual clarity.

A. Participants

Participants were recruited by sending the link to the online study
to a mailing list. 21 persons participated in the study (average age
29.9 years, 67% females, 33% males). Participants did not receive any
benefits for their participation in the study.

B. Material

Screenshots (size 1024 x 768 px) of the homepages of four German
universities were used as stimuli. We selected pages with varying
levels of complexity. Complexity was measured during the selection
process by the jpeg-size of the screenshot. This is a common method
to get a rough measure of complexity [35], [36], [37].
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C. Procedure

Participants could start the study over a link in the invitation mail.
The first screen contained a short introduction to the study. Then the
participants could navigate to a screen where they can rate the four
screenshots concerning their complexity.

The students provided their subjective rating of visual complexity
on a 7-point Likert scale by answering the following question:

The homepage of the university looks
simple 0 0 00000 complex

The goal of this rating was to force the participants to think this
concept over.

After this rating was submitted a free text question was presented.
Participants were asked to list aspects of the four screenshots that are
related to visual clarity or visual complexity. Finally, a second free text
question about web pages in general was shown. The participants
were asked to complete the sentence “A complex web page is for me a
page that ...”.

D. Results

Complexity ratings and jpeg-size showed that the four selected
pages indeed varied sufficiently, but the order of the screenshots by
perceived visual complexity does not perfectly correspond to the order
by jpeg-size:

Page A: perceived complexity 4.0, size 73 KB

Page B: perceived complexity 4.3, size 185 KB

Page C: perceived complexity 4.8, size 191 KB

Page D: perceived complexity 3.4, size 128 KB

The perceived complexity represents the rating on the 7-point
Likert scale described above.

The free text comments were analysed and clustered according
to their semantic meaning. Concerning visual clarity two clusters
emerged. One cluster contained statements concerning the number of
elements on the page. The statements in the second cluster points to
the perceived order and alignment of page elements, i.e. the visual
organisation of the content.

E. Conclusions

Thus, the two statements The page has many elements and The
information is clearly arranged on the page were selected to represent
the concept of visual clarity in the following study.

IV. FIrsT STUDY

The first study tries to investigate if there is a mediator effect of
visual clarity on the dependency between perceived aesthetics and
perceived usability.

A. Participants

Participants were recruited over social networks and online forums.
425 persons participated in the study. Average age of the participants
was 30.77 years. 43% of the participants were males, 39% females and
18% did not provide gender information.

The dropout rate (percentage of participants that started the online-
study but did not submit responses) was 40%.

B. Material

As stimuli the start pages of 30 public German websites were used.
Websites were selected from the three different categories cities, web-
shops and design agencies to cover a broad spectrum of different cases
of use and design styles. For each category a larger sample of pages
(around 50) were selected. From this sample 10 pages that varied as

to visual complexity (again measured by the size of the saved screen
shots in jpeg-format) were selected.

For each of the 30 selected start pages a screen shot with resolution
1024 x 768 was used. Fig. 1 shows two examples of the prepared
screenshots for each of the three categories.

Oc

DigilalPod

Fig. 1. Six of the used screen shots (on top two homepages of German cities, middle
two start pages of web-shops and bottom two homepages of design agencies).

C. Items
Four items were used to capture the impression of the shown pages:
I1: The page has many elements
I2: The information is clearly arranged on the page
I3: I think I would get along well with the web page
I4: The design of the page is nice
The first and second items represent the concept of visual clarity.
As an indicator for visual clarity the mean value of the first two items
is used. Here item one is scaled in a reverse order, since agreement to
item one means a lower visual clarity. Item three is used as an indicator

for the perceived usability of the pages and item four as indicator for
visual aesthetics.

All items could be answered on a 7-point Likert scale with the
extreme points Do not agree at all and Totally agree.

D. Procedure

Each participant was assigned to one of the three website categories.
First, a page with general instructions describing the flow of screens in
the study and the tasks in each step was presented.

After the participant read this instruction, he or she could start the
main part of the study over a link. A randomly selected homepage
is shown as a screenshot. Below this screenshot the questions I1 to
I4 are presented. After the participant submitted the answers the
next randomly selected homepage was presented. This was repeated
three times, i.e. each participant evaluated three randomly selected
homepages. The restriction to three pages was meant to limit the time
required to complete the study and avoid a high dropout rate.

E. Results

The correlations between the investigated variables were highly
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significant:

Usability, Aesthetics: r=0.44 (t(1072)=16.24, p<0.001)

Clarity, Usability: r=0.71 (t(1072)=33.39, p<0.001)

Clarity, Aesthetics: r=0.51, (t(1072)=19.18, p<0.001)
The partial correlations between usability and aesthetics if the
influence of clarity is controlled is 0.138 (t(1072)=4.57, p<0.001). Thus,
if the impact of clarity is considered, then the dependency between the

other two variables is much lower. This is a first hint that points in the
direction of a mediator effect.

To clarify this in more detail we perform two mediator analyses.

First, we analyse the impact of visual clarity on the influence
of aesthetics on usability. The results of the mediator analysis are
depicted in Fig. 2. The values without parentheses are the regression
coefficients of the simple regressions between variables, i.e. the simple
regression of aesthetics on usability, aesthetics on clarity and clarity
on usability.

The values in parentheses represent the regression coefficients
of the combined regression of aesthetic and clarity on usability. All
dependencies are significant with p<0.01).

The impact of aesthetics on usability is massively reduced if the
mediator variable clarity is considered. The Sobel test [38] shows also
a significant mediator effect (Sobel z = 17.05, p<0.01).

0.392"

Aesthetics Usability
Independent variable (0.099%) Dependent variable
0.509* 0.625"
(0.576%)
Clarity

Mediator variable

Fig. 2. Dependency between aesthetics and usability considering the impact
of visual clarity.

Now we take a look at the opposite direction. The results of the
mediator analysis are shown in Fig. 3. Again, there is a significant
mediator effect (Sobel z = 16.78, p<0.01).

0.504*

Usability Aesthetics
Independent variable (0.193%) Dependent variable
0.815" 0.502"
(0.381%)
Clarity

Mediator variable

Fig. 3. Dependency between usability and aesthetics considering the impact
of visual clarity.

F. Conclusions

The study found a mediator effect of visual clarity on the
dependency between perceived usability and perceived aesthetics in
both directions. Thus, the results support the proposed explanation
for this dependency.

However, this first study has some methodological limitations
worth mentioning. First, the participants rated usability, beauty and
visual clarity based on screenshots and did not interact with the pages.
This will of course have an impact, especially on the judgements
concerning usability.

Second, the ratings concerning usability, aesthetics and clarity were
done with simple statements developed in a small pre-study that were
expected to cover these concepts.

At least for usability and aesthetics there are established standard
questionnaires that allow a more reliable measurement of these
concepts. They were not used in this study intentionally to keep the
number of items to be answered low and thus to allow the participants
to rate more than one screenshot with reasonable effort. But to be
able to generalise the results, a replication of the study using standard
methods to operationalise these concepts would be helpful.

V. CONSTRUCTION OF A CLARITY SCALE

One of the limitations of the first study was that the concepts
of usability, aesthetics and visual clarity were not measured with
standard questionnaires. For usability and aesthetic impression such
questionnaires are available, for the concept of visual clarity this is
not the case.

In this study we describe the construction of a scale to measure
visual clarity that is embedded in the UEQ+ framework [39]. The
UEQ-+ is a set of modular UX scales that can be combined to form a
UX questionnaire. Thus, the UEQ+ allows researchers to select exactly
those UX aspects as scales that are relevant for a concrete product
evaluation respectively research question.

The UEQ+ is available free of charge. Scales and required material
to set up a questionnaire and analyse the results can be downloaded at
ueqplus.ueq-research.org.

A. Selection of an Initial Item Set

A pool of items meant to represent the concept of visual clarity was
constructed by querying several UX experts. After several discussion
rounds the constructed item pool was consolidated into a candidate
set of 8 items in the UEQ+ format. Thus, each item consists of a pair of
terms of opposite meaning that can be rated on a 7-point Likert scale.
An example is shown below:

unorganised 0ooo0 o000 organised

The following candidate items were constructed. The German
original version that is used in the study is shown in parentheses:

- difficult to grasp / easy to grasp (schlecht zu erfassen / gut zu
erfassen)

poorly structured / well structured (schlecht gegliedert / gut
gegliedert)

unclear / clear (unklar / klar)

unstructured / structured (unstrukturiert / strukturiert)

disordered / ordered (ungeordnet / geordnet)

« unorganised / organised (unorganisiert / organisiert)

ill-conceived / well-conceived (undurchdacht / durchdacht)

random / planned (zuféllig / geplant)

B. Study for Scale Construction

An online questionnaire was used to collect some response data
concerning the constructed items from a larger sample.
1. Participants

69 persons recruited over social media participated in the study.
Average age was 29 years, 46 were males and 23 females. Participants
did not receive any benefit for their participation.

2. Procedure

The online questionnaire consists of four pages. The participants
could navigate between these pages by two buttons labelled Next
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and Previous on the bottom of the page. The last page contains just a
message that thanks for participation. Data were submitted when the
participant clicked on Next on the third page.

The first page gives some general instructions and asks for age and
gender of the participant. In addition, participants are instructed only to
proceed if they have already used a web shop to purchase goods online.

On page two the participants are asked to name a web shop they
have already used for buying goods online. Page three contains the
eight items from the set of candidate items.

3. Results

Most participants decided to rate Amazon.de (71%), followed by
Zalando.de (14.5%) and Mediamarkt.de (7.2%). 5 other shops were just
mentioned by one participant.

A factorial analysis (we used the R package psych [40]) showed that
a solution with one factor fitted the data quite well (according to the
scree plot and the Kaiser-Gutmann criterion). The scree plot of this
solution is shown in Fig. 4.
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Fig. 4. Screeplot of the factorial analysis.

Thus, the four items that showed the highest loadings on this single
factor were chosen to represent the scale for visual clarity (see below).
C. Constructed UEQ+ Scale

Using the UEQ+ format the scale to measure visual clarity is:

In my opinion the user interface of the product looks:
well structured

poorly structured 0000000

disordered 0000000 ordered
unorganised 0000000 organised
unstructured 0000000 structured

VI. SECOND STUDY

The goal of this study was to replicate Study 1 with a study design
that takes the limitations of this previous study into account.

A severe limitation was that the participants of study 1 just
rated screenshots of web pages and did not interact with the page.
Therefore, we decided to use a running web portal as stimulus and

force the participants to use the main functions by giving them a task
which must be solved before a rating is possible.

The quality of the rating itself is improved by using common
standard questionnaires.

Usability is rated with the System Usability Scale SUS [41].

Aesthetic impression is rated with the short form VISAWI-S [42]
of the VISAWI questionnaire and clarity is rated with the new UEQ+
scale that was described in the previous section.

A. Participants

A link to the online study was sent per mail to 8 classes of a
vocational school for technology and design in Lingen (Germany). 168
subjects (135 males, 33 females, average age 22 years) participated in
the study. Participation was voluntary and participants received no
benefits for taking part in the study.

B. Material

A fully functional booking portal for holiday trips with real content
was used as stimulus.

To create some variety concerning aesthetic impression and clarity
four layout variants were created. The CSS of the booking portal was
manipulated to create a visually attractive (A), a visually unattractive
(B), a version with a high level (C) and low level of clarity (D).

The booking portal was in addition manipulated in a way that the
final confirmation step of a holiday booking does not really trigger
the booking but navigates to pages that allow to rate the booking
experience.

Some examples of pages in the booking portal are shown in Fig. 5
and Fig. 6.
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Fig. 5. Search result page for the visually appealing (top) and visually
unappealing (bottom) condition. Manipulation of aesthetic appeal was done
mainly by changing fonts and font respectively link colours.
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After the participant has decided for a trip and clicked on the final
booking step, he or she is redirected to a page that contains the four
items of the short form of the VISAWI [42]. Once this has been filled
in and the participant has submitted the answer, a page containing the
10 items of the SUS [41] is shown. Submitting the SUS data navigates
to a page with the 4 items of the scale to measure clarity.

Once these data have been submitted a final page that allows some
optional remarks or free text comments concerning the experiment is
shown, and after this final page has been submitted, a page is shown
that thanks for the participation.

D. Results

Table I shows the mean scale values of the VISAWI-S, SUS and
clarity scale for the four layout variants of the booking portal. This
data shows that the intended manipulations of the layouts created the
intended effect.

TABLE 1. MEAN VALUES OF THE THREE QUESTIONNAIRES USED TO MEASURE

- UsABILITY (SUS), AESTHETICS (VISAWI-S) AND VIisSUAL CLARITY (NEW SCALE).
THE VISAWI-S AND CLARITY RATINGS RANGE FrROM 1 (WORsT) TO 7 (BEST),
WHILE SUS RATINGS RANGE FrRoM 0 (WoORST) TO 100 (BEST)
¥ | weme ElFernweh Variant VISAWL-S SUS Clarity
HOME URLAUBSREISEN ~ HOTELS
A (attractive) 5.57 (1.09) 80.51 (10.76) 5.82 (0.99)
B (unattractive) 3.24 (1.45) 66.65 (15.19) 4.20 (1.69)
C (high clarity) 4.84 (1.17) 82.62 (11.15) 6.13 (0.79)
D (low clarity) 3.85(1.27) 63.10 (17.19) 3.67 (1.74)
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Fig. 6. Search result pages for the versions with high visual clarity (top) and
low visual clarity (bottom). Manipulation was done by changing alignment,
adding and removing elements and using structuring elements like boxes.

C. Procedure

A link to the study was distributed per E-mail. When this link
was clicked the participant was randomly assigned to one of the four
layout variants. Each participant interacted only with one of these
variants during the study.

On the start page of the study participants were instructed to the
task. It was explained that they should book a holiday trip according
to their personal preferences in a booking portal. They were informed
that the confirmation step would not trigger a booking but navigate
them to a questionnaire to rate the user experience of the portal.

At the bottom of this start page a link was placed that navigates to
a page that asks for age and gender of the participant. From that page
the booking portal could be started.

Inside the booking portal the navigation was not restricted.
Participants could search for an interesting offer without limitations
(all pages were accessible and there was no time limit).

Now we concentrate on the mediator effect of visual clarity on the
dependency of usability and aesthetics, which was the main goal of
the replication study.

We first take a look at the correlations between the three variables
over all three variants. The following highly significant correlations
were observed:

« Aesthetics, Usability: r=0.679, (t(166)=11.91, p<0.001)
« Aesthetics, Clarity: r=0.715, (t(166)=13.18, p<0.001)
«  Usability, Clarity: r=0.758, (t(166)=14.97, p<0.001)

The partial correlation between aesthetics and usability, if we
control the impact of clarity on both variables, is reduced to 0.299
(t(168)=4.031, p < 0.01), which is again a first indicator for the assumed
mediator effect.

We now describe the mediator analysis in detail in Fig. 7 and Fig. 8.
The values can be interpreted as described above for Fig. 2.

0.5*

Aesthetics Usability
Independent variable (0.206*) Dependent variable
0.796" 0.502"
(0.37%)
Clarity

Mediator variable

Fig. 7. Dependency between aesthetics and usability considering the impact of
visual clarity. Regression coefficients all significantly >0, p<0.01).

Thus, again the values show that the influence of aesthetics on
usability decreases if we consider clarity as a mediator variable. The
Sobel test shows a significant mediator effect (Sobel z=6.878, p< 0.01).

For the opposite direction of the dependency the Sobel test shows
again a significant mediator effect (Sobel z=5.465, p<0.01).
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Usability 0.92" Aesthetics
Independent variable (0.436%) Dependent variable
1.147* 0.641*
(0.423%)
Clarity

Mediator variable

Fig. 8. Dependency between usability and aesthetics considering the impact of
visual clarity. Regression coefficients all significantly >0, p<0.01).

E. Conclusions

The mediator effect of study 1 could be reproduced. The effect is
even a bit stronger (as can be seen by the reduction of the regression
coefficients) than in the first study.

Thus, even if participants interact with the pages and if a different
way to operationalise the three variables usability, aesthetics and visual
clarity is chosen, the expected mediator effect is visible in the data.

VII. SUMMARY

Several different explanations have been proposed to explain the
dependency between perceived usability and perceived aesthetics of
a product. We suggest in this paper a new explanation that is based
on the observation that items used by some UX questionnaires as an
indicator for usability aspects are used in other questionnaires as an
indicator for visual aesthetics. What is common to those items is that
they describe the impression of clarity or visual simplicity of the layout.

We showed in two different studies that visual clarity acts as a
mediator for the dependency between perceived usability and perceived
aesthetics. This suggests that the impression of a user interface as
clean, aligned, ordered and visually simple acts as a common factor
that impacts aesthetics and usability ratings. This explanation allows
to explain the dependency of usability and aesthetics in both directions
(What is beautiful is usable and What is usable is beautiful) and is
conceptually much simpler than other explanations.

Both studies had a quite different setup and the operationalisation of
the variable’s usability, aesthetics and clarity differed. Thus, the mediator
effect could be detected under quite different settings for the study.

A practical advantage of this finding is that it is beneficial to invest
a lot of effort in a visually clearly structured user interface during the
design of new user interfaces. This will impact usability and aesthetic
ratings. The good thing is that this aspect is not so difficult to handle
from the point of view of a designer. Well-known design guidelines
and heuristics, for example the minimisation of alignment lines in the
layout, the number of different visual elements, the variety of elements
sizes, etc. can be used to optimise a user interface under this aspect.
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The lack of bias management in Recommender Systems leads to minority groups receiving unfair
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Furthermore, in the recommendation stage, this balance does not require an initial knowledge of the users’
demographic information. The proposed architecture incorporates four abstraction levels: raw ratings and
demographic information, minority indexes, accurate predictions, and fair recommendations. Last two levels
use the classical Probabilistic Matrix Factorization (PMF) model to obtain users and items hidden factors, and a
Multi-Layer Network (MLN) to combine those factors with a ‘fairness’ () parameter. Several experiments have

been conducted using two types of minority sets: gender and age. Experimental results show that it is possible
to make fair recommendations without losing a significant proportion of accuracy.

I. INTRODUCTION

AIRNESS in Recommender Systems (RS) is a very important

issue, since it is part of the path to get a fair society. Nowadays,
recommendations come to us from a variety of online services such
as Netflix, Spotify, TripAdvisor, Facebook, Amazon, etc. All these
services rely on hybrid RS [1] whose kernel is the Collaborative
Filtering (CF). CF data is the set of the users' preferences on the items:
tens or hundreds of millions of ratings, likes, clicks, etc. It seems great,
since in theory, the more the data the better the recommendations;
unfortunately, this data is usually biased [2]-[3] and minority groups
are the most damaged ones. Common minority groups are female
(vs. male) and senior (vs. young); both groups tend to receive unfair
recommendations from online services. This situation has a perverse
effect: a cycle that feeds back, where unfair recommendations make
minority users to lose confidence in the system, to decrease their
interaction and, thus, to receive even more unfair recommendations.
The time has come to increase research in fair RS to reduce the digital
gap [4]-[5] between minority and non-minority groups.

CF RS research has been traditionally focused in accuracy
improvement [6], although some other objectives have increased the
research attention in the last years: novelty [7], reliability [8], diversity
[9] and serendipity [10]-[11] among them. Surprisingly, fairness has
not been a main objective in the RS priorities. One of the reasons
is the idea that improving fairness does not lead us to more valued
recommendations, such as accuracy, novelty or diversity clearly do.

* Corresponding author.
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Nevertheless, society needs to point in the opposite direction [12], and
a set of new quality goals are growing [13]: relevance, fairness, and
satisfaction among them. The historical development of CF has not
helped to the fairness research, either: when the k-Nearest Neighbors
(kNN) algorithm [14] dominated the field, it was less likely that a
reduced set of neighbors produced biased recommendations. However,
in a very short time the Matrix Factorization (MF) method prevailed
as standard, and the fairness goal relevance grew up [15]. MF makes a
compressed version of the ratings that belong to the dataset, catching
the essence of them. The compressed models are sensible to the data
biases such as the demographic ones: gender, age, etc. [16] making
fairness a particularly relevant goal.

As a consequence of the CF research evolution, existing
publications to improve fairness using the kNN algorithm are scarce;
as an example, in [17] authors look for balanced neighborhoods as
a mechanism to preserve personalization (accuracy) while enhancing
the recommendations fairness. It is also remarkable the differentiation
that takes place, in this context, between consumer-centered and
provider-centered fairness. Fairness has been studied in the CF context
in two main directions: a) finding that data biases really generates
unfair recommendations, and b) providing quality measures or
methods to quantify recommendations fairness. From the first block,
in [18] authors argue that improving recommendations diversity leads
to discrimination among the users and unfair results. The response of
CF algorithms to the demographic distribution of ratings is studied
n [19]; they find that common CF algorithms differ in the gender
distribution of their recommendation lists. A preliminary experimental
study on synthetic data was conducted in [20], where conditions under
which a recommender exhibits bias disparity and the long-term effect
of recommendations on data bias are investigated. From the second
block (quality measures) in [21] they claim that biased data can lead CF
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methods to make unfair predictions for users from minority, and they
propose new metrics that help reducing fairness. Disparity scores has
also been proposed [18] to obtain fairness measures. Bias disparity can
be defined as “how much an individual’s recommendation list deviates
from his or her original preferences in the training set” [20], whereas
average disparity measures how much preference disparity between
training data and recommendation list for the minority group of users
is different from that for the non-minority group [22]. Fairness quality
results in our paper implement these concepts.

Fairness in information retrieval has been focused on study data bias
more than acting on the machine learning models: “teams typically
look to their training datasets, not their machine learning models,
as the most important place to intervene to improve fairness in their
products” [12]. The machine learning achievements in the fairness
issue have been reviewed in [23], where they find some “frontiers”
that machine learning has not crossed yet. The MF disadvantages in
CF have been studied in [21], where authors state that the MF model
cannot manage the two main types of imbalanced data: population
imbalance and observation bias. RS fairness has been even less covered
in Deep Learning (DL) than in machine learning; as an example, in
this current survey of RS based on DL [24] the fairness goal is not
mentioned, not even in its “possible research directions” section. The
same happens with the current review paper [25] where fairness is not
mentioned despite the complete set of DL-based RS included in the
publication. In fact, state of the art research in this area is focused on
accuracy improvements [26]—[27] and it has not covered this subject.
To afford a DL-based and fair RS is difficult due to the neural black
box model [28], that is not easy to explain or vary. Nevertheless, to
tackle CF fairness using DL has the advantage of providing a starting
base where accuracy is high [29]; it is particularly convenient since the
increase in fairness usually leads to the decrease in accuracy.

For the stated reasons, the hypothesis of this paper claims
that it is possible to design a DL architecture that provides fair CF
recommendations at the cost of reasonable decreases of accuracy. A
DL approach to obtain fair recommendation provides a novel scenario
in the RS field. This scenario opens the door to reach accurate and
fair predictions, but it is not a straightforward how to make the
architectural design: we have to deal not just with raw ratings data,
but also with the necessary demographic information to determine the
target minority groups: female vs. male, senior vs. young, etc. Moreover,
the neural network learning model cannot be changed as easily as the
kNN approach or even some machine learning algorithms. For all this,
the proposed DL approach relies on an enriched set of input data and
a tailored loss function that minimizes not only the accuracy errors
but also the fairness ones. Fairness errors can be measured using the
disparity scores concept [18], but how these scores are fed is a research
open issue.

The proposed neural network learns from data that accomplish the
current disparity concept: “deviation from the list of recommendations
and the training data”. We have specified it into two related indexes: the
items one, that assigns a minority value to each item (e.g. a femininity
value to a film, that depends on the female and the male preferences
on this movie), and the users one, that assigns a minority value to each
user (e.g. a femininity value to a user, that depends on the femininity
of the items preferred for this user). Once both indexes have been set,
it is possible to design a neural network loss function that rewards
equality between each user minority value and his/her recommended
items minority values. An additional design decision we have taken is
to choose a regression approach [8] instead a classification one [27]:
since we need to simultaneously minimize accuracy and fairness errors
in the loss function, it is straightforward to pack them into a combined
value so that the neural network provides us with balanced fairness/
accuracy regression results. Finally, we have chosen a combined

MF and DL approach [8] [30]; this design allows us to decouple the
accuracy and the fairness abstraction levels by assigning accuracy to
the MF and fairness to the DL stage.

A main advantage of the proposed architecture is that, once the
model has learned, recommendations can be made to users that do
not have associated demographic information; that is: we can fairly
recommend to users without knowing its minority nature. It is
possible because the neural network can learn the minority pattern
in the same process that it learns to minimize the accuracy/fairness
prediction error. It is a commercial advantage since many users avoid
filling in their personal data.

In summary, designing recommender systems that are capable
of providing fair recommendations without a high loss of accuracy
is a significant contribution not only to the field of fairness in the
ML-based RS, but also to the DL-based ones. As mentioned above,
the former has merely proposed metrics for measuring unfairness in
recommendations while the latter does not even consider fairness as
a current goal.

As already discussed in Section I, existing recommender systems
are primarily focused on providing recommendations as accurately as
possible. Recommendations provided to minority groups of users are
currently very unbalanced due to the RS datasets bias, and it leads to
unfair recommendations made to the groups. State of the art in RS
fairness is centered in memory-based methods, that are no longer
commercially used due to their lack of accuracy. Research in model-
based fair methods is scarce, and it is focused on trust-based systems,
that usually require social information not available in most of the
commercial RS. Our approach is a model-based one, making use of DL
technology and which only needs the ratings information.

Based on the above, this paper’s main research objective is to find a
balance between accuracy and fairness in the recommendations made
to the RS users. To this end, we propose a DL CF approach that can
automatically adjust fairness and accuracy in recommendations.

The rest of the paper has been structured as follows: in Section II the
proposed method is explained and the experiments design is defined.
Section III shows the experiments' results and their discussions.
Finally, Section IV contains the main conclusions of the paper and the
future work.

II. MATERIALS AND METHODS

This section is devoted to describing our proposed method as well
as the experimental setup we have used to evaluate it.

A. Proposed Method

The proposed architecture incorporates four different abstraction
levels, as depicted in Fig. 1, to get the desired fair recommendations: a)
raw ratings and demographic information, b) minority indexes for both
users and items, c) accurate predictions, and d) fair recommendations.
Level ‘b’ just makes some simple statistical operations by combining
ratings and demographic information; level ‘c’ uses the classical
Probabilistic Matrix Factorization (PMF) model in order to obtain
users and items hidden factors; finally, level ‘d’ makes use of a Multi-
Layer Network (MLN) to combine hidden factors and a ‘fairness’ (83)
parameter. This MLN generates the desired fair recommendations.

We will develop each of the three levels that make up our
architecture: first, in the lowest level we create two related indexes:
1) items minority index (IM), and 2) users minority index (UM). The
IM index will assign a minority value to each item in the dataset,
e.g. when the minority group is ‘female’ we could call to the index
‘femininity’. It will contain values [-1, 1] where negative ones mean
feminine preferences and positive ones mean masculine preferences.

-87-



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 6, No6

Multilayer Neural
Network training

Ratings
matrix

Matrix
Factorization

/

users
factors

Pr

e

I

Items Minority
index (IM)

\_i

Users Minority
index (UM)

beta

Multilayer Neural
Network prediction

items
factors

ar

Demographic
information

]

fair
recomendations

beta

Statistical information
abstraction level

Raw data
abstraction level

Machine learning
abstraction level

Deep learning
abstraction level

Fig. 1. Architecture overview.

Then, when an item has been assigned a negative value it means that
it has been rated better by women than men. Once the IM index has
been created it contains the minority values of all the items. By using
the IM index, we will create the UM index. The UM index will assign
a minority value to each user in the dataset. It also will contain values
[-1, 1], where negative ones mean minority preferences and positive
ones mean not minority preferences (masculine, in our example).
A user assigned a negative UM value means that this user prefers
negative IM items, and vice versa. Please note that, on many occasions,
female users may have assigned positive UM values and male users
may have assigned negative UM values, since there exist women with
masculine preferences and men with feminine ones; same as young
and older persons or any other minority versus majority groups.
Thus, an important concept is that both the IM and UM indexes do not
contain disjoint minority/majority demographic values; they contain
minority/majority preferences. This design accurately fits the existing
diversity of preferences contained in the CF based RS.

Now, we will explain the IM and UM indexes design that we will
take as a base to get fair recommendations in the DL stage. First, we
will differentiate between relevant and not relevant votes: relevant
votes are those that indicate that the user liked the item; conversely
not relevant votes (in our context) are those that indicate that the
user did not liked the item. There can also exist votes that indicate
indifference on the part of the user. In our formulation, relevant and
not relevant votes are chosen by means of two thresholds; e.g. in a
dataset where votes must be in the set {1, 2, 3, 4, 5} we can establish 4
as the relevant threshold and 2 as the non-relevant threshold. In this
way the relevant set is {5, 4}, the non-relevant set is {2, 1} and {3} would
be the ‘indifference’ set.

We define the IM index (11) for each item i as the majority score of i
minus the minority score of i. The majority score (resp. minority score)
of the item i is the number of majority (resp. minority) users that voted
i as relevant minus the number of majority (resp. minority) users that
voted i as non-relevant, divided by the total amount of majority (resp.
minority) users that did not consider i as indifferent, see Equations
(9) and (10) (resp. (7), (8)). When the proportion of the minority user
preferences exceeds the proportion of the non-minority ones, the IM
index values are negative. In the gender example, equation (11) can be
read as: “proportion of males that liked item i minus males that did not
like it, minus the proportion of females that liked item i minus females
that did not like it”. We have also set a minimum number of 5 votes to
consider both the minority and non-minority sides of equation (11).

Once the IM index has been created, we can use it to establish
the UM index values. Each UM value corresponds to a user of the
RS dataset, and it provides the minority value of the user. Each user
minority value will be defined by the minority of his/her preferences:

to obtain each user UM value we just make the average of the IM
minority values of the items that the user has voted, weighting each
IM minority value with its corresponding user rating. Equation (13)
models the explained behavior.

Let ©7 be the like threshold (1)
Let © be the dislike threshold (2)
Let I be the set of items in the dataset (3)
Let U be the set of users in the dataset (4)

We will assign the following meanings to super index numbers: m
for minority and M for non-minority:

Let U™ be the set of minority users (5)

Let UM be the set of non-minority users (6)

Let U, ()= {u € Ulru'i > OT} be the set of users who liked item

i ™)

LetU (i) = {u € U|r,; < ©,}be the set of users who did not

like item i ®)
The majority score is

ey — (@Ml @nu™]

R0 |[Ur(DnUM|+|uy(DnUM| 9)
The minority score is

M) — |UT(i)ﬂUm|_|Ul(i)ﬂUm|

3D = 15 Oovmiso,onom] (10)
The IM and UM indexes are

IM(Q) = 3% —gm (11)

M ={(i,iIM@))|i € 1} (12)

B o 252200
UM(u) = ué”1+92 .
(N—T)-|{zel|ru‘i¢o}| (13)
UM = {(u,UM(w))|u € U} (14)

where o means “not voted item” and N is the maximum possible
vote.

male 1 |

male 2

female 1

female 2

male 3

item ¢

itema itemb item d

Fig. 2. Data-toy example to get IM and UM minority values.
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Fig. 2 shows a data-toy example containing five users and four
items. We will suppose that women are a minority group in this
RS, compared to the men. We can observe that ‘item a is clearly
‘masculine’, since it has been voted as ‘relevant’ for all the male users
and it has been voted as ‘non-relevant’ for all the female users. The
opposite situation is stated in ‘itemn b’: it is a ‘feminine’ item according
to the female relevant votes and the male non-relevant ones. ‘Item ¢’
is quite masculine, although a female user liked it. Finally, ‘item d’
shows the opposite situation to ‘item ¢’. According to it, the proposed
IM equations return the following item minority values:

{(item a, 1),(item b, —1),(item ¢, 0.5),(item d, —0.6)}

that fits with the explained behavior (Table I). Once the items’
minority values IM are obtained, we can get the users minority ones
(UM). First, we can observe how ‘male 2° and ‘male 3 users in the
data-toy example have casted very ‘masculine’ ratings, since they have
voted ‘relevant’ to the more ‘masculine’ items, and ‘non-relevant’ to
the more ‘feminine’ items. This is not the case for the ‘male I’ user, that
has a ‘relevant’ vote casted on the ‘feminine’ ‘item d’. The female users
comparative is more complicated: ‘female I’ has casted all her votes in
a ‘feminine’ way, whereas the ‘female 2’ vote to the ‘masculine’ ‘item
¢ was ‘relevant’; nevertheless, the ‘female 2’ feminine votes are higher
than the ‘femenine I’ ones. In this way, we expect the following results:
a) positive UM values to male users and negative ones to female users,
and b) a more ‘minority’ (feminine) value be assigned to ‘male I’ than
to ‘male 2 and ‘male 3’ . Table I shows the Fig. 2 data-toy IM results
and Table II shows the UM ones.

TABLE I. DaTa-TOY IM RESULTS

Item Value
a [(3-0)-(0-2)]/5=1
b [(0-3)-(2-0)]/5=-1
c [(2-0)-(1-1)]/4 = 0.5
d [(1-2)-(2-0)]/5=-06

TABLE II. DaTA-TOY UM RESULTS

Item Value
male 1 (5-3)-1+(2-3)-(~1)+(4-3)-(~0.6)=2.4/5=0.48
male 2 (5-3)-1+(2-3)(=1)+(4-3)-0.5+(2-3)- (~0.6)=4.1/5=0.82

female 1 (2-3)-1+(4-3)-(=1)+(1-3)-0.5+(4-3)-(~0.6)= —3.6/5=—0.72
female 2 (1-3)-1+(5-3)-(-1)+(4-3)-0.5+(5-3)-(~0.6)= —4.7/5= —0.94
male 3 (4-3)-1+(1-3)-(-1)+(4-3)-0.5+(2-3)-(~0.6)= 4.1/5=0.82

Our architecture uses the PMF method to reduce the ratings matrix
dimension and to get a condensed knowledge representation. From
the condensed results we will be able to make accurate predictions.
Equations (15)-(24) show the model formalization: the original ratings
matrix is condensed in the two lower dimension matrices P and Q
(equation (15)). P is the users’ matrix and Q is the items’ matrix. Both
P and Q have a common dimension of F hidden factors, where F < M
and F <« N (note that M is numbers of users, and N the number of
items). Once the model has learnt, each user will be represented by
a vector P, of F factors, and each item will be also represented by
a vector q; of F factors. Each prediction of an item u to a user i is
obtained by processing the dot product of these vectors (equation (16)).
Since the users and the items hidden factors share the same semantic,
predictions will be relevant when high values (positive or negative) of
the factors line up in each user and item.

R~R=P-Q" (15)

Ty = Du Q= fo:=1 Puyr " qif (16)
The P and Q factors will be used in our architecture to feed the
DL process input as well as to set the output target labels. Factors
are obtained by means of the gradient descent algorithm. The loss
function just minimizes the prediction error: the difference between
the predicted value and the existing rating (equation (17)).
, ~\2
loss(w, i) = (1 — 7y)

(17)

In order to achieve the gradient descent minimization process we
obtain the partial loss derivatives: 8loss/8p,, and 6loss/84q; (equations
(18) and (19)).

8l s — 2 T Puq.

6:_1? - ﬁ(‘ru,i_pu ' CIL) =-2q, '(ru,i_ Py ql)z

_zm . eu’i (18)
8l 5 — =2 o Puq,

% - S_I(ru,i —Pu- ‘h) =—2py - (Tu,i R ql) -

—2pu t ey (19)

This gives rise to the corresponding gradient descent factors update
Equations (20) and (21).

Puf = Pus + 2V G5 €u (20)

dr. = q5i T 2Y " Pqr - Cui (21)

Finally, we can add a regularization term for controlling the
growing of the factors during the learning process, which gives rise to
the loss function and the update rules shown in Equations (22) to (24).

loss(u, i) = (1y; — ﬁ;)z + %Z?:1(|P2| +1Q%D

(22)
Pus = Pus +Y(2q5; - €ui — A Puy) (23)
Are = qri +Y(2Pur - €ui — A+ qri) (24)

The highest semantic level of the proposed architecture is based on
an MLN. Our MLN (see Fig. 3) model will take input vectors containing
the following information: a) user hidden factors p , b) item hidden
factors g, and c) B €[0,1] value. The p parameter is used to balance
fairness and accuracy in predictions and recommendations: high
f values will enhance accuracy, whereas low f values will enhance
fairness. This balance is a key objective of our method: “To obtain
fair recommendations just losing an acceptable degree of accuracy”.
Please note that we do not include demographic information to feed
the MLN input, so once the MLN has learnt it will be able to make
fair recommendations to users that have not filled demographic forms
asking for gender, age, etc. This is an important commercial advantage,
since it allows to make better marketing processes, to improve
fairness, to focus prediction tasks, etc. It is also a challenge to the
proposed machine learning framework because it is more difficult to
increase recommendation fairness when demographic data is missing.
The learning process has been based on input vectors containing the
specified three information sources: : {p, , q,,, B). We have set 11 input
vectors to the MLN for each (user u, item i) rating of the dataset:

Pup ;000 P, 4 0.2), o (D, 4 1.0)
The objective is to teach to the neural network on eleven fairness
levels for each rating, as it can be seen in the left side of Fig. 3.

Once the MLN input vectors have been established, it is necessary
to define their corresponding output labels to let the back-propagation
algorithm learn the pattern. In our case we will design a loss function
that minimizes both the prediction error and the fairness error.
Equation (25) shows the typical prediction loss function, as we did in
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equation (17). We define the fairness error as the distance between the
user’s minority and the item’s minority; e.g. films recommended to a
user (male or female) with an assigned 0.8 UM femininity value should
be as similar as possible to a 0.8 IM in order to fit in the fairness issue.
Since UM and IM vector values do not have the same distribution, we
will apply a [0, 1] normalization in both of them and we will use the
UM and IM names for the normalized versions. Then, to obtain the
fairness error we establish equation (26). Finally, to combine equation
(25) (accuracy) and equation (26) (fairness) the p parameter is added
(equation (27)).

accuracy __ F 2
eu,i - (ru,i - Zf:() pu'f . qi,f) (25)
enim™ = UM — UM;)* (26)
lossu'i =B- ez’CiCuracy +(1- B) . elff%mess -

Multilayer Neural loss function

Input data A
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Fig. 3. Training information for the proposed MLN.

In the feed forward prediction stage, for each testing input data
Dy 950 B), the proposed neural network returns a real number
whose meaning is the predicted loss error for the item i to the user
u recommendation. The lower the predicted loss error, the better the
combined <accuracy, fairness) values given the chosen 3 accuracy
vs. fairness balance. Once the network has learnt and the RS is in
production phase, to make recommendations to an active user u,
first we fix the 8 value and then we feed the MLN with all the inputs
(P, Gi, B) where i runs over the set of items that the user u has not
voted (equation (28)).

X:{<pu,f! Qf,i; ﬁ)lu € U!l € I' r‘u,,i io} (28)

The set of N recommendations for the user u, Zu,N is the collection of
N items with minimum loss function h(g,, §;, B), where the h function
represents N feed forward operations.

B. Experimental Setup

Experiments have been conducted using a well-known dataset
called MovieLens 1M [31]. It contains 1,209,000 votes, 6040 users and
3952 items. We have used eleven different values of the B parameter
(from 0.0 to 1.0, step 0.2); consequently, the MLN has been trained
using 13,299,000 input vectors and output target values. Training,
validation, and test sets have been established: 70%, 10% and 20%,
respectively. The PMF process has been run using 30 hidden factors (F),
80% training ratings, 20% testing ratings. Please note that these are the
MLN parameters of the proposed method, different to the previously
ones specified for the DL stage. The designed MLN contains an input
layer of 30+30+1 = 61 values (Fig. 3). The first MLN internal layer has
been set to 80 neurons (relu activation), followed by a 0.2 dropout
layer to avoid overfitting. The second internal layer has been set to
10 neurons (relu activation) and, finally, the output layer contains just

one neuron with no activation function. The chosen loss function has
been mae and the optimizer rmsprop.

III. RESuLTs

The experiments we have conducted are:

« Item Minority Index (IM) and User Minority Index (UM)
distributions.

« User Minority Index (UM) comparative between each minority and
non-minority group.

« Fairness prediction improvement using the heuristic algorithm.

« Fairness recommendation improvement using the heuristic
algorithm.

« Fairness error and accuracy error for recommendations using the
proposed DL architecture.

This section contains a subsection for each of the above set of
performed experiments. We have selected two types of minority sets:
a) gender: female vs. male, and b) youth: young vs. senior. Results are
provided showing both minority types in two separated graphs of each
figure. The MovieLens dataset, like in many other CF RS happens, is
biased towards male and young people.

Number of users

2500

2000

1500

1000

500
0 T

male female under 45 45 or more

Fig. 4. Proportion of users in the MovieLens gender and age minority and
non-minority groups.

scaled number of items and number of users
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1.0 .
— items

0.8 ---- users
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Fig. 5. Item Minority Index (IM) and User Minority Index (UM) distributions.
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Thus, the chosen minority types are relevant and representative for
this experimental study. Specifically, the MovieLens dataset contains
more males than females; most of them are under 45 years old. Fig. 4
shows the proportions. Equations (11) and (13) describe both indexes
behavior. The IM index semantic is simple and convincing, but it is
necessary to be aware that we are not working with absolute values:
in order to prevent data biases and to maintain the index values in
a bounded range, we are working with preferences proportions; e.g.
“proportion of male users that liked the items minus proportion of
female users that liked the item”. Since we expect a significant number
of items that both minority and non-minority groups simultaneously
like or dislike, IM proportions will be similar for both groups and
consequently a significant number of IM values will concentrate
around the 0.0 value. Fig. 5 shows the items and users minority indexes
distributions, both for the gender and the youth minority groups.

The UM index values are obtained from the ratings that each user
has casted to the items and from the IM value of each of those items.
We can see in Fig. 5 that the users UM indexes (both for gender and
youth) have a large concentration of values around 0. It provides us an
important conclusion:

“In the reference dataset, most users have similar preferences
regarding to the chosen minority groups” Looking at the UM
distributions we can also yield another main conclusion: “Although
users have similar preferences, there is a clear separation between
minority groups” (left and right side of the graphs). Since the UM index
is only used to feed internal DL processes the relevant information
here is the proportion of the differences between values, and not their
absolute values.

A. User Minority Index (UM) Comparative Between Each
Minority and Non-minority Group

In the above section we have confirmed two facts: 1) Users
preferences are similar, even if they belong to different minority
groups, and 2) Despite the previous conclusion, there is room to find
minority behaviors of users. In this section we deepen in the minority
UM values of users, to clear out our specific groups: male vs. female
and senior vs. young. Fig. 6 shows the results: we can observe, in
both cases, that groups have different behaviors and that they share
a relevant number of preferences. Groups present different behaviors
because they do not completely intersect their user minority values; as
expected, minority groups return a mean less than zero whereas non-
minority groups return it greater than zero. Groups share a relevant
number of preferences because there exist a proportion of minority
and non-minority users that share UM values (areas around 0.0 under
both curves).

TABLE III. UsErs CLASSIFICATION ATTENDING TO THE MINORITY/NON-
MINORITY GROUPS

group type correct incorrect correct %

gender female 1147 562 67.11
male 3648 683 84.22

youth senior 1231 195 86.32
young 3144 1470 68.14

Due to the explained results, we can confirm that there is a not
negligible proportion of minority users with non-minority preferences
and vice versa. In any case, it varies depending on the specific minority
group. As an example, we can observe in Fig. 6 how senior users have
much less non-minority preferences than female ones, since there are
small amounts of senior users whose minority value is greater than
zero. Results show the convenience of using modern machine learning
approaches to make fair recommendations to those users that share
minority and non-minority preferences. Table III shows the specific

number of users that have been classified as belonging to the minority
or to the non-minority groups. Minority users (female, young) have an
expected UM index less than zero. Non-minority users (male, senior)
have an expected UM index greater than zero.
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Fig. 6. User Minority Index (UM) comparative.

B. Fairness Prediction Improvement Using a Heuristic Algorithm

Fig. 6 and table IV show us that most of the users are correctly
grouped attending to their UM indexes, especially for seniors and
males. They also show a considerable number of cases incorrectly
classified, particularly for young and female groups. In this situation,
we will obtain predictions from the test set and then check their
quality in terms of the IM index. Table IV contains these experiments
results: the IM averages fit the expected ranges (negative IM average
for minority users, and positive IM average for non-minority users).
Despite these positive results, ranges can be too narrow to ensure fair
predictions. On the other hand, there will be situations in which it
is intended to force the recommendations of an RS to move towards
minority items, or perhaps towards majority items, depending on the
type of users and/or the company policy.

TABLE IV. AVERAGED IM VALUES FOR THE PREDICTIONS MADE TO EACH
Users’ GROUP

senior
-0.025

male
0.041

female
-0.014

young
0.028

IM mean

By filtering on the IMindex, we can discard those predictions greater
than a negative threshold and, in this way, increase the proportion of
minority predictions. In the same way we can filter those predictions
less than a positive threshold to increase the proportion of majority
predictions. We have performed this experiment, calling alpha to the
threshold. We can observe the expected behavior in Fig. 7, where
growing minority (and majority) IM values are obtained in predictions
when the alpha parameter increases. It also can be seen that the non-
minority users (male, young) always obtain better predictions due to
the RS datasets biases. Finally, we can state that, in this case, minority
values can reach the starting majority ones by using low values of the
alpha parameter (0.025 for gender and 0.05 for age).
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Fig. 7. Groups quality improvement by filtering predictions. x axis: alpha values
used to filter on the IM items index. y axis: averaged minority of the filtered
predictions. Minority (female, senior) curves are drawn using their absolute values.

C. Fairness Recommendation Improvement Using the Heuristic
Algorithm

The previous section results show that it is possible to provide a
heuristic method to improve recommendations fairness. To conduct
the experiment, from the alpha filtered predictions (Fig. 7), we extract
the N ones that provide higher prediction values, as usual in the CF
operation. Thus, the complete recommendation method involves three
sequential phases: 1) to obtain all the prediction value, minority value
pairs, 2) to filter the pairs according to the minority threshold alpha
parameter and each minority value, and 3) to select the N filtered
predictions that have the N highest prediction value values.

Results in Fig. 8 show the existing correlation between
recommendation errors and each chosen alpha value: the highest the
alpha value, the better the recommendations fairness (Fig. 7), but as
expected, also the worst the recommendation accuracy (higher error
values in Fig. 8). Of course, we pay an accuracy price when we force
fairer recommendations.

We have chosen a value of N = 10 recommendations to process the
set of experiments. From Fig. 7 it can be observed that in the "youth’
experiment our method provides better results (lower errors) for
the minority “senior’ group than for the "young’ one. This is a good
indication of the proposed heuristic method functioning. The *gender’
experiments provide improvement in the minority female group from
a specific value threshold (alpha = 0:05). All these results are consistent
with Tables II and III values.

D. Fairness Error and Accuracy Error for Recommendations
Using the Proposed DL Architecture

Results obtained in the previous subsection tell us that we have
designed a method that correctly provides fair recommendations.
It is a simple, functional, and easy to implement machine learning
approach. Nevertheless, it has some drawbacks:

Choosing the adequate parameter alpha requires a fine-tuning
process.

Since the parameter alpha sign (less than or greater than
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Fig. 8. Recommendation quality obtained by filtering predictions. x axis: alpha
values used to filter on the IM items index. y axis: averaged error of the N
recommendations. Lower error values are the better ones.

zero) depends on the minority or non-minority nature of the
recommended user, this recommendation method can only be
applied to users with associated demographic information.

This subsection provides a DL approach that works without the
above drawbacks. This method only needs the parameter f: it is used to
select the accuracy vs. fairness balance. The frange is [0, 1], whether 0
means 100% fairness and 0% accuracy, and 1 means 100% accuracy and
0% fairness. As it can be seen, to choose a f value is straightforward
and intuitive. Moreover: the chosen f value does not change when the
user is a minority one or he is not.

The proposed DL recommendation method explained in section 2
returns the results shown in Fig. 9. Graphs on the left of the figure
contain the main information. Graphs on the right are [0, 1] scaled to
find the optimum accuracy vs. fairness balances. The averaged error
of the recommendations (equation (25)) is plotted using black lines.
Dotted and dashed lines show the minority errors (equation (26)); that
is: the distance between the minority value of each recommended
user (UM) and the average of the minority values (IM) of their N
recommended items. We are looking for recommended items in the
minority range of the user; e.g. if a user (male or female) has an UM =
0.7 (quite masculine), recommended items near IM = 0.7 are the fairest
ones, and they generate a low minority (‘femininity’) error.

‘Gender’ results are shown in the top-left graph of Fig. 9: as expected,
accuracy increases (error decreases) as  increases (more importance
to accuracy). The price to pay for this accuracy improvement is the
simultaneous increase in the fairness error values. As B decreases
(more importance to fairness), the opposite happens: higher prediction
errors and lower fairness errors. ‘Youth’ results are shown in the low-
left graph of Fig. 9: curve trends are like the ‘gender’ results. Graphs
on the right of Fig.9 show the same results by using a normalized y
axis: in this way we can find the optimum f values to balance accuracy
and fairness in the recommendation task. To optimize results in this
experiment, it is necessary to choose a B = 0.4 value: a balanced
selection, something scored to the fairness objective. This result tells
us that the balanced option ( = 0.5) can be the default one.
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Fig. 9. Recommendation results using the proposed DL approach. y axis: averaged N = 10 recommendations error (normalized in the right graphs); x axis:
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IV. CONCLUSIONS

Attending to the obtained results, it is understood that designing
methods to improve CF fairness is not a simple task, but it is possible to
take it out. Due to the fact that an appreciable proportion of minority
and non-minority users share preferences it is necessary to make
use of modern machine learning approaches in order to make fair
recommendations not only to the ‘purest’ minority or non-minority
users, but also to the users that mix some proportion of minority and
non-minority preferences.

State of the art shows a lack of DL approaches to tackle fairness
in RS, probably due to the neural networks black box model. The
proposed method in this paper relies on an original loss function and
input data to balance fairness and accuracy. This method combines
several abstraction levels, and it can serve as baseline to DL future
works in the field. An original architecture is provided, where
machine learning and DL models are combined to obtain balanced
accuracy vs. fairness recommendations. The architecture is based on
two basement levels: statistical and machine learning, that provide the
necessary information to train the DL model which constitutes the
third architectural level. The proposed DL method provides a modern
approach to tackle fairness in RS. We can easily balance accuracy and
fairness, or we can automatically select the optimum tradeoff. That is
to say: the proposed method manages the inherent loss of accuracy
when fairness is increased. Additionally, once the neural network is
trained using demographic information, it can predict and recommend
to users whose demographic information is unknown.

Results show adequate trends in the tested quality measures:
improvement in fairness at the cost of an expected worsening in
accuracy. The proposed machine learning-based heuristic approach
and the DL model return similar quality results. Nevertheless, the
proposed DL method does not need demographic information in the
recommendation feed-forward process. It also can better balance and
automatically balance fairness and accuracy.

The main contributions of the paper are:

« A novel Deep Learning based Collaborative Filtering algorithm
that provides recommendations with an optimum balance between
fairness and accuracy.

Our proposed method does not require an initial knowledge of the
users’ demographic information.

« The proposed method relies on an original loss function and input
data to balance fairness and accuracy. Also, it can manage the
inherent loss of accuracy when fairness is increased, balancing

accuracy and fairness of the recommendations.

Proposed future works are: a) architecture simplification, by
removing the MF and transferring its functionality to the DL model,
b) items and users minority indexes redefinition to better catch the
minority versus non-minority differences, c) testing the methods
behavior in a variety of CF datasets, d) extending the experiments to
different demographic groups (nationality, profession, studies), and e)
testing the architecture on not demographic groups (users that share
minority preferences).
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In machine learning, the product rating prediction based on the semantic analysis of the consumers' reviews
is a relevant topic. Amazon is one of the most popular online retailers, with millions of customers purchasing
and reviewing products. In the literature, many research projects work on the rating prediction of a given
review. In this research project, we introduce a novel approach to enhance the accuracy of rating prediction by
machine learning methods by processing the reviewed text. We trained our model by using many methods, so
we propose a combined model to predict the ratings of products corresponding to a given review content. First,
using k-means and LDA, we cluster the products and topics so that it will be easy to predict the ratings having
the same kind of products and reviews together. We trained low, neutral, and high models based on clusters and
topics of products. Then, by adopting a stacking ensemble model, we combine Naive Bayes, Logistic Regression,
and SVM to predict the ratings. We will combine these models into a two-level stack. We called this newly
introduced model, NSL model, and compared the prediction performance with other methods at state of the art.
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Machine Learning, Naive
Bayes, Stacking Model,
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I. INTRODUCTION

NOWADAYS, a large amount of customer reviews, available on every
commercial site, provides valuable information about products
but also impact the purchase decision of customers.

A recent survey of Ye, Q., Law [1] revealed that about 67.77% of
customers are impacted by online reviews when they were making
purchase decisions. However, rating prediction is also necessary
because searching and comparing text reviews can be a headache for
customers [2]. So users’ reviews information should be merged, but a
large number of reviews and unstructured text formats confuse users,
making hard any decision. The star-rating, i.e., a star from 1 to 5 on any
commercial site, can give a brief idea of product quality, more quickly
than its text content. There are some interesting models that can
predict user ratings from the text review [3]. Nevertheless, the rating
prediction using reviews’ text requires to face several challenges like
human errors, vocabulary errors, and so on. The reviews may contain
unreliable information increasing the quality of the task results.
To get rid of these problems, we can rely on supervised machine
learning techniques [4], such as text classification, which allows us
to automatically classifying a document into a fixed set of classes
according to its meaning. In this context, three different approaches
for rating prediction could be applied: binary classification, multi-
class classification, and logistic regression. The binary classification

* Corresponding author.

E-mail address: manjukhari@yahoo.co.in

classifies a product as good or not, but using multiclass-classification
and logistic regression, the customers are also informed about the level
of quality of the product by giving a rating (for example, from 1 to 5).

This work proposes a new model (NSL) inspired by ensemble
methods, which combine multiple existing models in order to obtain
a better prediction result. In particular, adopted classifiers are Naive
Bayes, Support Vector Machine (SVM), and Logistic Regression. The
combination is made through a two-level stacking. All models have
been trained by means of an Amazon dataset. In this sense, the
approach also tries to face subsequent challenges:

1. The class imbalance: the dataset is relatively skewed in terms of
class distribution.

2. In multi-class case, over-representation of 5-star ratings.

We overcome these issues by applying sampling techniques [6]
to even out the class distribution. We dealt with the issue of class
imbalance by investing in some balancing techniques [7].

Results show that the two most successful classifiers are Logistic
regression and SVM. Still, Logistic regression gives better results
than SVM. However, our combined model (the NSL model) gives the
best results.

Machine learning algorithms are divided into supervised and
unsupervised approaches. The first ones need the labeled data;
the latter can be adopted with unlabeled data. Among supervised
approaches, we will discuss about the text classification, which has
been used in predicting the ratings. In particular, in Fig. 1, we describe
the adopted process during text classification: from training data
consisting of text documents we extract representing feature vectors
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adopted during the training. Labeled training data helps the algorithm
in discovering patterns between the input text and the respective
rating. Finally, after the same preprocessing aiming to extract feature
vectors, the constructed model is adopted on new data (i.e., test set) in
order to discover new ratings.

L

Training Text
documents

Feature vectors

e

Machine
learning
algorithms

-

Feature vectors

—

Predictive
Models

New Text,
documents

-

Expected label

Fig. 1. Supervised Machine Learning,.

II. THEORETICAL BACKGROUND

A classification task consists in the identification of a predefined
class after the learning of a model through training data. The
classification could be applied to different types of data. In the
context of product ratings, we face a problem of text classification.
Formally, the text classification tries to predict the best class ¢ € C
for each document d e D, where C is a fixed set of classes, and D is a
collection of documents. Two types of classifications exist. Basing on
the cardinality of C, we can distinguish between binary and multi-
class classification (see Fig. 2 and Fig. 3). In particular, when there
are only two classes, and each document belongs to one of the two
classes, we face with binary classification (e.g. spam filtering in mails).
In multi-class classification, there are more than two classes, and each
document belongs to one of these classes. This is the case of rating
reviews: classes go from 1-star to 5-star, where 1-star is considered the
worst review class, and 5-star means the best review class.

Amazon text review

/

Low rating
1-2 star

T~

High rating

3-5 stars

Fig. 2. Binary Classification.

Amazon text review

el N

‘ 1 star ‘ ‘ 2 stars ‘ ‘ 3 stars ‘ ‘ 4 stars ‘ ‘ 5 stars ‘

Fig. 3. Multi-class Classification.

Sometimes, due to imperfection in datasets, other important steps
(i.e., data cleaning, and resampling) must precede the model training
process, as expressed in Fig. 4 and detailed as follows.

Data
gathering

Data
cleaning

v

Resampling>| Training > Testing

Fig 4. Text Classification Implementation.

Collected data should be cleaned in order to improve its quality:
identify incomplete, incorrect, inaccurate and irrelevant parts of the
data and then replacing, modifying, or deleting them.

The adopted dataset can be either balanced (Fig. 5 a) or imbalanced

(Fig. 5 b). When classes are unequally distributed, the dataset is
considered imbalanced.

-4

-2
Fig. 5.b. Imbalanced Dataset.

To avoid imbalanced classification problems, various resampling
[8], [9] methods can be applied. They aim at balancing data before
its adoption. Imbalanced data can be treated by under sampling (i.e.,
reduction of items belonging to the most represented classes) or
oversampling (i.e., addition of items for under-represented classes)
processes.

A. Text Classification Algorithms

Text classification can be made by classification algorithms (i.e.,
classifiers [23]). Here we present some of the most used classifiers.
1. Naive Bayes

Naive Bayes classifiers belong to the family of probabilistic
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classifiers that apply the Bayes’s theorem [32], [33]. Specifically, the
classifier calculates the probability by which the document belongs
to a particular class. It is based on the MAXIMUM a Posteriori (MAP)
estimator [24] that by means of the class prior probability assigns
the best class to the document. The mathematical formula of the
probability to predict a class ¢ to a document d is defined in Eq. 1.

Cmap = argmax P(c) 1_[ P (tk/c)

cec 1<=k<=ng (1)

Where, P(c) is the class prior probability, the probability that a
document belongs to class c, P (tk/c) is the probability of a term t at
position k in a document d from the class ¢, and n is the number of
terms in document d.

2. Support Vector Machine

Support Vector Machines (SVMs) are a class of supervised machine
learning algorithms for binary classification problems. The key idea
of SVM is to find the hyperplane [] that separates the positive points
from negative ones as wide as possible. Here W is normal to the plane.
W, is normal to the plane I1, and W, is normal to the plane IL,.

In Fig. 7, we have to reduce the margin of given hyperplanes so
that we can be able to find the best hyperplane, which divides the data
points accurately. Let us define the distance between the data point
and the hyperplane as expressed in the following Equation.

,(W'x,* b

If the distance is less than 1, the point is correctly classified; if the
distance is equal to 1, the point is on the hyperplane; if the distance is
greater than 1, the point is misclassified. On the basis of the distance,
we can find out the best hyperplane to classify the data i.e depicted in
Fig. 6, Fig. 7.

Fig. 6. Hyperplanes to divide the data.

T —
y{(WT +b) >=1 YW +b) =1

+ +
&=

+
yz(W Txi+b) =1

y(WT +b)>=1

Fig. 7. Margin Hyperplane.

3. Logistic Regression

Logistic regression finds the plane that separates the different classes
of data. There could be three interpretations of logistic regression, such

as geometry, probability, and loss function, where all the optimization
methods are related to each other, with some differences. In logistic
regression, we are assuming that classes are linearly separable or
almost linearly separable. If classes are not linearly separable, then
we have to apply Feature Engineering on data. Feature Engineering
consists of mathematical, trigonometry, or logarithmic functions [25].

4. Ensemble Methods

In addition to the described algorithms, there exist approaches
that combine multiple base models in order to improve their overall
performances. The combination of models can be realized through
different aggregation criteria (i.e., bagging, boosting, stacking, and
SO on).

Our proposed model is inspired to stacking (or stacked)
approach. It consists in a sequential method where all algorithms to
combine are trained by the training set. Then, the new algorithm (the
combined one, also considered as meta-classifier) is trained through
the prediction outs of the other algorithms.

III. RELATED LITERATURE

In the area of customers’ review classification, numerous solutions
are available in the literature.

S. Wararat [10] classifies hotels’ customer reviews written as open
comments as positive or negative, using a binary classifier (i.e., opinion
mining). This model, by adopting the Naive Bayes technique, gives a
prediction accuracy result of 94.37%. Lei et al. calculate each user’s
sentiment on products and take interpersonal sentimental influence
and product reputation into consideration [11]. To make a correct
rating prediction, authors fuse three factors into the recommender
system [5]. Performance evaluation of the three sentimental factors
is conducted on real-world data collected from Yelp. Baccouche et
al. proposed a review data pre-processing and subsequent training
of different classifiers (i.e, Multinomial Naive Bayes, Bigram
Multinomial Naive Bayes, Trigram Multinomial Naive Bayes, Bigram-
Trigram Multinomial Naive Bayes, Random Forest) [12]. In terms of
accuracy, the Random Forest approach is the best one. Reddy et al.
propose combined collaborative filtering of hierarchical topic models
for integrating sentiment analysis [13]. By taking previous reviews,
they predict future reviews of a given author. Kawamae introduces a
simple supervised learning algorithm for semantic analysis for large
text documents [14]. By using pointwise mutual information, the
method involves issuing queries to a Web search engine.

Turney applied supervised machine learning classification
algorithms to extract the semantic orientation of individual words
extracted from a big corpus [15],[34].

To address the sentiment analysis for rating prediction, Kotsiantis
et al. proposed graph-based semi-supervised learning algorithms [16].
The task is to give numerical ratings for unlabeled documents based
on the perceived sentiment expressed by their text. In this paper,
Goldberg et al. combine the LDA model and the association rules to
extract the product features and corresponding words of reviews [17].
The authors used cross-validation to prune the extracted result. In
this paper, to calculate how much important the word is for review,
authors adopted an unsupervised approach and ranked the reviews.

Liu et al. propose a solution showing the meaning of phrases and
sentences in vector space [18]. This approach is based on a vector
construction through additive and multiplicative functions. Results
show that multiplicative models are better than additive alternatives.
Mitchell et al. use a vector space framework to represent sentences
[19]. Tiroshi et al. propose a graph-based representation of the data in
order to generate and self-populate features [20].
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IV. PROPOSED METHODS

In terms of review rating prediction, we propose the NSL model
inspired to ensemble method solutions that combine multiple
classification models. In particular, we combine Naive-Bayes, Logistic
Regression, and SVM in a stacked way. The proposed model is shown
in Fig. 8. It works as follows. Let X be the training data having n
features. All three existing models are trained on X. The predictive
output of each model is converted to a second level data, making each
prediction a new feature for this second level. Then, we apply a meta-
classifier training on this data. The meta-classifier result will be almost
similar to the best of the three models.

Training set

Classification

" G G Lo B— C, | pov
1 1 1 !
Predictions \/P \ \/ \\ \/ Pl ) e \/P \\
L\ N N
1 1 1

Final Prediction

Fig. 8. NSL Model (Combined Model of Naive Bayes, Logistic Regression, SVM).

Inspired to Naive-Bayes classifiers, we adopt the technique that
predicts the best class for a document based on the probability that
the terms in the document belong to the class. We took MAXIMUM a
Posteriori (MAP) estimator described in Section 2.2.1.

From the Support Vector Machine, we took the minimization of the
margin of hyperplane function as:
+ c.— Z &

Probabilistic W*, b* = arg mm
@)

margind = ——
8 Wil 3)

Where we have to maximize the margin and to draw the hyperplane
that best divides the different data points of reviews.

2

W, b* =
b [WI|

arg m1n
©)

Such that y, (w"x,*") >= 1 for all x. It is the hinge loss of SVM. Such
that y (W'x"") > 1 — & where £ >=0

From the Logistic regression, we took the geometrical part; in this
function, we minimize the distance of every point from the hyperplane
and search for the hyperplane, which gives the best results:

n
W = arg mv\i,nz —vi logp; = (1 —y;) log(1 — i)

i=1

©)

Where, y, is +1 or 0: positive and negative points, respectively.
Since p, = o(w" x) is a sigmoidal function, we have to minimize
the probabilistic distance function. Then, the result of the meta-
classifier will be the final prediction of that data point on the
majority voting basis.

In order to preserve the figures’ integrity across multiple computer

platforms, we accept files in the following formats: .EPS/.PDF/.PS/.Al
All fonts must be embedded or text converted to outlines in order to
achieve the best-quality results.

A. Text Preprocessing

Data Cleaning and Data Resampling are two important methods of
Text Preprocessing.

The objective of data cleaning consists of: (i) punctuation
discarding, (ii) number discarding, (iii) lower-casing of the text (iv)
extra whitespace removing, and (v) stop word (like “is”, “are”, “a”,
“and”, etc.) removing. It simplifies data and makes classification more
accurate.

It is observed that the review data has many duplicate entries, so
remove duplicates can unbias results in data analysis. Among available
methods to remove duplicates, our choice consists of removing
multiple reviews of the same user at the same time.

Before starting subsequent steps, we plotted data to recognize
resampling needs and adopted suitable solutions in terms of data
balancing.

In terms of representation of data, our solution treats the training
corpus as a Bag of Words [21] and turned it in numerical feature
vectors [22] using the CountVectorizer method, described following.
So, given text reviews, the objective consists of extracting vectors of d
dimension and finding a plane that represents them. Let be:

i)

i) v, v, v,

iii) If Similarity (r,,
distance (v,, v,).

r,r,r,

r, the reviews,

v, the vectors of reviews in d dimension space.

r,)>Similarity (r,, r,) then distance (v,, v,) <

iv)Ifr, and r, are more similar then v,, v, are more closed.

Regarding the value for each feature (i.e., a word), since using only
its occurrence could be poor, the TF-IDF [29] Transformer method has
been used in order to obtain its TF-IDF value. Let be:

TFE(W,r) = Number of times w, occur in r}./total number of words
in I,
IDF (Wi'DC) = lOg(N/Tll)
where N is the total number of documents, and n, the number of
documents which contain w,

n <=N=>N/p >=1=l0g(N/p)>=0

If w, is much frequent in the corpus, then the IDF will be very low.
If w, is a rare word, then IDF will be high.

B. Training and Classification

The classifier, during the training phase, learns the mapping
between a document and a class. Subsequently, it is able to classify
new documents accurately.

A Latent Dirichlet Allocation (LDA) [27] task and a k-means clustering
[28] step precede the training process. The LDA divides all reviews based
on topic discussed within the text. We span amazon reviews from 1-star
to 5-star and we bucket reviews by following criteria:

« Low: 1-2 star (if low > 80%, then 1 star, otherwise 2 stars)
Neutral: 3 star (if neutral = 50)

High: 4-5 star (if high > 80%, then 5 star, if high < 80% and high >
60%, then 4 stars)

K-means, based on the TFIDF matrix, groups documents into N
clusters. Within each cluster, we count top occurring terms. By using
LDA and TFIDF matrix, we attempt to extract N topics from our
collection of documents. K-means forces each review to belong to only
one cluster, but LDA allows a review to have many topics associated
with it.
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The algorithm for training of the model and the subsequent
classification of new data is resumed in Algorithm 1.

Algorithm 1. Construction and Adoption of Classification Model
Inputs Training data D={x,y}i=1 to m {x°R", y £y}

Output An ensemble classifier H

1
2

. Step1:Training of data

. Step2: Using TF-IDF matrix do K-MEANS clustering on the review
documents with 9 clusters

. Step3: Using TF matrix use LDA for Extract top topics from
clusters

. Step4: learn first level classifiers
.Fort € 1to Tdo
Learn a base classifier h based on D
End for
. Step5: construct new data set from D
. For i€<-1 to m do
10. Construct a new data set that contains
{x,y}, where x, = {h, (x,), h, (x,), h, (x)}
11. End for

12.Step6: Learn a second level classifier

NI IS . NS S

13.Learn a new meta-classifier h’ based on newly constructed data
set with functions

14. Training of meta-classifier to classify the data

Step 7: From the Naive-Bayes MAXIMUM a Posteriori Function
is used

Cmap = argmax P(c) 1_[ p (tk/c)
ceC
I<=k<=na
Step 8: From the support vector machine Minimization of margin
of hyperplane is used

Function for Minimization of margin of hyperplane

n
wi 1
+C.£ fi
i=1

2
Step 9: From the Logistic regression probabilistic part, we
minimize the distance of every point from the hyperplane, and
search for the hyperplane, which gives the best results. Function
for Minimization of distance from hyperplane

*

w,

b* = arg min
w,b

n
w’ = argmin Z = yi logp; = (1 =y log(1 = p)
=1
15.Step 10: predict the class based on the majority of voting

16. Return

B. Evaluation

Regarding the validation of the model, we apply the k-fold method.
In k-fold validation [26], we divide the training data into many subsets.
By dividing our training data into N sets, we hold the Nth set for
validation. We have three models, and, as already defined, we obtain
the prediction from each one. Obtained predictions are collected in
the out-of-sample prediction matrix. This matrix is used as a second
level training data to obtain the final prediction. Second level training
will select the best of the first level prediction models. By using out-
of-sample prediction, we still have large data to train the second-level
model. In the meta-classifier, we use various loss functions based on
each adopted model, as explained in Section 4.2.

C. Experimental Results

After the creation of the TFIDF matrix, we apply K-means clustering
to extract the clusters, as expressed in Fig. 9. The distribution of the
topics extracted through the LDA application is shown in Fig. 10. Table
I lists the first 10 topics and 15 words per topic associated with them.

The resulting TF-IDF matrix has thousands of attributes, so it is
very challenging to show them graphically since we can plot up to
3-dimensional only. We use the Latent Semantic Analysis [30] based
on the singular value decomposition [32] to reduce the dimensionality
of the matrix. We then use T-SNE [31] to represent our data as best as
possible in 2-dimensions.

In Fig. 11, we extract the top 24 words in the “Low” category, 12
of them with red color are not associated, while 12 with green color
are associated (i.e., terms more correlated with this type of category).
Fig. 12 and Fig. 13 do the same for “Neutral” and “High” categories,
respectively.

KMeans Clustering of Amazon Reviews using TFIDF (t-SNE Plot)

Topic/Cluster

4 7
8
9

5

[ ]
6 [ ]

(XN X ]
wNn = o

Fig. 9. K-means clustering of Amazon Reviews using TFIDF.

LDA Topics of Amazon Reviews using TF (t-SNE Plot)

V. EXPERIMENT AND RESULT ANALYSIS

The NSL model, generated as described in the previous sections,
is evaluated through experimentation on a real dataset as expressed
following.

A. Dataset

Experimental analysis has been done on the freely available
Amazon dataset “Home and Kitchen™. The dataset contains 500k
kitchen product reviews from May 1996 to July 2014. Each review
contains product id, user id, profile name, helpfulness rating (e.g., 2/3),
time, summary, text.

! http://snap.stanford.edu/data/amazon/productGraph/categoryFiles/reviews

W= o

Fig. 10. LDA Topics of Amazon using TF.
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TABLE 1. ExTRACTED ToPICS

Topic Associated words

Toic #0 use, time, make, machin, work, pot, clean, just, tri, like,
P unit, onli, juic, turn, blender

Topic #1 unit, fan, air, set, room, high, heat, assembl, low, veri, nois,
P heater, loud, turn, control

Topic #2 just, work, use, bag, thing, review, like, time, realli, don’t,

i’'m, veri, say, product, read

Topic #3 product, year, replac, amazon, purchas, use, return, new,
P buy, time, review, just, month, work, did

Topic #4 cut, blade, knife, grinder, grind, use, knive, sharp, edg,
P steel,handl, slice, veri, good, hand

Tobic 45 vacuum, clean, use, floor, bed, like, veri, carpet, mattress,
P brush, doe, power, attach, cord, cleaner

Topic #6 coffee, cup, water, filter, use, make, glass, hot, tea, brew,
P maker, drink, like, pour, mug

Tobic #7 pan, cook, use, oven, stick, heat, egg, bread, toaster, oil,
P food, clean, toast, grill, set

Topic #8 use, like, look, veri, just, nice, good, wash, realli, don’t, fit,
P size, hold, make, color

Topic 49 lid, water, use, pillow, open, plastic, size, small, like, fit,
P bowl, contain, kettl, jar, food

Top 24 words in (low) review model
Green = Associated | Red = Not Associated
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Fig. 11. Top 24 words in (low) review model.
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Fig. 12. Top 24 words in (neutral) review model.
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Fig. 13. Top 24 words in (high) review model.

Applying the learning model in new data rows (i.e., data does not

used during the training), four categories of results can be encountered:

1.

True Positive (TP): prediction accurately predicted as positive

2. True Negative (TN): prediction accurately predicted as negative
3.
4

. False Negative (FN): prediction incorrectly predicted as negative

False Positive (FP): prediction incorrectly predicted as positive

The prediction Accuracy of the classifier can be calculated as

FP+FN
Error Rate-= _———————
TP+TN+FN+FP
TP+TN
Accuracy = 1-Error Rate= ———— ———
TP+TN+FN+FP

The error rate simply calculates the ratio between the number of

wrong predictions made by our classifier and total number of test
cases. From Table II to Table V, accuracy is reported for every adopted
classifier. Our NSL model gives the highest accuracy with respect to
other models. From Fig. 14, Fig. 15, Fig. 16 and Fig. 17, we compare
accuracy of all the classifiers with our NSL model.
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TABLE II. Accuracy PrepicTION OF LR MODEL

LR Model Accuracy
Low rating 75.8 %
Neutral rating 68.6%
High rating 77.8%

TABLE III. Accuracy PrepicTION OF SVM MODEL

SVM Model Accuracy

Low rating 74.6 %
Neutral rating 65.8%

High rating 77.4%

TABLE IV. Accuracy PrepicTioN OF NB MODEL

NB Model Accuracy
Low rating 70.1 %
Neutral rating 66.8%
High rating 69.1%

TABLE V. AccUrAcY PREDICTION OF NSL (COMBINED MODEL)

NSL Model Accuracy

Low rating 76.2 %
Neutral rating 69.2%

High rating 78.5%
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Fig. 14. Combined NSL model and Logistic Regression.
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Fig. 16. Combined NSL Model and Naive Bayes.

VI. ConcLusioN AND FUTURE ScOPE

In this work, we present NSL, a new classification model as a
2-level combination of existing ones (namely, Naive Bayes, SVM,
and logistic Regression classifier). For data preprocessing the
underlying method Latent Dirichlet Allocation (LDA and k-means
clustering algorithm are used. The LDA divides all reviews based
on topic discussed within the text. All the used existing models are
combined in stack manner. The predictive output of each model
is converted to a second level data, making each prediction a new
feature for this second level. After applying the meta classifier on
training data, it is observed that the outcome of meta classifier
is almost similar to the best underlying model. NSL successfully
predicts a user’s numerical rating from its review text content. The
performance of the classifier is based on the necessity in terms of
effectiveness, and it is also concerned with the number of features
to be taken care during training and validation phase.

Experimentation has been done by means of “Home and Kitchen”
dataset from Amazon. After a preprocessing aiming to balance
the dataset, we train and test all four models and compare their
performances. The outcomes of this experimental work are based
on one type and category of the dataset. Further this classification
can be used with other category of the dataset like food product,
electronics appliances, delivery rating of product given by users.

Comparison B/w SVM Model and NSL model

T SsVM Model
I NSL Model
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Low Rating Neutral Rating

Fig. 15. Combined NSL Model and SVM.

Accuracy comparison of all models with NSL
80 T T T

Accuracy in Percentage (%)

High Rating

Low Rating Neutral Rating

I Logistic Regression [ SVM Model [N NB Model [N NSL Model

Fig. 17. Accuracy Comparison of all the classifiers.

According to the evaluation metric, SVM gives the best result
among multiclass classifiers but Logistic regression gives somehow
better result than SVM. However, our proposed model overcomes,
in terms of accuracy, all other models. Further scope of the
underlying classifier extends for web page classification, electronic-
mail classification, detection and classification of unauthorized
signatures by combining of Hidden Naive Bayes and NBTree to
decrease the Error rate of the classifier. When these enhancements
are incorporated in the underlying classification system, it would
help further improve the performance and be useful for applications
meant for the explicit classification system.
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The attainment of trading rules using Grammatical Evolution traditionally follows a static approach. A single Dynamic Strategy,
rule is obtained and then used to generate investment recommendations over time. The main disadvantage of Evolutionary

this approach is that it does not consider the need to adapt to the structural changes that are often associated
with financial time series. We improve the canonical approach introducing an alternative that involves a
dynamic selection mechanism that switches between an active rule and a candidate one optimized for the most
recent market data available. The proposed solution seeks the flexibility required by structural changes while

Computation, Finance,
Grammatical Evolution,
Structural Change,
Trading.

limiting the transaction costs commonly associated with constant model updates. The performance of the
algorithm is compared with four alternatives: the standard static approach; a sliding window-based generation

of trading rules that are used for a single time period, and two ensemble-based strategies. The experimental
results, based on market data, show that the suggested approach beats the rest.

I. INTRODUCTION

INANCIAL markets are subject to structural changes which

cause investment rules that were profitable in the past to lose
their effectiveness over time. This characteristic of market dynamics
requires the implementation of mechanisms that detect structural
changes and update investment strategies accordingly.

From Allen and Karjalainen [1] influential work on evolution of
trading rules using Genetic Programming (GP) [2], many authors have
followed with contributions based on the same technique or on the use
of Grammatical Evolution (GE) [3]. Among them, [4]-[11].

The main disadvantage of the rules generated by the standard
algorithm is the fact that they are static and, therefore, do not take
into account the prevalent structural changes. Given the situation, the
range of possibilities would have two extremes: either holding the same
model through time or updating it with any new piece of information
to keep up with the evolution of the price generation process.

Even though one might think that the constant update of the model
is likely to be more appropriate than the static alternative, in practice
it is often the case that the latter results in an increase in transaction
costs that erodes completely the additional return obtained from better
market timing.

This study improves the standard approach presenting an
alternative that commutes between an active model and a candidate
one. The algorithm has a hysteresis component that limits overtrading,
while maintaining the ability to change the active model to cope with
changes in the market price generation mechanism.

* Corresponding author.

E-mail address: dquintan@inf.uc3m.es

DOI: 10.9781/ijimai.2021.04.007

This research contributes to the state of the art improving the
traditional use of Grammatical Evolution in this context. GE and GP-
based approaches are subject to well-known limitations [12], such as
the difficulties to outperform the market in the face of strong upward
trends, but are popular due the advantages that they offer, such as flexible
representation. While there are many potential trading algorithms
based on a wide variety of techniques [13]-[15], benchmarking them
would require a separate study that goes beyond the aim of this one.

The rest of the document is structured as follows: first, we provide a
brief overview of the relevant literature on GE for algorithmic trading.
That will be followed by a description of the canonical GE-based
static approach and then the introduction of the proposed solution in
section IV. The experimental analysis used to evaluate the approach
will be reported in section V. Finally, we will devote the last section to
summary and conclusions.

II. LITERATURE ON GE FOR TRADING

As we already mentioned, the efforts to obtain profitable trading
rules using technical indicators with flexible representation is not
new. The seminal contribution by Allen and Karjalainen [1] using GP
paved the way for a substantial amount of related works. These extend
the mentioned study suggesting new sets of functions and terminals,
evaluation methods or investing universes.

In addition to these variations, other authors have explored the
possibility of relying on a different core algorithm, GE. This approach,
also under the framework of Evolutionary Computation, shares the
main advantages of GP in this context and has been widely used in
finance and economics [16]. According to a recent study [17], this
technique seems to be more robust and to generate trading rules that
are simpler and, therefore, easier to interpret. Hence, our decision to
rely on GE as the core algorithm.

-104 -



Regular Issue

Among the earliest studies focused on GE for trading purposes we
can highlight the pioneering one authored by Brabazon and O’Neill
[18]. This work explores the possibility of generating investment
rules for the money market using GE. To that end, these researchers
relied on a limited set of indicators together with a risk management
mechanism that offered encouraging results. The same year, Dempsey
et al. [19] also used GE to evolve investment rules based on technical
indicators for the Nikkei 225 and S&P 500 indices. This time, the
authors highlight the importance of limiting transaction costs and
present a strategy to reduce the number of trading signals by means of
a decay constant that controls the investment size of the trades. Their
results suggest that the approach is useful. The Nikkei 225 index was
beat by a wide margin while the American benchmark seemed to be
significantly more difficult to exploit.

Contreras et al. [20] tested the potential of GE to produce profitable
trading rules in the Spanish stock market using technical indicators.
These researchers compare the profitability of the resulting strategies
vs a GA-based alternative that they introduced in a previous work [21]
and report profits of 14% vs losses of 20% by the GA-based strategy.
These same authors presented more recently two extended versions.
The first one, a hybrid one that follows a multi-objective approach [22],
includes multi-strategies to limit unforeseen losses and offered good
performance in their experimental analysis. The second one [23], was
used to explore the feasibility of using meta-GE approximation. The
approach, which relies on two overlapped instances of grammatical
evolution, uses a combination of macroeconomic, fundamental and
technical indicators to generate trading rules. Once again, the system,
which promoted more robust and lower-risk portfolios, resulted in
promising results.

Schmidbauer et al. [24] introduce a GE-based trading rule selection
framework that considers robustness. To that end, they developed a
multi-objective fitness test that considers both observed series and
synthetic ones generated using bootstrap. They tested their approach
on five-minute EUR/USD exchange market data and came to the
conclusion that the use of their a-priory robustness criterion improves
both robustness and profitability. Despite of this, they did not get to
find profitable strategies in their experiments.

We could mention a related study Oesch and Maringer [25] where
these authors use GE to develop a high frequency trading system
that exploits volume inefficiencies at the bid-ask spread. Their
experimental results show that the system identifies strategies that
are both profitable and robust.

Martin et al. [26] introduced a GE-based ensemble approach that
includes a voting mechanism with an inertia component that balances
a certain degree to adaptability to structural change while limiting the
number of trading signals. The results, based on S&P500 data, suggest
that this strategy beats the traditional static approach that relies on a
single model for the whole period and ensembles that implement more
standard voting systems.

The approach that we present in this work poses a number of
advantages vs other alternatives discussed above. The most important
of them are the ability to adapt automatically to structural changes,
and the fact that it is done in a way that limits the overtrading that
often drags down the performance of other algorithms.

Finally, it is worth mentioning that the applications of GE are by no
means limited to this field. This technique might potentially be used
to tackle other problems related to economics and management, and
its potential should be explored in domains like blockchain in banking
[27]-[28] or industrial diagnosis [29].

III. TRADITIONAL STATIC APPROACH

Grammatical evolution, a metaheuristic closely related to genetic
programming developed by Ryan et al. [3], encodes individuals
as strings of integers that are mapped to programs by means of
context-free grammars. Like other techniques within the framework
of evolutionary computation, it is a stochastic population-based
approach that refines solutions in an iterative way by means of the
application of a number of operators (selection, crossover, mutation
etc.) according to a basic loop.

While genotypes take the form to strings of integers, phenotypes
are structured as Lisp-style functional trees. The connection
between these two elements is managed by user-specified grammars
that describe the core elements of the programs: terminals, non-
terminals and the associated lexis and syntax. It is worth noting
that these descriptions, usually in Backus-Naur form (BNF), often
incorporate domain knowledge and constrain the search space. The
use of grammars offers an important advantage over standard genetic
programming, like simultaneously enforcing closure and allowing
different data types.

The process starts with the initialization of the population. This
requires the generation of a as many vectors of integers as individuals.
The vectors are then mapped to terminal and non-terminal elements
according to the grammar. The initialization gradually generates
functional trees (or their s-string equivalents) until either all the non-
terminal nodes get the required inputs, or all the initial contents of
the vectors get used, case in which these are expanded with as many
additional elements as necessary.

The range of trading rules that can be generated, is determined by
the selection of the set of terminal and non-terminal elements, hence
its importance. For the purposes of this study we basically relied on
a previous study by Lohpetch and Corne [7]. The only difference was
that we used daily data instead of monthly information. This choice
aligns the study with most of the ones mentioned in the previous
section. The set of non-terminal nodes included two relational
operators (>and <) and three logical ones (And, Or and Not).

Regarding the terminal elements, we considered a number of
technical indicators and the most important basic daily index prices,
including Opening and Closing, Maximun and Minimum). Simple
moving averages, another popular indicator, were included for 2, 3, 5
and 10-months (MA2, MA3, MA5 and MA10). We included the 3-month
as a momentum oscillator, and 12-month Rate of Change indicator
(Roc3 and Roc12) and the 3-month rolling minima and maxima (Mx1,
Mx2, Min1 and Min2) as short-term price resistance indicators. Finally,
we added two trend-line indicators, upper and lower resistance lines
(UR and LR) to characterize the speed and direction of price changes.

Generating syntactically correct investment rules based on these
elements requires the definition of grammars. As we mentioned,
these specify which operators and terminals are acceptable as input
arguments, together with their appropriate outputs. In this study we
also follow the one introduced in [7], which is detailed in Table I in
BNF-form. The application of this grammar results in the obtainment
of conditional rules that were interpreted as recommendations for
being invested, “1”, or in cash, “0”, depending on market conditions.

Fig. 1 illustrates the structure of these trading rules showing one
that could be potentially generated using this approach. In this case,
the rule would trigger a recommendation to be invested if either
the maximum trading price is larger than the two-month rolling
maximum, the two-month rolling maximum is larger than the lower
trend line indicator or the 5-month moving average is larger than the
2-month one, or both.
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TABLE I. GRAMMAR USED TO DEFINE TRADING RULES

N° Modulus Grammar Rule
1 1 <Rule> ::= <bool>
2 5 <Bool> ::= (And <bool><bool>)| (Or <bool><bool>)
<Bool> ::= (Not <bool>)
<Bool> ::= (><exp><exp>) | (<<exp><exp>)
3 16 <Exp>::= (Opening)|(Closing)|(Maximun)|(Minimum)
<Exp> == (Me2) | (Me3) | (Me5) | (Me10)
<Exp> ::= (Roc3)| (Roc12)
<Exp> ::= (Max1) | (Max2) | (Min1) | (Min2)
<Exp> == (UR) | (LR)
L -] [ ]
— 1 [
P (wa) | - [ ]2
N N l
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ey (R \42)

Fig. 1. Example of trading rule represented as a tree. This would be equivalent
to the Common Lisp S-expression (Or (>Maximun Mx2) (Or (>Mx2 LR) (-MA5
MAZ2))).

Once we have discussed rule structure, we will consider evaluation.
The quality of trading rules was assessed in terms of net profit or loss.
Return, r, was characterized as the sum of returns minus transaction
costs using continuous compounding like in [4] and [30]. Hence, the
fitness function could be defined formally as

T T

T=Zrt- I, (t)+;rf(t)~ Is(t)+n-ln(1;2)

t=1

1)

where r, = In(P) - In(P,_) represents the return on the index
computed as its price difference between time t — 1 and ¢ Ib(f) is a
dichotomous variable that is equal to one in the periods where the rule
recommends being invested and zero in the rest; I(#) is 1 - b(t), and rf( f)
is the risk-free rate of return for one period of time prevailing at time .

Regarding the last term of the expression, it is an estimate for
the transaction costs resulting from the purchases and sales derived
from moving from a recommendation to be invested in the market
to hold a cash position, and vice-versa. Here n represents number of
transactions and c the one-way transaction cost as a fraction of price
(in the experimental analysis it was set at 0.25%).

This process is illustrated in Fig. 2, where we can see the investment
positions recommended by an investment rule on the S&P 500 over 250
trading days. There, we show the behavior of the index together with
an overlay using a thicker line that shows the return accumulation
process. The strategy tracks the market, and therefore its performance,
whenever the evaluation of the rule for the day returns “1”, and falls
down to the bottom in case the recommendation for the day is being
out of the market. Initially the rule recommends being in cash for
about a month, accruing the risk-free interest rate, and then investing
in the index for 4 days.
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Fig. 2. Example of trading rule performance evaluation. Thicker line illustrates
the recommended investment position and return accumulation for a trading
rule over the period.

In this case, the evolved trading rule recommends moving in and out
of the market several times. In the process, it anticipates two important
market corrections, and prevents losses staying in cash over the period
from approximately day 84 to 151 and between trading days 208 and 224.

The main loop of GE requires the use genetic operators to drive
the iterative improvement process at the core of the metaheuristic.
These are very similar to the ones used in the more popular GP,
making the range of alternatives very wide. In this study we relied
on standard ones: tournament selection, single-point crossover and
uniform mutation. Given that the use of these operators often results
in a significant number of malformed individuals, we implemented
two standard repair mechanisms. The first one, duplication, was used
whenever the new individual happened to be too short. This strategy
replicates a portion of the individual, selected randomly, and extends
the genome up to the required size. The second, truncation, was
used in the opposite scenario. It disregards the final elements of the
sequence of integers that are unnecessary.

Finally, the core setup used in this study implements non-parametric
parsimony pressure, a mechanism that punishes complexity selecting
the simplest rule whenever there is a tie in the selection operator.
This limit bloating and, as a result, enhances performance, reducing
overfitting. In addition to that, this offers the advantage of improving
interpretability, a key aspect in this domain.

IV. DYynamic APPROACH

The adaptive approach we suggest involves a dynamic selection
mechanism that commutes between an active rule and a candidate
one, optimized for the most recent available market data.

The system relies on the use of sliding windows. Given a window
size, defined by a constant w, the process starts selecting the w most
recent data points to evolve a trading rule using GE. Once a rule is
obtained, it can be used to generate investment recommendations
for future periods. If we do this only once, and we use the resulting
strategy over the whole test period, we obtain the standard non-
adaptive approach often found in the literature. We will label it Static.

On the opposite end of the spectrum, we might repeat the process
to generate rules that would only be used once for a single time-step.
That is, if we moved the sliding window one time-step at a time, we
would obtain overlapping training samples that would differ in a
single element. The new one would add the most recent data point,
and drop the oldest one. If we considered only the most recent rule to
provide an investment recommendation for the next period, and we
iterated, we would obtain a very adaptive strategy that we will call
Naif. These rules could also be combined into ensembles so that the
recommendations of the e most recent rules for any specific period
could be combined into a single one either using a simple majority
voting approach, Majority, or a weighted voting mechanism, Weighted.
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The solution that we introduce intends to achieve a balance
between the need to adapt to structural change and to limit the impact
of over-trading. The starting point would be the Naif approach, which
evolves a trading rule for each time step using a sliding window with
a fix window size w. Given a time t, a trading rule is evolved using
GE in the period between t — wand t - 1. Given that it would be the
only alternative, it would be considered the best rule and therefore,
it be used to generate the first investment recommendation. At t+1,
a candidate rule would be evolved based on the period from t-w+1
to t. At that point, the current best rule and the new candidate rule
would be compared. The best one would get the status of current best
rule and therefore, would be used to generate the required investment
recommendation for ¢ + 1.

The process of updating the best investment rule comparing the
performance of the current one vs the candidate rule based on the
most recent w data points is repeated at every time-step. As a result,
we obtain a dynamic investment strategy. It is worth noting that once
the current best rule is replaced by a new one, it is lost. The process
can only move forward.

Rule comparison is a key aspect that requires clarification. It is made
on the basis of investment performance on a common evaluation period
that will always be the training period for the new candidate rule (the
most recent w data points). This also means that, given period overlaps,
from the point of view of current best rule, performance will always be
based on the evaluation of investment recommendations on a period that
includes test data to some degree. If the current best performing model
had been updated in the previous period (and, therefore, had generated
recommendations for one period only) and we use it as reference
point, we would have w — 1 recommendations on training data and 1
recommendation on test data. On the other end of the spectrum, if the
best current model had maintained its status for w or more consecutive
time periods, we would consider the whole w recommendations on
test data. Once again, we would like to emphasize that this explanation
uses the current best-performing model as the reference point. As we
mentioned, as long as the new candidate rule is concerned, the two rules
are compared based on performance on its training sample.

This process is illustrated with an example in Fig. 3. Panel 2a
describes the selection of a first inversion rule, obtained with GE, on
a training sample of w = 10 periods, t-t, (row 1, in dotted black and
white). Being the first rule, it is chosen as an active rule and will generate
the recommendation. Once the first recommendation is obtained, step
T1, 0%, ¢, (in black and white), the sliding window moves one period
to the right and the second rule is generated, panel 2b, based on the
time period ¢ - ., (row 2, in dotted black and white). The performance
of this candidate rule is compared with the performance of the best
rule in progress, rule 1, in the same period (marked with black lines).
That means we would consider 9 time periods that were part of the
training sample for the active rule, t-t, (row, 2, in dotted black and
white), and one of the test sample, ¢, (in black). Based on that, the
candidate rule, 2, would take over the role of current best rule, and its
recommendation, “0”, would be used as the output of the system for
T2, the second time step of the test period ¢, (in black and white) and
the sixteenth element of the sequence.

In T3, in 2c, the best current rule would be the second one, and the
new candidate would be obtained based on the period from ¢ to ¢,
(row 3, in dotted black and white). In the example, the comparison in
this period would favor rule 2 and, as a result, the candidate rule, 3,
would be discarded and, once again, the output of the system would
mirror the recommendation of the second rule, “0”, to stay out of the
market. The dynamics of the process in test periods 4-6, represented
in 2d - 2f are very similar. As the sliding window moves, it generates
new candidate rules that are compared with the best alternative at that
time, updating them accordingly.
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Fig. 3. Illustration of algorithm behavior. Rule selection for test periods 1 to
6. Training samples in darker color. Test samples in lighter color. Investment
recommendations by rule: “1” stay in the market “0” stay in cash. Basis of rule
comparison in rectangles.

V. EXPERIMENTAL ANALYSIS

This section describes the experimental work used to evaluate
the dynamic approach introduced in the previous section. We start
discussing the main aspects of the experimental setup, including data
set, experimental protocol and parameterization, to then analyze the
results.

A. Experimental Setup

The performance of the Dynamic approach was assessed comparing
its returns vs. the four comparable strategies described in 4: Static,
Naif, and the two ensemble-based alternatives, Majority and Weighted,
to time the Standard & Poor’s 500 index.

The sample covered 13 years of daily data starting from the beginning
of 2005 to the end of 2017. In addition to the index information, we also
needed the historical daily short-term risk-free interest rates of return
over the same periods. The former was obtained from the commercial
provider Datastrean, while interest rates were downloaded from the
Federal Reserve Bank of Atlanta.

The main data set was divided in two. The first sample, which
covered from 2005 to the end of 2012 was used to run the exploratory
experiments for parametrization purposes while the rest was kept
for testing. Once the parameters were chosen, the final performance
was evaluated on an annual basis in the period from the beginning of
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2013 to the end of 2017. Given the evaluation period, we also used the
last portion of the first sample to train some of the models that were
compared in the test sample.

While the decision to break down the comparative analysis in 5 sub-
periods instead of using only one makes no difference in the way the
models are trained, we understand that this kind of evaluation provides
relevant information on the evolution of reliability over time. Given
that GE is a stochastic method we repeated the experiments 30 times.

The exploratory analysis resulted in the selection of population
size of 500 individuals, which evolved over 50 generations carrying
over the best individual of every generation to the next one. The
population was initialized using geometric series with a minimum
initial complexity of 5 and a probability of growth of 0.85.

Regarding the main operators, we used simple tournament with
a size of 2, and applied the following to those selected: one-point
crossover with probability of 0.85, duplication with a probability
of 0.05, and uniform mutation with a probability of 0.1. The latter
randomly modified genes within a specified range (-128, 127) with a
probability of 0.05, allowing a circular wrapping of gene vector up to
16 times before discarding the individual as invalid.

In order to improve diversity and avoid premature convergence,
both during the initialization process of the algorithm and during the
genetic mutation operation, if the same individual appeared more than
once in the population, we tried up to 100 attempts to replace it with
anew one.

The size of the training window was set at three years (753 sessions),
while the number of sessions in the test period was fixed at one year
(251 sessions).

In relation to the ensembles, the number of rules, e, considered
to generate the recommendations was set to 5 and the weights of the
Weighted approach were set to [0.05,0.1,0.15,0.25,0.45]. Here, the last
elements of the vector make reference to the emphasis given to the rules
based on the most recent information. That is, the vote of the most recent
rule would have significantly more importance than the rest.

B. Results

The main results of the experiments are summarized in Table IL
There, we report the most important descriptive statistics for the net
returns over 30 experiments. The table details the performance of the
Dynamicapproach plus the two benchmarks that represent the opposite
extremes in terms of adaptation to structural change, Static and Naif,
plus the two ensembles, Majority and Weighted, described before.

As we can see, the Dynamic strategy provided the best average
performance. If we focus on average yearly return over the whole
5-year period, it offered 10.71% net return. Meanwhile, the performance
of the most competitive alternative, the Static approach, was 2.54%.
This result, though significantly poorer, was still better than the one
obtained by the ensembles and, specially, the Naif one, which resulted
in an average yearly net loss of 3.96%. If we consider reliability, the
dynamic strategy also yielded more consistency, as the average of the
yearly return variances was very low compared to the one obtained
using the Static approach.

Once we analyze the results year by year, we can see that Dynamic
clearly dominates Static, Naif, Majority and Weighted regardless of
market conditions. Although the rank of the four alternatives changes
between them over time, Dynamic consistently outperforms the four
of them.

The significance of the reported mean performance differences
vs. Dynamic was formally tested. The process followed to that end
started with the assessment of the normality of the distribution of
returns using Kolmogorov-Smirnov test with the Lilliefors correction
[31]. Whenever the normality of the results was rejected, we relied on

non-parametric Wilcoxon’ test [32]. Conversely, in case that it could
not be rejected, we used Levene’s homoskedasticity test [33]. At that
point, depending on the result, we employed either a t-test [34] or
Welch'’s [35]. According to this protocol, all the differences with the
exception of one were significant at 1%. The observed performance
differences might be explained by two main reasons: better market
timing and better control of transaction costs. The latter aspect was
analyzed tracking the number of purchase and sale orders generated
by the three methods. This information is reported in Table IIIL

TABLE II. NET RETURN. MAIN DESCRIPTIVE STATISTICS OVER 30 RUNS. TEST

REsuLTs
Strategy Mean Median Var. Max.  Min.
2013  Dynamic 0.2161 0.2318 0.0017 0.2543  0.1311
Static 0.0381  *  0.0409 0.0001  0.0715  0.0051
Naif 0.1318  ** 0.1318 0.0002  0.1520  0.0921
Majority 0.1367 ™ 0.1363 0.0002  0.1557  0.0964
Weighted ~ 0.1372 ™ 0.1387 0.0001  0.1582  0.1088
2014  Dynamic 0.0922 0.0994 0.0002  0.1042  0.0522
Static 0.0606 **0.0827 0.0015 0.1042  0.0079
Naif 0.0559 ** 0 0.0567 0.0002 0.0817  0.0257
Majority 0.0852  ** 0.0876 0.0001  0.0969  0.0471
Weighted ~ 0.0782 ™ 0.0784 0.0001  0.0961  0.0548
2015 Dynamic -0.0152 -0.0123  0.0002  -0.0123 -0.0935
Static -0.0160  *  -0.0123  0.0001  -0.0123 -0.0601
Majority -0.0903  **  -0.0817  0.0017  -0.0303 -0.1738
Weighted ~ -0.1266 ** -0.1270  0.0016 ~ -0.0488 -0.1958
2016  Dynamic 0.0758 0.0889 0.0012 0.0889  -0.0217
Static 0.0241 **0.0043 0.0016 0.0889  -0.0223
Naif -0.1411  **  -0.1440  0.0014  -0.0335 -0.2193
Majority -0.0448  **  -0.0383  0.0012  0.0075 -0.1231
Weighted ~ -0.0828 ™ -0.0778  0.0023  0.0043  -0.1922
2017  Dynamic 0.1668 0.1668 0.0000  0.1668  0.1668
Static 0.0204  **  0.0092 0.0016  0.1668  0.0092
Naif -0.0718  **  -0.0755 0.0011 0.0295 -0.1316
Majority 0.0176 **0.0294 0.0022 0.1094  -0.0753
Weighted ~ 0.0025 ™ 0.0057 0.0023  0.0943  -0.1136
Mean Dynamic 0.1071 0.1149 0.00066  0.1204  0.0470
Static 0.0254 0.0250 0.00099  0.0838  -0.0120
Naif -0.0396 -0.0419  0.00104 0.0311  -0.0985
Majority 0.0209 0.0267 0.0011  0.0678  -0.0458
Weighted ~ 0.0017 0.0036 0.0013  0.0608  -0.0676

" Significant vs. Dynamic at 1%

While it is clear that the Naif strategy was, by far, the most active
one, the rank of the rest is not stable. The Dynamic strategy traded less
often than the rest 3 out of the five years. The performance of the Naif
approach was therefore severely undermined, as it is apparent once
we analyze performance in gross terms.

Table IV is similar to Table II. The difference is that it represents
gross returns and, therefore, the performance has not been adjusted
for transaction costs. If we consider average yearly performance over
the 2013-2017 period, we see that the 11.56% return offered by the
Dynamic approach beats both the Naif and the Static one, with 7.20%
and 3.72% respectively. That is also the case for the ensembles, as the
one based on simple majority obtained an average gross return of
6.66%, very similar to the one provided by the one based on weighted
voting with 6.63%.
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TABLE III. NUMBER OF TRANSACTIONS

Strategy Mean Median Var. Min. Max.
2013 Dynamic 4.93 4 6.82 2 10
Static 7.20 4 48.17 4 32
Naif 14.00 14 16.00 4 20
Majority 5.80 6 3.96 4 10
Weighted 5.07 1.86 4 10
2014 Dynamic 4.40 4 5.63 2 10
Static 7.07 25.31 2 14
Naif 14.73 14 11.72 8 22
Majority 8.00 8 1.66 6 10
Weighted 913 8 4.6 6 14
2015 Dynamic 2.40 2 3.42 2 12
Static 2.40 2 1.21 2 6
Naif 42.40 42 24.94 36 56
Majority 17.00 18 10.69 10 26
Weighted 24.33 24 21.26 18 40
2016 Dynamic 2.73 2 8.69 2 18
Static 5.53 4 13.43 2 18
Naif 72.47 72 58.40 62 92
Majority 2933 28 19.95 18 40
Weighted 43.13 42 36.33 28 58
2017 Dynamic 2.00 2 0.00 2 2
Static 1.40 0 13.28 0 12
Naif 79.40 81 102.39 52 100
Majority 31.33 32 35.40 20 44
Weighted ~ 45.93 48 111.86 30 78
Mean Dynamic 3.29 2.80 491 2.00 10.40
Static 4.72 2.80 20.28 2.00 16.40
Naif 44.60 44.60 42.69 42.00 48.40
Majority 18.29 18.40 17.50 11.60  26.00
Weighted 25.52 25.20 35.18 17.20  40.00

The breakdown by year shows that Naif profited much than Static
in the periods where there was more to be gained. Losses in bad years
were also mitigated to a very large extent. It is worth mentioning
that disregarding transaction costs turned the 2016 major losses for
the Naif strategy into profits. Conversely, the Static approach evolved
a large proportion of trading rules that did not provide any trading
signals, hence making the difference between net a gross performance
negligible. The ensembles generally performed in line with the Naif
in gross terms, but they obtained very good results in 2014, where
Majority got to beat Dynamic. Having said that, the difference was
small and not statistically significant.

As we also observed when we analyzed net returns, the Dynamic
approach introduced in this study seems to be the most reliable one in
terms gross performance. The average of yearly return variances was
around half of the of the second most stable approach.

The fact that the Dynamic approach also offered such good results
in gross terms indicate that the dominance that we observed in net
returns can be explained by a both combination a combination of
adaptability to structural change and limited transaction costs. The
Naif strategy identified and exploited small structural changes, but
the excessive trading caused by constant replacements of investment
rules increased transaction costs to the point of making flexibility
counterproductive. This is likely to be caused by the fact that trading
rules identified using GE are implicitly optimized to limit the number
of signals, as they are penalized in the fitness function. Once there is

TABLE IV. GrRoss RETURN. MAIN DEsCRIPTIVE STATISTICS OVER 30 RUNS.
TesT RESULTS

Strategy =~ Mean Median Var. Max. Min.
2013  Dynamic 0.2297 0.2531 0.0014 0.2593 0.1561
Static 0.0561 **0.0509 0.0004 0.1215 0.0193
Naif 0.1661 0 0.1654 0.0003 0.2215 0.1409
Majority 0.1512 **0.1519 0.0001 0.1676 0.1214
Weighted ~ 0.1540 **0.1562 0.0001 0.1732 0.1338
2014 Dynamic  0.1032 0.1092 0.0001 0.1141 0.0721
Static 0.0783 **0.0927 0.0007 0.1092 0.0429
Naif 0.0915 **0.0890 0.0001 0.1165 0.0716
Majority 0.1052 0.1074 0.0001 0.1184 0.0671
Weighted ~ 0.1010 0.0987 0.0001 0.1161 0.0798
2015 Dynamic -0.0092 -0.0073 0.0001 -0.0073  -0.0635
Static -0.0100 -0.0073 0.0001 -0.0073  -0.0451
Naif -0.0627 ' -0.0627 0.0024 0.0576 -0.1379
Majority -0.0478  ** -0.0415 0.0014 0.0084 -0.1288
Weighted  -0.0658 ** -0.0692 0.0014 0.0112 -0.1361
2016  Dynamic 0.0826 0.0939 0.0008 0.0939 -0.0042
Static 0.0379 **0.0293 0.0015 0.0952 -0.0073
Naif 0.0357 **0.0409 0.0018 0.1346 -0.0282
Majority 0.0285 **0.0355 0.0010 0.0775 0.0481
Weighted ~ 0.0250 **0.0275 0.0019 0.1243 -0.0497
2017 Dynamic  0.1718 0.1718 0.0000 0.1718 0.1718
Static 0.0239 **0.0092 0.0017 0.1718 0.0092
Naif 0.1296 **0.1290 0.0013 0.1968 0.0591
Majority 0.0959 **0.0294 0.0014 0.1694 0.0323
Weighted ~ 0.1174 **0.1110 0.0014 0.1922 0.0479
Mean Dynamic 0.1156 0.1241 0.00048  0.1264 0.0665
Static 0.0372 0.0350 0.00088  0.0981 0.0038
Naif 0.0720 0.0723 0.00119  0.1454 0.0211
Majority 0.0666 0.0565 0.0008 0.0280 0.1082
Weighted  0.0663 0.06438 0.0010 0.0151 0.1234

** Significant vs. Dynamic at 1% * Significant vs. Dynamic at 5%

a constant change, the strategy that is used in practice is not none of
the optimized ones and, therefore, the implicit control mechanism for
transaction costs is likely to be affected. The Static approach does not
offer the flexibility of the rest but, if structural change is limited over
the period of use, the trade-off of limited transaction costs vs the loss
of accuracy over time could still lead to good results.

The experimental results support the importance of using dynamic
approaches like the described one. The advantages are not limited
to the ability to generate relevant trading signals in a dynamic
environment, which is clearly an important aspect, but also the
possibility of doing it at the same time that it controls transaction
costs. The proposed strategy Dynamic offers a good compromise
between two often conflicting objectives: offering flexibility to adapt
to structural changes and limiting the number of orders.

VI. SUMMARY AND CONCLUSIONS

The development of investment rules using grammatical evolution
often entails obtaining a single rule based on a training period, which
is then used to generate recommendations over time. The use of sliding
windows improves the adaptability to the structural changes that
prevail in financial series but tends to result in excessive transaction
costs. Therefore, it is necessary to find alternatives that offer a balance
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between flexibility and transaction expenses.

In this study we improve the standard approach introducing new
solution that involves a dynamic selection mechanism, which switches
between an active rule and a candidate one optimized for the most
recent market data available. The process also includes a hysteresis
component that reduces the risk of overtrading.

The approach was benchmarked against four alternatives based on
the same core algorithm over a period of five years. The alternatives
included: the standard static approach Static, a solution that updates
constantly the decision rule, Naif, and two ensemble-based solutions
that differ in the voting mechanism that they implement, Majority and
Weighted.

The results obtained support the superiority of the new solution
both in terms of return and reliability, followed by the Static approach.

The analysis of the impact of transaction costs on profitability
highlights the importance of limiting overtrading, since there is a clear
inverse relationship between the number of purchase and sale orders
and performance. The Naifapproach trades much more often than the
rest, and commissions drag down its returns to a very large extent. It
is worth noting that controlling this aspect seems to be a key success
factor of the Dynamic alternative, but not the only one.

These findings bring out the importance of holding a balance
between the importance to adapt to market structural changes and
the risk of updating constantly recommendation models that are
implicitly optimized for the longer term. The results support the new
approach as a mechanism capable of maintaining the balance sought
between these two contradictory goals.

Future lines of work might include replicating the study with
other assets or financial indices; testing the approach with genetic
programming; extending the grammar to analyze the impact on the
results, or exploring the possibility of updating dynamically the set of
terminals and nodes to make sure that the building blocks of the rules
remain relevant over time.
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ABSTRACT

[
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The availability of an enormous quantity of multimodal data and its widespread applications, automatic
sentiment analysis and emotion classification in the conversation has become an interesting research topic
among the research community. The interlocutor state, context state between the neighboring utterances
and multimodal fusion play an important role in multimodal sentiment analysis and emotion detection in
conversation. In this article, the recurrent neural network (RNN) based method is developed to capture the
interlocutor state and contextual state between the utterances. The pair-wise attention mechanism is used

Attention Model,
Interlocutor State,
Contextual Information,
Emotion Detection,
Multimodal Fusion,
Sentiment Analysis.

to understand the relationship between the modalities and their importance before fusion. First, two-two
combinations of modalities are fused at a time and finally, all the modalities are fused to form the trimodal
representation feature vector. The experiments are conducted on three standard datasets such as IEMOCAP,

CMU-MOSEI, and CMU-MOSI. The proposed model is evaluated using two metrics such as accuracy and F1-
Score and the results demonstrate that the proposed model performs better than the standard baselines.

I. INTRODUCTION

HE main aim of automatic sentiment and emotion analysis in

conversational videos is to analyze and detect sentiment and
emotional state of a participant in conversational videos. Due to the
recentadvancements in Internet technologies and social media networks,
the users post their reviews, about a service or a product in the form
of conversational videos on social media platforms, such as Twitter,
Flicker, YouTube, and Facebook, etc. Recently, multimodal sentiment
and emotion analysis from the conversation has become an interesting
research topic due to its widespread applications in areas such as health-
care assistant devices, education, dialogue understanding, human-
computer interaction, and human resource management. In prior work,
the unimodal features from the available modalities were extracted, and
then the unimodal features are fused to form the multimodal feature
vector. For multimodal fusion, there are three options, early fusion
(feature concatenation), model-based fusion, or late (decision) fusion.
In feature concatenation, the features from individual modalities are
concatenated to get the multimodal feature vector.

Recently, many approaches were proposed for utterance level
sentiment and emotion analysis [1], [2]. In late fusion, the feature
vectors from individual modalities are modeled using the classical
classifiers. The output of the classifiers on the unimodal feature vector is
fused using an ensemble approach [3]. These fusion strategies perform
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fairly well but cannot accommodate the contextual information among
the utterances and interlocutor state of the participant. More recently
attention based contextual fusion and contextual cross modality fusion
strategies show promising results. In the contextual fusion technique,
the bidirectional recurrent neural network (RNN) was used to extract
the context between the utterances of a video [4]. In contextual cross-
modality fusion along with contextual information, the importance of
modality is considered in multimodal fusion [5]. In [6] dynamic fusion
is performed by paying attention at each time step. Evolutionary
computing-based multi-layer feature optimization is used to improve
the overall accuracy of classification in [7].

The sentiment or emotional state of the particular participant in
the conversation is not considered for analysis in these models. Hence
the existing models fail to capture the contextual information among
the utterances and flow of conversation. But in reality, the contextual
state and sentiment or emotion of a particular party does add a lot
of value to the overall result. The proposed model believes that the
sentiment or emotional state of an utterance mainly depends on the
interlocutor state of the participant, the previous emotional state of the
participant, and context between the utterances [8]. By incorporating
the interlocutor state of the particular participant and context between
the utterances, the results of the proposed method outperform the
baselines by over 2%.

The main contributions of the proposed model are,

+ An effective multimodal sentiment and emotion analysis technique
is proposed to extract the contextual information among the
utterances and accommodate the interlocutor state of a particular

participant in the conversation.
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+ The pair-wise attention-based mechanism is used to understand
the relationship and importance of modalities before fusion.

« The proposed model effectively captures the sentiment or
emotional state of the participant in the conversation.

+ The model is tested and validated on three standard datasets
and the results are compared against the standard baselines for
multimodal sentiment and emotion analysis in conversational
videos.

The structure of the remaining sections of the article is as follows:
the important work carried-out in multimodal sentiment and emotion
analysis, context extraction between the utterances and traditional
techniques in multimodal fusion are described in Section II. The
proposed attention-based multimodal sentiment and emotion analysis
in the conversation using the RNN model is presented in Section
TI. The experimental setup, results on three standard datasets, and
comparison of results against a standard baseline of the proposed
model are presented in Section IV. Finally, future work in multimodal
affective computing in conversational videos is presented and
concludes the paper in Section V.

II. RELATED WORK

Sentiment analysis and Emotion detection in conversation are
popular research topics in multimodal affective computing [9] because
of their applications in various areas such as sentiment analysis,
health-care assistance devices, recommendation systems, education,
human-computer interaction, etc. [10]. The multimodal data has
information in three modes such as text (transcribed audio), audio,
and video. The traditional multimodal sentiment analysis and emotion
detection technique extracts the unimodal features from the three
modalities, use either feature level (early) fusion [11] [12] or decision
level (late) fusion [13] [14] [15] or hybrid fusion [16] to merge effective
information from different modalities.

An utterance is a segment or a part of the video (may not be a
complete sentence) and video reviews contain a sequence of such
multiple utterances. In utterance or segment level sentiment and
emotion classification, each segment of a video is analyzed and
assigned a label [17]. Recently, many approaches were proposed
for analyzing sentiment and detecting emotion at the utterance
level [1], [2]. In [18] authors extracted acoustic, lexicon, and visual
features and used an ensemble approach to ensemble classification
of SVM classifier. Their proposed ensemble approach achieves better
results than conventional methods. Authors in [19] fused acoustic
and linguistic cues at feature level using 3-D activation valance for
emotion recognition. In [20] authors extracted textual, speech, and
visual features using convolutional neural networks. They analyzed
sentiment and emotion using multiple kernel learning.

In [21] acoustic information and visual cues are fused to model
multimodal emotion recognition system and contextual information
is used for sentiment and emotion analysis. In recent works on
multimodal sentiment and emotion analysis in conversational videos,
each utterance of a video is processed sequentially using RNN. The
model proposed in [8] propagates the context among the utterances
and sequential information to the next utterance. They use bidirectional
recurrent neural networks [22] to extract the context between the
utterances and feed the information sequentially. DialogueRNN [23]
uses an attention-based pooling approach to capture the context of
a particular utterance in the conversation. However, this pooling
based attention mechanism fails to consider participant information
of particular utterance and its effect on other utterances. They use a
global state and participant state for modeling multimodal emotion
detection in conversation.

Other notable works include [24] [25] [26] where multimodal
sentiment and emotion detection is addressed using deep learning-
based models. Ghosal et al. [27] proposed a pair-wise attention-
based method to understand the importance of individual modalities
and the relationship between the modalities before fusion. The two-
dimensional graph-based feature extraction methods using fuzzy
logic are discussed in [28] [29] and [30]. The PRAAT" software was
used to extract the emotional state from voice [31]. The proposed
model considers context between the utterances, the interlocutor
state of a participant, and previous emotion state to effectively
model the multimodal sentiment and emotion analysis system in
conversational videos.

III. PROPOSED METHODOLOGY

The proposed attention-based multimodal sentiment and emotion
analysis in the conversation using RNN is discussed in detail in this
section. The overview of the proposed model is:

« First, the utterance level features of individual modalities such as
acoustic, textual, and visual features are extracted.

« The pair-wise attention-based mechanism is used to understand
the relationship and importance of modalities before fusion.

« The gated recurrent unit (GRU), a variant of RNN, is used to model
the interlocutor state of the participant, context extraction, and
emotion decoding.

« Bimodal and trimodal fusion are performed by considering the
previous emotional state, the importance of individual modality,
and interlocutor state. A trimodal representation of feature vector
acts as an input for final sentiment or emotion prediction.

A. Dataset Used

The model is evaluated on three standard datasets, IEMOCAP [32],
CMU-MOSEI [24] for multimodal emotion detection, and CMU-MOSI
[33] for multimodal sentiment analysis.

1. IEMOCAP

IEMOCAP dataset is a collection of 12-hours of two-way acted
dyadic conversations among multiple speakers. The conversational
video is divided into multiple opinion segments called utterances.
Each of the utterances is annotated with emotion labels such as anger,
sadness, excitement, happiness, fear, neutral, and surprise. Videos
with angry, happy, sad, excited, frustrated, and neutral are considered
to compare against the state of the art models.

2. CMU-MOSEI

The CMU-MOSEI dataset contains 3228 videos with 23453 small
segments called utterances from 1000 speakers collected from
YouTube. CMU-MOSEI is a transcribed, gender-balanced, properly
punctuated dataset. The average number of segments per video is
7.3 and the average length of each segment is 7.28 seconds. The total
number of words and unique words in utterances are 447143 and 23026
respectively. The dataset is manually labeled with 6 emotions such as
anger, disgust, fear, happiness, sadness, and surprise.

3. CMU-MOSI

There are 93 videos with 2199 utterances in CMU-MOSI dataset
where 89 speakers review various products and topics in English. The
average length of a segment is 4.2 seconds and about 12 words per
utterance. Each utterance is manually labeled by 5 assessors with
a score ranging from -3 and +3. The average of these 5 assessors is
taken as sentiment polarity. The Video/Utterance level Train-Test

 https://www.fon.hum.uva.nl/praat/
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distributions of CMU-MOSEI, CMU-MOS]I, and IEMOCAP datasets are
shown in Table 1. The Label distribution statistics of CMU-MOSI and
IEMOCAP datasets are given in Table II and Table III respectively.

TABLE I. ViDEO/UTTERANCE LEVEL TRAIN-TEST DisTRIBUTION OF CMU-
MOSI, CMU-MOSEI, aAND IEMOCAP DATASET

Videos Utterances
Train Test Train Test
CMU-MOSI 62 31 1447 752
CMU-MOSEI 2583 646 18051 4625
IEMOCAP 120 31 5810 1623

TABLE II. LABEL DISTRIBUTION STATISTICS OF CMU-MOSI

Positive
1176

Negative
1023

CMU-MOSI

TABLE III. LABEL DisTRIBUTION StATISTICS OF IEMOCAP

Excited
1041

Frustrated
1849

Sadness
1084

Neutral | Happy
1708 648

Anger
1103

IEMOCAP

B. Feature Extraction

This section discusses the steps followed in extracting features
from acoustic, text, and visual modalities.

1. Audio Feature Extraction

OpenSMILE [34] open-source tool is used for acoustic feature
extraction from CMU-MOSI, CMU-MOSEI, and IEMOCAP datasets.
The acoustic features are extracted at a frame rate of 30Hz and 100ms
sliding window. The dimension of utterance level features for acoustic
modality is 73, 73, and 384 for CMU-MOSI, IEMOCAP, and CMU-
MOSEI datasets respectively.

Let f be the feature vector of i segment then, the acoustic feature
vector f_is represented by,

fa =< falrfaz'faSr ...... ,fan > (1)

Where n is the number of segments or utterances.

2. Textual Feature Extraction

Features from text (transcribed text) modality are extracted from
each utterance using Convolutional Neural Networks (CNN) [35]
from CMU-MOSI and IEMOCAP datasets. First, each utterance is
represented as word2vec vectors [36] to understand the context in
the text. These Word2Vec vectors are processed using 3 convolutional
layers. The three layers have feature maps of size 50, 75, and 100 with
filters of sizes 2, 3, and 2 respectively. Max-pooling of a 2x2 window
size is used after every convolutional layer. The fully connected layer
receives input from the convolution layer and output is fed to a softmax
classifier. The fully connected layer has 600 neurons with ReLU [37]
activation function. The softmax output of the convolutional neural
network (CNN) is used as the textual features. GloVe embedding’s
used for extracting textual features from the CMU-MOSEI dataset.
The dimension of utterance level features for textual modality is 100
for CMU-MOSI, IEMOCAP datasets, and 300 for CMU-MOSEI dataset.

Let f, be the feature vector of i segment then, the textual feature
vector f, is represented by,

ft =< ftl’ ftZ' ft3' ...... B ftn > (2)

Where n is the number of segments or utterances.

3. Visual Feature Extraction

In the past 3D convolutional neural networks have been
successfully used for object detection and classification [38]. The

results presented in [38], outperform the traditional object tracking
and detection, and motivate us to adopt 3D-CNN in our work. Visual
features are extracted using 3D-CNN from CMU-MOSI and IEMOCAP
datasets and Facet® tool from the CMU-MOSEI dataset. The dimension
of utterance level features for visual modality is 100 for CMU-MOSI,
IEMOCAP datasets, and 35 for CMU-MOSEI dataset.

Let f, be the feature vector of i segment then, the visual feature
vector f is represented by,

fV =< fVl ) fVZ ) fV3 TR ) an > (3)

Where n is the number of segments or utterances.

C. Problem Statement

Let P, and P, be the two participants in the conversation. The
u,,u, ...u are the utterances uttered by either of the participants P, and
P, with sentiment score and one of the emotion labels such as happy,
sad, anger, surprise, disgust, and fear is assigned to the utterances.
As each of the utterances is uttered by either of the participants in
the conversation, this allows capturing the average sentiment of the
participant in sentiment score or emotion label calculation. Also, it
avoids misclassification due to long pauses by the participant in the
conversation. Let u, be the t* utterance uttered by the party P, or P,
at timestamp t, which is represented by three modalities such as text,
visual and acoustic,

u(p)y =<t,vya; > 4)

where t, v, and a, are textual, visual and acoustic feature vectors of
the t™ utterance at timestamp t and p € P1, P2.

The objective function of the problem is to accept the feature
vector from three modalities of an utterance, cumulative context
representation of the conversation and emotional state of the previous
participant, and output the sentiment score and associated emotion
label.

D. Proposed Model Description

The sentiment or emotion of an utterance depends on the cumulative
contextual state of the conversation, the interlocutor state, and the
sentiment or emotional state of the previous participant. Hence the
proposed model considers the cumulative context and emotion of
participants to predict the sentiment or emotional state of an utterance.
The proposed model has three branches of recurrent neural networks
(RNN) to capture the participant interlocutor state, cumulative
context, and sentiment or emotional state of the participant. Each
modality uses one RNN to capture participant dyadic information and
another set of RNN’s are used to capture the sentiment or emotional
state of the participant. One RNN is used to capture the cumulative
contextual information. A weighted-pooling based pairwise attention-
based mechanism is performed to understand the relative importance
of individual modalities before fusion. Finally, two-two modalities
and then all modalities are fused to form a trimodal representation of
feature vector for predicting the sentiment score or emotion label of
an utterance.

1. Interlocutor State

The interlocutor state of the network captures and keeps track of the
state of the participant involved in the multimodal conversation. The
network has nxmnumber of RNN's, where nis the number of participants
and m is the number of modalities. The output of the interlocutor state
is the input for updating cumulative contextual vector and emotion or
sentiment prediction of the utterance. Initially, the interlocutor state
is initialized to the null vector. For the utterance at timestamp t the
interlocutor state i of a particular modality is updated i ,, using feature

2 https://goo.gl/1rh1JN
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representation of particular modality at timestamp t (that is f(t), or f(a),
or f(v)) and attentive cumulative contextual vector representation
until timestamp t (that is C(t), or C(a), or C(v),). The purpose of using
the cumulative contextual vector along with utterance representation
is to understand the contextual information of conversation until that
timestamp. The steps in the interlocutor state update are described
using the following formula and shown in Fig. 1.

i(m), Interlocutor((f(m), @ C(m),),i(m)._1) (5)

where @ represents concatenation operator and m is the modality
with values either t or a or v.

f©®
.
.C © N Interlocutor i(8),
10,
f(a)
VAR
.C @ N Interlocutor i(a),
(@),
f
SO
.C ), N Interlocutor i(v),
1(V)

Fig. 1. Interlocutor State Update at timestamp t.

2. Cumulative Context

In conversational sentiment analysis and emotion detection, to
determine the sentiment or emotional state of an utterance at timestamp
t, the preceding utterances at time < t can be considered as its cumulative
context. The interlocutor state of the previous utterance (that is i(t) ,
or i(a),, or i(v)_,) and utterance level modality representation
at timestamp t (that is f(t), or f(a), or f(v) ) are used to change the
cumulative context vector representation from c,, to ¢, This helps to
understand the dependencies between the utterances and participants.
The steps in the cumulative context state update are described using
the following formula and shown in Fig. 2.

c(m), = Context((f(m), @ i(m)¢—1), c(m)—1) (6)

where @ represents concatenation operator and m is the modality
with values either t or a or v.

f@®
i SN
IC((?); N Context c (1),
f(a)
i@ /<> Context c(a),
¢ (@),
f)
1w, \<> Context c(v),
¢ (V)

Fig. 2. Cumulative Context state update at timestamp t.

Weighted pooling based attention is performed over cumulative
context vector representation until timestamp t.

ec(m)t
Cm)y = ————
( )t Z tkzl ec(m)k

™)
Where, C(m), is the attentive cumulative contextual vector.

3. Emotion State

The emotional state network is used to decode the sentiment
or emotional information encoded by interlocutor state RRN. The
previous emotion state output (that is e(t),, or e(a),_, or e(v) ,) and
interlocutor state sentiment or emotional information (that is i(t)
. ori(a), ori(v),) are the input to emotion state RNN at timestamp
t. Weighted pooling based pair-wise attention is performed on the
output produced by emotion state RNN to produce the relevant
sentiment or emotion label. The steps in the emotion state update are
described using the following formula and shown in Fig. 3.

e(m); = emotion(i(m),, e(m);_1)

®)
where @ represents concatenation operator and m is the modality
with values either t or a or v.

f ((:)):'1 Emotion e (),
f ((:)):'1 Emotion e (a),
f ((:)):'1 Emotion e(v),

Fig. 3 Emotion State update at timestamp t.

4. Weighted Pooling Based Pair-Wise Attention and Bimodal
Fusion

For each timestamp t, the emotion state network produces emotion
vectors for each modality such as e(t), e(a), and e(v),. Weighted
pooling based pair-wise attention [4] is performed between two-
two emotion vectors at a time to get bimodal representation emotion
vectors. Let X and Y be the two emotion state outputs produced by
the emotion state network at timestamp t, then the weighted pooling
based pair-wise attention mechanism is performed as follows:

M(t); = X.YT and M(t), = Y.XT )
eM(®)
W(t); = =
(O ZL=1 eM(K), (10)
( ) eM®):
W(t 2 ==t .
ey MO0z (11)
0(t); =W();.Y and 0(t), = W(1),. X (12)
A(); =0(t); ® X and A, =0(1), 0O Y (13)
B_Fusion(XY); = A(t); & A1), (14)

Where B_Fusion is the bimodal fusion at timestamp t.

The pair-wise matching matrices at timestamp t are calculated
in equation (9), then the probability distribution scores (weights)
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of each modality are calculated in equation (10) and (11). Modality
specific attentive representations are calculated in equation (12). An
important component among the multiple modalities and utterances
is calculated by performing element-wise matrix multiplication as
shown in equation (13). Attentive matrix representations are then
concatenated to produce bimodal representation at timestamp t as
shown in equation (14). The steps in Weighted Pooling based pair-
wise attention and bimodal fusion at timestamp t are shown in Fig. 4.

~ Attentive Bimodal
o000 O .
Representation
Concatenation
Modality-Specific
= A Ay S Components
I A
0, 0, Modality-wise Attentive
)l\ N N Representation
W (), W(t), Probability Dis’.cribution
5 Scores (Weights)
M(t), M(t), Matching Matrix
/N N
— X Y — Unimodal Features

Fig. 4. Weighted Pooling based Pair-Wise Attention and Bimodal Fusion at
timestamp t where X, Y € {T, A, V}.

5. Trimodal Fusion

The bimodal attentive representation and emotional state of the
utterance are used to get the trimodal representation. The bimodal
attentive representation and output of emotion state RNN at timestamp
t is concatenated to form the final trimodal attentive representation at
timestamp t. The trimodal fusion at timestamp t is shown in Fig. 5.

e(tav); = e(t); B e(a); D e(v), @ B_Fusion(TA)

@ B_Fusion(TV) @ B_Fusion(VA) (15)

Softmax Output

Attentive Trimodal
Representation

Concatenation

Attentive Bimodal

B_Fusion(av) .
Representation

| B_Fusion(ta)

| B_Fusion(tv) |

Sentiment or

e(t); I | e(a), | | e(v); I

Emotional State

Fig. 5. Trimodal Fusion at timestamp t.

E. Classification and Training

The trimodal sentiment or emotional representation is fed to the

softmax classifier to predict the testing label § for an utterance in the
conversation. The softmax classifier takes the concatenated sentiment
or emotion vector e(tav), at timestamp t as an input. The softmax
output is represented as,

p(yIU) (16)

Where w® is the weight matrix, b® is the bias matrix, p is a
predicted sentiment or emotion class.

y = argmax p (ylU)

softmax (w® (e(tav),) + b®)

(17)

Where ¥, is the predicted label of testing utterance.

The cross-entropy loss function L(8) is used to train the model and
is represented as,

N
yllogg) + AZ 07
k=0

1 N M
L(G)=—N.
=1 j=1

1

j (18)

where N is the number of utterances in training data. y_and j are
the true and predicted label of the s* utterance. M is the number of
categories (classes) and A is the L2-regularization term. Adam [39] is
used to optimize the cross-entropy loss function parameters due to
its ability to adapt to the learning rate for each learning parameter.
The proposed algorithm for attention-based multimodal sentiment
and emotion analysis in the conversation using RNN is summarized
in Table IV.

IV. RESULTS ANALYSIS AND DISCUSSION

The proposed attention-based multimodal sentiment and emotion
analysis framework in the conversation using RNN is implemented
in python using the PyTorch and tensor flow is used as backend.
The model is evaluated on the Tesla K80 GPU with a 12GB RAM
hardware configuration. The experiments are conducted on three
standard datasets such as CMU-MOSI, CMU-MOSEI, and IEMOCAP.
The experimental results of the proposed method are compared
against the standard baselines such as [25] , [27], [40], [41], and [42].
The proposed model is evaluated using two metrics, classification
accuracy, and Fl-score. First, the results are obtained for the
combination of two-two modalities such as text-audio, text-video, and
audio-video, and then all three modalities with and without attention
mechanism. The comparison of results of the proposed technique
for sentiment analysis with and without attention is given in Tables
V and VI The results show that the attention-based model performs
better than the standard baselines in all possible combinations of
constituent modalities except for the audio-video combination on
the CMU-MOSI dataset. The trimodal model performs better than the
bimodal model. The emotion detection results on CMU-MOSEI and
IEMOCAP datasets with and without attention are shown in Tables
VII and VIIL The results show that the attention-based models are
performing better than the standard baselines and model without
attention except for the label happy in the CMU-MOSEI dataset. Fig. 6,
Fig. 7, Fig. 8 and Fig. 9 show a comparison of the experimental results
of the proposed method on CMU-MOSEI, IEMOCAP, CMU-MOSI
datasets against standard baselines. On CMU-MOSI and CMU-MOSEI
datasets the trimodal models are performing better than the bimodal
and unimodal models, whereas A-V combination is performing
the worst among all possible combination of models in sentiment
classification. For emotion classification, the proposed model obtains
the best results on the CMU-MOSEI dataset as it effectively uses all the
available modalities and captures the contextual information since the
availability of large dataset for training.
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TABLE IV. ALGORITHM FOR PROPOSED MULTIMODAL SENTIMENT AND EMOTION CLASSIFICATION IN THE CONVERSATION USING RNN

1: Procedure FeatureExtraction(U)

2:

3
4:
5

(o)}

9:

10:

11:

12:

13

14:
15:

16

17:

18:

19:

20:
21:
22:

23:
24
25:

26:
27:
28:

29:
30:
31:
32:

33:

34:

35:
36:

37:

38:

foriinlto N do:
f(t); <« audioFeatures(U;)
f(a); <« textFeatures(U;)
f(w); < videoFeatures(U;)

Procedure InterlocutorState(t,m)
i(m), = Intrerlocutor((f(m); @ C(m),),i(m);_1)

return (i(m);)

Procedure ContextExtract(t,m)

c(m); = Context((f(m); ® i(M);_1), c(M)¢_1)
ec(m)t

e S

return(C(m);)

: Procedure EmotionState(t, m)
e(m); = Emotion(i(m); e(m)s_1)
return(e(m);)

: Procedure Attention(t,X,Y)

M), = X.YT and M(t), = Y.XT
eM(®:

w(t), = 722:1 oo,
M)

W(t), = —Z ;:1 o,

0t), =W(t),.Y and 0(t),=W(t),. X
return(A(t); @ A(t),)

Procedure B_Fusion(t,X,Y)
B(X,Y), = Attention(t,X,Y)
retrun(B(X,Y);)

Procedure T_Fusion(t)
e(tav), = e(t), ® e(a), B e(v), ® B_Fusion(TA) @ B_Fusion(TV) @ B_Fusion(VA)
retrun (e(tav);)

Procedure Classification (U,t)
foriinltoN do:
p |U) = softmax (w®(e(tav),) + b®))
y = argmax p Iv)

return (y)
FeatureExtraction(U)

forX,Y€{t a,v}
B(X,Y); < B_Fusion(t,X,Y)

e(tav); « T_Fusion(t)

C; «— Classification (e(tav);)

Procedure to extract
unimodal features

Procedure to update
Interlocutor state at time t
me{t, a v}

Procedure to extract
cumulative context
me{t a v}

Procedure to update
Emotion state at time t
me{t a v}

Procedure for weighted

pooling based attention
and fusion

Procedure for Bimodal
fusion at time t

Procedure for Trimodal
fusion at time t

Procedure for classification
ofutterance

into discrete number of
classes

Unimodal Feature Extraction

Bimodal Fusion
X, YE{t a,v}

Trimodal Fusion

Classification
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TABLE V. EXPERIMENTAL RESULTS OF THE PROPOSED METHOD ON CMU-MOSI DATASET COMPARED AGAINST STANDARD BASELINES, T FOR TEXT, A FOR AUDIO
AND V FOR VIDEO

Modality Poria et al. [40] Zadeh et al. [41] GRU - Without Attention GRU - With Attention
Accuracy Accuracy Accuracy F1-Score Accuracy F1-Score
T+A 73.7 71.1 76.79 77.62 79.71 73.38
T+V 74.1 73.7 79.35 78.54 80.14 73.40
A+V 68.4 67.4 65.51 67.77 66.28 67.79
T+A+V 74.1 73.6 80.02 73.73 80.62 74.33

TABLE VI. EXPERIMENTAL RESULTS OF THE PROPOSED METHOD ON CMU-MOSEI DATASET COMPARED AGAINST STANDARD BASELINES

Modality Zadeh et al. [42] Ghosal et al. [27] GRU - Without Attention GRU - With Attention
Accuracy Accuracy Accuracy F1-Score Accuracy F1-Score
T+A - 79.74 80.02 73.73 80.64 73.29
T+V - 79.40 80.31 73.42 80.54 76.22
A+V - 76.66 76.79 77.62 80.45 73.50
T+A+V 76.90 79.80 80.98 73.51 81.29 73.12

TABLE VII. EXPERIMENTAL RESULTS OF THE PROPOSED METHOD ON CMU-MOSEI DATASET COMPARED AGAINST STANDARD BASELINES WITH THE T-A-V
COMBINATION OF MODALITIES

Label Ghosal et al. [27] GRU - Without Attention GRU - With Attention
Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score

Anger 62.60 72.80 81.49 74.20 83.58 76.10
Fear 62.00 89.90 88.92 84.83 91.20 87.01
Happy 6630 6630 58.51 44.30 59.79 44.74
Sad 60.40 66.90 76.93 67.86 78.90 69.60
Surprise 53.70 85.50 87.51 82.78 89.75 84.91
Disgust 69.10 76.60 88.92 84.83 91.20 87.01

TABLE VIII. EXPERIMENTAL RESULTS OF THE PROPOSED METHOD ON IEMOCAP DATASET COMPARED AGAINST STANDARD BASELINES WITH THE T-A-V
COMBINATION OF MODALITIES

Label Ghosal et al. [27] Hazarika et al. [25] GRU - Without Attention GRU - With Attention
Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score
Angry 64.7 65.2 68.2 68.2 73.1 66.6 75.2 68.5
Neutral 58.5 59.2 59.9 60.6 79.8 76.1 82.1 78.3
Happy 25.6 33.1 23.6 32.8 52.3 39.1 53.9 40.7
Sad 75.1 78.8 70.6 74.4 69.2 61.1 71.0 62.6
Excited 80.2 71.8 72.2 68.4 78.3 74.1 80.8 76.4
Frustrated 61.1 58.9 71.9 66.2 79.6 75.9 82.1 78.3

Comparison of Experimental results on CMU-MOSI dataset for sentiment classification
100

Il Poria et al. [40]

I Zadeh et al. [41]

I GRU Without Attention
I GRU With Attention

Accuracy

T+A T+V A+V T+A+V
Modality

Fig. 6. Comparison of experimental results of the proposed method on CMU-MOSI dataset against standard baselines, Legend: T: Text, A: Audio, V: Video.
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Comparison of Experimental results on CMU-MOSEI| dataset for sentiment classification
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Fig. 7. Comparison of experimental results of the proposed method on CMU-MOSEI dataset against standard baselines.

Comparison of Experimental results on CMU-MOSEI dataset for Emotion classification
100

Il Ghosal et al. [27]
I GRU Without Attention
E GRU With Attention
Anger Fear Happy Sad Surprise Disgust
Emotion Label
Fig. 8. Comparison of experimental results of the proposed method on CMU-MOSEI dataset against standard baselines.
Comparison of Experimental results on IEMOCAP dataset for Emotion classification
100

Il Ghosal et al. [27]
I Hazarika et al. [25]
I GRU Without Attention
I GRU With Attention

Angry Neutral Happy Sad Excited Frustrated

Emotion Label

Fig. 9. Comparison of experimental results of the proposed method on IEMOCAP dataset against standard baselines
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V. CoNCLUSION AND FUTURE WORK

The multimodal fusion, capturing interlocutor state of the
participant, and understanding context between the utterances are the
most important issues in multimodal sentiment analysis and emotion
detection in conversation. In this paper first, features from individual
modalities such as textual, acoustic, and visual features are extracted.
Textual features are extracted using CNN and GloVe embedding’s,
audio features using open smile toolkit and visual features using
3D-CNN and facet toolkit. An attention-based pair-wise technique is
used to extract the context between the utterances and understand
the importance of constituent modalities before fusion. The recurrent
neural network, more specifically gated recurrent Unit (GRU) based
model is used to capture the interlocutor state and context extraction.
By incorporating contextual information, the interlocutor state, and
previous emotion state, the proposed model performs better than the
standard baselines in terms of classification accuracy. In the future,
we will explore techniques to address more than two participants
in conversational videos. Also, we will study the feature selection
methods to understand whether the emotion-specific features can
improve the overall classification accuracy.
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ABSTRACT

KEYWORDS

Learning-based focused crawlers download relevant uniform resource locators (URLs) from the web for a
specific topic. Several studies have used the term frequency-inverse document frequency (TF-IDF) weighted
cosine vector as an input feature vector for learning algorithms. TF-IDF-based crawlers calculate the relevance
of a web page only if a topic word co-occurs on the said page, failing which it is considered irrelevant. Similarity
is not considered even if a synonym of a term co-occurs on a web page. To resolve this challenge, this paper
proposes a new methodology that integrates the Adagrad-optimized Skip Gram Negative Sampling (A-SGNS)-

Focused Crawler,
Semantic Similarity,
Word Embedding,
Adagrad, Cosine,
Recurrent Neural
Network.

based word embedding and the Recurrent Neural Network (RNN).The cosine similarity is calculated from the
word embedding matrix to form a feature vector that is given as an input to the RNN to predict the relevance of
the website. The performance of the proposed method is evaluated using the harvest rate (hr) and irrelevance

ratio (ir). The proposed methodology outperforms existing methodologies with an average harvest rate of 0.42

and irrelevance ratio of 0.58.

I. INTRODUCTION

THERE has been a rapid increase in the number of web pages, from
only 20 million in 2010 to 1.7 billion in 2020 [1]. The exponential
increase in the volume of web pages each year has made it difficult
for search engines to index them [2]-[5]. At the heart of a search
engine is a web crawler, which is a software bot that retrieves web
pages, commencing from seed URLs. A classic web crawler retrieves
huge masses of information from the internet for a search, including
information on irrelevant topics. Classic web crawlers demand huge
storage capacities as well as additional downloading time. Such a
problem calls for a topic-driven focused crawler that only downloads
relevant web pages from the internet for a given topic.

Fig. 1 illustrates the working design of a focused web crawler,
wherein the initial URLs are set by users for a given topic. The
crawler visits web pages from initially-defined URLs and computes
the similarity score of unexplored web pages. Based on the relevance
score, precedence is assigned and stored in a web page archive.

Most focused web crawlers [6]-[9] only use full-page text to
compute the similarity score of a web page, while others [10]-[13]
use both full-page and anchor texts to calculate the relevance score,
and [14]-[16] use cosine similarity to calculate the similarity score of
unvisited web pages. In numerous existing studies [14]-[16], the cosine
similarity value is calculated by finding the TF-IDF. The TF-IDF-based

* Corresponding author.

E-mail address: joe.dhanith@gmail.com

DOI: 10.9781/ijimai.2020.09.003

cosine similarity calculates the relevance score only if the topic term
co-occurs with the terms on the web page, or else the similarity value
is set to zero. The cosine similarity-based focused crawler provides a
zero similarity score if the web page is semantically related but with
no terms in common between the web page and the topic.

It was to overcome such challenges that researchers began working
on ontology learning-based crawlers [17]-[19] to establish the
semantic similarity between the topic and web page. Domain-specific
ontologies are designed by domain experts, and crawlers fetch wrong
results when human errors or discrepancies occur in the ontologies.

This paper proposes a new word embedding-based approach
using the RNN to resolve this issue. Word embedding is one of the
most common web page vocabulary representations. It is capable of
capturing the meaning of a word on a web page, its semantic and
syntactic similitude, and its relationship with other words. This work
uses the A-SGNS to handle rare words that show up in the vocabulary.
From the embedding matrix, the cosine similarity between the topic
and web pages is calculated. The calculated cosine vectors are given as
input to the RNN to predict the relevance of the web page.

The major contributions of this paper are as follows:
(1) Integrating the A-SGNS model with the RNN to automatically
retrieve relevant web pages,
(2) Optimizing the SGNS using the Adagrad algorithm and the RNN
using the RMSprop algorithm, and
(3) Implementing and evaluating the following nine different focused
crawlers, including the breadth-first search (BFS)-based, vector

space model (VSM), ontology learning-based using artificial neural
network (ANN), Naive Bayes (NB)-based, link context-based, ANN-
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Fig. 1. Working design of focused web crawler.

based, semi-supervised, optimized Naive Bayes (ONB)-based, and
the proposed RNN crawler. The efficiency of the nine focused
crawlers is assessed using the harvest rate and irrelevance ratio.

The remainder of this article is organized as follows: Section II
addresses existing methodologies. Section III describes the newly-
constructed crawler framework, and Section IV the experimental
design. Section V presents the experimental analysis, and Section VI
concludes the paper.

A. Working of Focused Web Crawler

Fig. 1 shows the working architecture of the focused web crawler,
whose major componentsare a crawler frontier, web page fetcher, policy
centre, web page pool, web page parser and relevance computation.
The crawler frontier is a priority queue that stores a list of URLs in a
prioritized order, based on the relevance score. The web page fetcher
downloads web pages. The policy centre checks whether the web page
is downloadable, and the web page pool stores downloaded web pages.
The web page parser parses the web page to plaintext. The relevance
computation computes the relevance of unvisited web pages. The
stepwise working of the focused web crawler is as follows:

Step 1:The crawler frontier is initialized with the seed URLs and
the policy centre with the depth of the web pages explored.

Step 2: The web page fetcher downloads web pages in the crawler
frontier one by one. Once a web page is downloaded, the web page
fetcher extracts the URLs present therein and sends them to the policy
centre.

Step 3: The policy centre checks the downloadability of the received
URL. A downloadable URL is sent back to the web page fetcher for
downloading, else it is terminated. Steps (2) and (3) are repeated until
the user-defined depth is reached.

Step 4: Once the web page fetcher receives the URL from the policy
centre, it downloads the web page and stores it in the web page pool
as a HTML document.

Step 5: The stored web pages are sent to the web page parser, along
with the URLs, to retrieve meaningful information.

Step 6: The extracted information snippets are despatched to the
relevance computation module to determine the relevance of the web

page to the given topic. If the web page is relevant, the extracted URL
is sent to the crawler frontier or else it is terminated.

II. RELATED WORK

The Google search engine uses the PageRank algorithm [2] to
compute the relevance score of web pages. The PageRank algorithm is
a voting method based on the number of incoming links and the rank
of incoming links. If the number and the rank of the incoming links are
high, the PageRank of the web page is also correspondingly high. The
Google PageRank algorithm is formulated as follows in Equation (1),

p) p2) Pl

o) ey T ey (1)

where d, is the damping factor, the value of d, is usually set to 0.85,
p(w,) is the PageRank of the web page W), 1,1, ... 1 are the incoming
links to the web page w,, p(l,) is the PageRank of the first incoming
link (1,), c(l,) is the number of outgoing links from web page 1.

p(wp) = (1—df) +dy.(

The baseline focused crawler downloads only relevant web pages
by computing the relevance score of target variables such as full-page
terms and anchor terms. The priority of the unvisited hyperlinks is
calculated by combining the relevance score of the target variables. The
priority score is given as a cosine function, as shown in Equation (2),
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fes(tp) + fis(t, )

fy(url) = > @)

where f (url) is the priority function of unvisited URL, f_(t, p) is the
cosine function between the given topic and the full page terms, f_(t,
a) is the cosine function between the given topic and the anchor terms.

Andrea Capuano et al. [20] designed an ontology learning-based
focused crawler using the convolution neural network (CNN).
This work uses the Dbpedia spotlight and ImageNet to annotate,
respectively, web page text and image data. A Li [21] semantic
similarity algorithm calculates the textual relevance between the topic
and the web page, and a CNN algorithm computes the relevance score
between the downloaded image and the image in the knowledge base.
The classification of the text and image is combined to identify the
relevance of the web page. This work produced an average harvest
rate of 0.29 after 5000 web page downloads.

Javad Hosseinkhani et al. [22] proposed an ontology learning-based
focused crawler using the ant colony optimization (ACO) algorithm.
The crime ontology builder in this work is used to design a crime
ontology repository that annotates web pages. The ACO crawls and
prioritizes web pages from the internet, while the support vector
machine (SVM) classifies the relevance of a particular web page.

Debajyoti Mukhopadhyay et al. [23] advanced a semantic focused
crawler to download relevant URLs. This work proposed a relevance
score calculation formula between the topic and the web page, as
shown in Equation (3),

o = Z £,.N, + Z £, N, 6

where f_ is the relevance score function, f is the ontology-
based term weight, N is the count of the terms in the ontology, f.
is the synonym weight value of the term, and N_is the count of the
synonyms in the ontology. A web page with a relevance score above
0.5 is considered relevant, otherwise it is not.

Juan Qiu et al. [24] designed a focused crawler for the OpenStack
Questions and Answers (Q&A) knowledge base. This work uses the
linear discriminant analysis (LDA) clustering algorithm to construct
the QA knowledge base topic corpus. A VSM is applied to find the
similarity between the topic and the web page for corpus update.

Tanaphol SUEBCHUA et al. [25] propounded a history feature-
based focused crawler. The history feature is extracted to reduce the
priority score of the unvisited web page that downloads irrelevant
web pages consecutively. The history feature, along with the relevance
score of the link context and page text, is given as input to a NB
classifier to predict the relevance of the web page.

Guangxia Xu et al. [26] elucidated a focused crawler based on
particle swarm optimization (PSO). Initially, the TF-IDF is applied to
calculate the weight of the terms, following which the PSO is applied
to predict the relevance of the web page.

H.Dong et al. [27] discussed a self-adaptive semantic focused
(SASF) crawler that combines an information content (IC)-based
semantic similarity measure and a statistics-based similarity measure
to determine the similarity score of a web page with respect to a given
topic. The relevance score is calculated only for a full-page text feature
with the given topic.

The relevance score of the SASF [27] is computed using Equation (4).
frs(url) = max(fic (), fsesm (6 p)) (4)

where f_(url) relevance score function of the URL, f (t, p) is the
Information content based semantic similarity function between the
given topic and the full page terms, f __(t, p) is the statistical based
string matching between the given term and the full page terms.

Ya Jun et al. [28] designed a cell-like membrane computing
optimization (CMCFC) algorithm. The relevance score is calculated
for four target variables (web page contents, link context, title term
and the surrounding paragraph text) with the given term, using the
cosine-based similarity metric. The relevance score of the four target
variables is combined to compute the precedence of the unexplored
web pages.

The relevance score of the CMCFC [28] is computed using
Equation (5),

frs(url) = fs(t, p) + fs(t, @) + fi5(t title)
+ f5(t, st) (5)

where f_(url) is the relevance score function of the URL, f_(t, p) is
the cosine function between the given topic and the full page terms,
f (t a) is the cosine function between the given topic and the anchor
terms, f_(t, title) is the cosine function between the given topic and the
terms, rs (t, st) is the cosine function between the given topic and the
surrounding terms.

Hai-Tao Zheng et al. [19] elucidated a semantic focused crawler
based on the artificial neural network (ANN). The relevance score is
calculated, based on the distance between the full-page text and the
given topic in the ontology. The crawler computes the term frequency
of the unvisited web pages and feeds them as input to the ANN. The
relevance score of the unvisited web pages is the output of the ANN.
A major limitation of this approach is its inability to work well in an
uncontrolled web environment.

Ahmed I Saleh et al. [17] designed a focused crawler using the
optimized NB classifier (ONB). This work integrates the NB classifier
with the SVM to form an optimized NB classifier. An integrated
SVM and genetic algorithm is used to remove outliers in the training
samples. The training data with the outliers removed is thereafter used
to train the NB classifier. The ONB finds the sense of the data using
the D20 ontology, calculates the similarity score of the web page, and
determines its relevance.

Hai Dong et al. [18] designed a semi-supervised ontology learning-
based approach for focused web crawling. This work extracts the
Resnik semantic similarity score [29] and the statistical-based co-
occurrence similarity score between the topic and the web page
contents as features. The feature vector is then given as input to the
SVM classifier to predict the relevance of the web page.

A review of the literature revealed the following drawbacks:

1. The TF-IDF weighting scheme finds the relevance of a web page
only if the topic term co-occurs in target variables such as web
page text and anchor text. The relevance score is otherwise
calculated as zero, given that the TF-IDF does not consider the
semantic similarity of the web page.

2. If the number of words on a web page is high, the dimension
of the feature space generated by the TF-IDF is also high. The
dimensionality of the feature space using the TF-IDF depends on
the number of words on the web page. The TF-IDF vectors of web
pages cause the high-dimensionality feature space that results
in inaccurately-performing NB, SVM and ANN classifiers in a
crawling environment.

3. Learning ontological concepts during a dynamic crawling process
is an expensive, time-consuming process for basic learning
algorithms like the NB, SVM and ANN. The complexity of learning
ontological concepts in a crawling environment culminates in
existing ontology learning-based crawlers performing at levels
below par.

To solve these issues, this paper proposes a new word embedding-
based approach using the RNN. An A-SGNS model is used to build a
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VSM for representing words through a low-dimensional space. From
the derived matrix, the cosine similarity between the extracted topics
and the extracted web page terms is calculated to form a feature vector.
The generated cosine feature vector is given as an input to the RNN to
predict the relevance of the web page.

III. PROPOSED METHODOLOGY

Fig. 2 shows the workflow diagram of the proposed work, with a
six-layer architecture. The crawler frontier is initialized with the seed
URLs and the topic by the user. The first layer is the topic preprocessing
layer, where the given topic is preprocessed by applying methodologies
like tokenization, Parts-of-Speech (POS) tagging, nonsense word
filtering, stemming and synonym searches. The preprocessing is done
using the Python Natural Language Toolkit (NLTK) library [30], [31],
and the synonyms of the given topic are extracted for a meaningful
search. The preprocessed topic terms are stored in a storage. The
second layer is the crawling layer, where web pages are downloaded
from the web, starting from manually assigned seed URLs. Once the
download is done, the web pages are sent to the term extraction layer.
The third layer is the term extraction layer, where the web pages are
parsed to plaintext by removing HTML tags. After the parsing, target
variables such as web page text and anchor text are extracted from the
web page. The fourth layer is the term preprocessing layer, where the
extracted target variables are preprocessed by applying methodologies
like tokenization, POS tagging, nonsense word filtering and stemming.
The preprocessing is carried out using the NLTK library [30], [31].
The fifth layer is the feature extraction layer, where the A-SGNS-
based word embedding matrix is formed. From the derived matrix, the
cosine similarity between the extracted topics and the extracted terms
is calculated to form a feature vector. The generated cosine feature
vector is given as input to the classification layer, where the recurrent
neural network classifies the web page to determine its relevance.

Topic topic Seed URLs and

initialized

A. Recurrent Neural Networks

H. Palangi et al., [32]-[34] proposed a RNN for sentence embedding.
The RNN, a type of deep learning model, uses the previous output as
input in the hidden state and maintains the previous output to predict
the current output. Fig. 3 shows the RNN workflow architecture of
the proposed work.

The hidden state can be formulated as shown in equation (6):

s(t) = tanh(wix(t) + Wpecs(t — 1) + biasg) ()

where w,_is the input weight vector, w__ is the recurrent weight
vector, s(t) is the hidden state, x(t) is the input vector, s(t-1) is the
previous hidden state and bias_ is the bias.

The output can be formulated as in equation (7):
0(t) = 6(Woues(t) + biasgy) (7)

where o(.) is the sigmoid activation function, o(t) is the output
vector, w_ is the output weight, and bias_, is the bias of the output
state.

B. Feature Extraction

The first step in this work is to build a VSM to represent words
through a low-dimensional space, using prediction-based word
embedding. The A-SGNS [35]-[37], a prediction-based model which
follows the neural network approach, is used. Given a sample of
vocabulary, V, and the retrieved word context pair set, Z, let p(Z=1|(w,
c)) be the likelihood that (w, c) arrives from Z and let p(Z=0|(w, c)) be
the likelihood that (w, ¢) may not. The presupposition of SGNS is that
if ¢ is the context of word w in a window, the conditional probability
of p(Z=1|(w, c))should be high, and otherwise small. Let v denote the
vector representation of w, and v_denote the vector of c. D is the set
of all pairs (w, c) that are in the text and D' is the set of all pairs (w, c)
not in the text. Then, Z can be represented as follows in equation (8).
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Fig. 2. Proposed workflow architecture.
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if (w,c) €D

1
Z= {0 if (w,c) €D’ ®)

Then the p(Z=1|(w, ¢)) and p(Z=0|(w, ¢)) are computed as shown
in equations (9) and (12) respectively,

1
Pz =1, 0) = T ©

1 chT-Vw

p(Z=0[(w,0)) =1—

T+ee™w 1+ e vw (10)
_VCT-VW .
the above equation (10) is multiplied using £ and the following
equations (11) and (12) are formulated. emvetw
vl vy e—ch.Vw
Z = 0|(w,c)) = .
P(Z = 0](w,0) = . e »
(2 = 0l(w,e)) = ——
=0|(w,¢) = ————
P 1+ e Ve vw (12)
1 z 1 1-7
Z|(w,c);0) = ( ) ( )
PIw.:0) = o) \Trevew (13)
where 6=(v, v, )
1 z 1 1-7
L = (o) (e)
b b L+ evev ) A et 14

log likelihood is applied on both sides in equation (14) and
formulated in the following equation (15).

= 7108 (7 ees)
(Vw,Vc)EDUD
1
L og(— )
( )-log 1+ e Ve v (15)
1(0) 1 ( ! )
= o8\ v T
(vdep e
1
v 2 (os(rree)
(Vw.V)ED' (16)
1 1
Let O'(VCT. VW) = m and 0(—VCT. VW) = m

then the equation (16) can be formulated as follows in equation (17),

Wout

1(8)
= log (O’(VCT. VW))
Kk

+ z Ey, ~p,(w) [log (G(—VCT. vw))]
i=1 (17)
H#w

Zw #w

Then the cost function can be given as follows in equation (18):

](9; Vw, Vc)
= Z Z #(Vy, Vo). log (G(VCT-VW))

VwEW V.EW
k

+ Z Ey,,~pn(w) [log (o(—ch. vw))]

i=1 (18)

where pp(w) =

The goal of any machine learning model is to find the optimal
values of a weight matrix (6) to minimize prediction errors. To update
the lower learning rates for frequent words and higher learning rates
for infrequent words, this work uses the Adagrad algorithm [38]-[40]
for optimizing the cost function. The gradient descent on the cost
function is applied with respect to 6, as shown in Equation (19):

9]

20 #(Vy, Vo). (v vy) = 1)

v vy
00

K oy T
v.T.v
+ Z o(—=veTvy). Cae v
o

(19)
A general AdaGrad update equation for cost function can be given
in the following equation (20):
W d]

1 0)2 a6
t=15g

From the designed word embedding model, the cosine similarity
between the given topic and the web page is extracted as a feature. The
cosine similarity between the topic and the content of the web page is
given as follows in Equation (21):

tr.d
€11

6=0-

(20)

sim(t, d) = -
21

where t7 is the embedding vector corresponding to the Topic, dis
the embedding vector corresponding to the web page contents.

Ot41

Wout Wout

Xt-1

Xt+1

Fig. 3. Recurrent Neural Network workflow architecture of the proposed work.
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C. Classification Layer

The embedding vector of a document d is represented as
{dp, dn,, s e doy )

where d is the positive sample among the web page documents
and dnk is the kth negative sample of the same. These semantic vectors
are produced by feeding the web page documents into the neural
network (RNN), as discussed in section IIIA.

1. Recurrent Weight

To maximize the likelihood of the positive document for the given
document with respect to recurrent weight (w_ ) can be formulated as
follows in equation (22):

N
L(Wrec) = win{—log]_[ p@a}
i=1

where w,__ is the recurrent weight, P(dT,ﬁ) is the probability of
positive web page document for the ith Topic, and N is the number of
topic-document pair in the corpus.

(22)

The above equation can be rewritten as follows in equation (23):
n

L(Wrec) = I‘}}inz 1i(Wrec)

= (23)

The I(w,_ ) can be determined using the formula below from (24)-
(28):

ey.sim(ti,di+)
1 (w, =—lo - =
i(Wrec) g <ey.sim(ti,di+) + Z]_nzl eY.51m(ti,di,j )> (24)
1;(Wree) = log (ey.sm(ti,dﬁ) + Xk Jlsm(ti,du_))
i\Wrec/ — : s
evsim(t,di*) (25)
n
K(Wree) = log 14 Y ersimlit”) g-vsim(ir?)
=1 (26)
n
li(Wrec) = log 1+ Z e_y'(Sim(ti'diJr)_Sim(ti'di'ji))
=1 (27)
n
li(wrec) = log 1+ e YA
=1 (28)

where As,; =sim(t, d,*) —sim(t, d,"), the Ai,j value lies between 0 to 1,
and v is a scaling factor to increase the range of A, .

To perform back propagation through time [41] for L(w_) with
respect to recurrent weight (w_ ) can be derived as follows in equation
(29):

n
9l;(Wrec)

OWrec

OL(Wrec) _

OWrec

(29)

The derived cost value of recurrent weight (w,_) can be given as
follows in equatlon (30):

DRPRIET
! ] v aWrEC

i=1 j=1 t=1

IL(Wrec)

T OWoee
rec (30)

where T is the number of time steps that the network is unfold over
time and

Aj
—y. Z L.e ~Y-Bijt
Qi =——=——7—
L), 1 +Zj=1e y.AL],t

The recurrent weight can be updated by using the RMSprop
algorithm [42] because of its ability to update the lower learning
rates for frequent parameters and higher learning rates for infrequent
parameters and also clip the gradient when it goes higher than a
threshold.

OL(Wrec :
Elg*]e = aE[g?*];-1 + (1 - q) (TE,‘:,V )) (31)
W —w [ OL(Wrec)
rec rec \/m OWrec (32)

where E[g?] is the mean square of the gradient, o is the moving
average parameter which is usually set to 0.9, » is the learning rate
which is set to 0.001, at each time step t for the parameter w,_.
2. Input Weight

As derived for recurrent weight, the cost value of input weight (w, )
can be derived as follows in equation (33):

6A1]t
ZZZM

i=1 j=1 t=1

OL(wip)
owip

(33)

IV. EXPERIMENTAL DESIGN AND ANALYSIS

A prototype of the crawlers (BFS, VSM, SVM, NB, ANN, ontology
learning-based using the ANN, semi-supervised using the SVM, ONB-
based and, finally, the proposed RNN) was developed in Python3 [43],
[44], within the Spyder3.6 [45] platform. A cluster of six systems,
each with the following configurations, was used to implement the
prototypes: (i) 2.20GHz Intel Core i7-8750H 8" Gen processor, (ii) 16GB
DDR4 RAM, (iii) 1TB serial ATA hard drive, (iv) NVidia GeForce GTX
1060 6GB graphics, and (v) the Windows 10 operating system. These
prototypes were implemented to crawl from the real web, using the
Python packages, BeautifulSoup [46] and urllib [47]. BeautifulSoup
package was used to handle HTML documents and urllib package was
used to handle the URLs. The Ixml parser [48] of BeautifulSoup package
was used to parse the HTML documents. The urllib.parse function was
used to parse the URLs. A set of ten topics and their respective seed
URLSs, as shown in Table 1, were given as input to all the crawlers. We
collected 350000 (175000 positive and 175000 negative samples) URLs,
along with their web page contents, for the topics shown in Table I in
order to train the machine learning algorithms.

The experimental evaluations were carried out in two stages. The
first stage was the training-testing phase of the machine learning
algorithms, where the NB+TF-IDF, SVM+TF-IDF, ANN + TF-IDF
and the proposed RNN + A-SGNS crawlers were evaluated using the
metrics in Section V(A). The second stage was the crawling phase,
where the performance of the crawlers (BFS, VSM, ontology learning-
based using the ANN, NB-based, link context-based using the SVM,
ANN-based, semi-supervised using the SVM, optimized Naive Bayes-
based and the proposed RNN+A-SGNS) was evaluated using the
metrics in Section V(C).

The NB, SVM and ANN algorithms, along with the TF-IDF, were
implemented using the sci-kit learn Python package [49]. The NB-
based crawler was implemented using the Gaussian Naive Bayes
(GNB) classifier with a Laplace smoothing function, and the SVM-
based crawler using a degree 1 linear SVM. The ANN model with 4
hidden nodes was implemented using the stochastic gradient descent
(SGD) optimizer with the initialized weight value of 0.5 and learning
rate of 0.1. In the proposed RNN model, the recurrent weight (w_)
was initialized to -1.5 and the input weight (w, ) was initialized to 2.0.
The learning rate w was initialized to 0.001 for bothw__and w, .
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TABLE 1. Seep URLSs ror THE TEN Torics

S.No Topic Seed URL
« https://en.wikipedia.org/wiki/Football
! Football « https://www.bbc.co.uk/sport/football
« https://www.apqc.org/blog/4-step-guide-
9 Knowledge knowledge-mapping
Mapping « https://www.mindmeister.com/blog/build-
knowledge-map/
» https://en.wikipedia.org/wiki/Military_robot
« https://www.popularmechanics.com/
3 Robot Army technology/robots/a29610393/robot-soldier-
boston-dynamics/
« https://en.wikipedia.org/wiki/Smartphone
4 Smart Phone |« https://www.amazon.in/Smartphones/
b?ie=UTF8&node=1805560031
Cloud « https://en.wikipedia.org/wiki/Cloud_computing

5 . « https://azure.microsoft.com/en-in/overview/
Computing . .
what-is-cloud-computing/

« https://en.wikipedia.org/wiki/Wildfire

6 wildfires « hitps://simple.wikipedia.org/wiki/Wildfire
7 Shahrukh « https://en.wikipedia.org/wiki/Shah_Rukh_Khan
khan « https://www.imdb.com/name/nm0451321/
« https://en.wikipedia.org/wiki/Computer
8 computer « https://www.webopedia.com/TERM/C/
computer.html
« https://www.apple.com/in/
? Apple « https://minecraft.gamepedia.com/Apple
10 Movie « https://www.amctheatres.com/movies

« https://www.imdb.com/chart/moviemeter/

V. PERFORMANCE EVALUATION

A. Performance Evaluation of Training Phase

1. Performance Metrics
This work uses four different metrics to measure the efficiency, at
the training phase of different machine learning algorithms. They are
accuracy (a), precision (p), recall (r) and F1-score (f) as shown in the
following Equations (34), (35), (36), and (37) respectively.
tp +tn

a=——
tp+tn+ fp +fn (34)
tp
p =
tp+1p (35)
tp
r=
tp + fn (36)
fo 2xpx*r
ptr (37)

where tp, tn, fp and fn are true positive, true negative, false positive
and false negative respectively.

B. Analysis of Training Phase

A series of experiments was conducted to identify the right
classifier with the requisite ability to guide the focused crawler. A
dataset with 350,000 positive query-document pairs was collected
for 10 different topics, as shown in Table I, each with 17,500 positive
and 17,500 negative samples. Initially we applied tokenization, POS
tagging, nonsense word filtering and stemming on both query and
document data. The preprocessing was carried out using the Python
Natural Language Toolkit (NLTK) [30], [31]. The nltk.word_tokenize()

function was used to tokenize the topic words and the document
words, the nltk.pos_tag() function to find the part of speech of each
topic word and document word, and the nltk.stem package to find
the root word of each topic word and document word. The words
identified without POS tag were removed as non-sense words.
Following the preprocessing of the training data, the TF-IDF-based
cosine similarity and A-SGNS-based cosine similarity were extracted
as a feature for each query-document pair. The TF-IDF-based extracted
feature was used to train the NB, SVM, and ANN classifiers, while the
A-SGNS-based extracted feature was used to train the RNN classifier.
After training the classifiers, a testing dataset of 2827 query-document
pairs was used to test the performance of the classifiers. The training
phase was evaluated using four well-known metrics, formulated in
Equations (34)-(37). Table II shows the results of a comparison of the
four classifiers with 350,000 training data samples. The SVM with the
TF-IDF, NB with the TF-IDF, ANN with the TF-IDF, and RNN with the
A-SGNS produced accuracy of 0.623, 0.62, 0.70 and 0.813, respectively.

Logistic regression works well with linear data but not so with non-
linear data. To predict categorical outcomes, it needs each data point to
be independent. Given the limitations involved, it was, consequently,
unable to perform well on the dynamic internet. Since the number of
words in the web page was high, the dimensions created by the TF-
IDF vectors were also high. In a high-dimensional feature space, the
NB, SVM and ANN were affected by problems with overfitting and
time consumption [50]. The NB, SVM and ANN failed to handle high-
dimensional feature vectors and produced inaccurate results. The RNN,
on the other hand, is a discriminative model that tries to differentiate
between positive and negative samples in order to undertake the
classification. In the proposed work, the A-SGNS model was used to
build a VSM to represent words through a low-dimensional space. The
ability of the RNN to handle the A-SGNS word embedding vectors
resulted in its enhanced performance in a dynamic web environment
[51], with an average accuracy of 0.813.

TABLE II. PRECISION, RECALL, F1-SCORE AND ACCURACY WITH 350,000
TRAINING SAMPLES

Precision Recall F1-score
Algorithm | Clags | Class | Class | Class | Class | Class | Accuracy
1 0 1 0 1 0
SVM « TF- 0.50 0.51 0.62 0.39 0.55 0.44 0.623
IDF
NB + TF- 0.50 0.513 | 0.626 0.39 0.55 0.443 0.62
IDF
ANN - TF- 0.5 0.50 0.42 0.58 0.45 0.53 0.70
IDF
RNN +
A-SGNS 0.62 0.57 0.45 0.73 0.52 0.64 0.813

C. Performance Evaluation of Crawling Phase

1. Performance Metrics

The performance of the six focused crawlers were measured by
using harvest rate and irrelevance ratio can be shown in the equations
(38) and (39).

2. Harvest Rate

Harvest rate is defined as the ratio of the number of relevant web
pages downloaded out of total number of web pages downloaded. The
harvest rate (hr) can be formulated as follows in equation (38).

hr = ﬁ

Nip (38)
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where hr is the harvest Rate, R is the number relevant web pages
downloaded, and N___ is the total number of web pages downloaded.

3. Irrelevance Ratio

Irrelevance ratio is defined as the ratio of number of irrelevant web
pages downloaded out of total number of web pages downloaded. The
irrelevance ratio can be formulated as follows in equation (39).

_ ri NN
n; (39)

ir

where ir is the irrelevance ratio, r. is the number of relevant web
pages downloaded, and n, is the total number of web pages downloaded.
D. Analysis of Crawling Phase

The experimental results were evaluated for all the four focused
crawlers, namely, the SVM + TF-IDF, NB + TF-IDF, ANN + TF-IDF
and the proposed RNN + A-SGNS. For the NB, SVM, and ANN, the
TF-IDF-based cosine similarity was given as an input feature, while
for the RNN, the SGNS-based cosine similarity was the input feature.

0,9 1
0,8 -
0,7 A
0,6 -
0,5 -
0,4 -
0,3 A
0,2 -
0,1 A

Harvest Rate

2000 3000 4000 5000
Number of web pages downloaded

1000

—&— Naive Bayes + TF-IDF
= SVM + TF-IDF
ANN + TF-IDF
RNN + A-SGNS (proposed)

Fig. 4. Average harvest rate for ten topics for the SVM + TF-IDF, NB + TE-IDF,
ANN + TF-IDF and RNN + A-SGNS crawlers.

Fig. 4 shows the average harvest rate and Fig. 5 shows the average
irrelevance ratio of the SVM + TF-IDF, NB + TF-IDF, ANN + TF-IDF
and RNN + SGNS crawlers, respectively. The TF-IDF-based features
consider similarity only if the topic term co-occurs on the web page.
As a result, the SVM + TF-IDF, NB + TF-IDF crawler, and ANN + TF-
IDF crawler considers most web pages that are semantically related to
the topic as irrelevant. The SVM+TF-IDF, NB + TF-IDF and ANN + TF-
IDF crawlers produced an average harvest rate of 0.32, 029 and 0.34,
along with a high irrelevance ratio of 0.68, 0.71 and 0.66,respectively.
The A-SGNS is a context learning-based algorithm that considers the
semantic relatedness between the topic and the web page term. Owing
to this advantage, it considers the semantically related web page as a
relevant web page, and produced an average harvest rate of 0.42 and
a low irrelevance ratio of 0.58, thus outperforming the other focused
SVM + TF-IDF, NB+ TF-IDF and ANN + TF-IDF crawlers.

0,8 1

0,5 A
0,4 -

Irrelevance Ratio

0,1 o

2000 3000 4000 5000

Number of web pages downloaded

1000

—&— Naive Bayes + TF-IDF
=~ SVM + TF-IDF

ANN + TF-IDF

RNN + A-SGNS (proposed)

Fig. 5. Average irrelevance ratio for ten topics for the SVM + TF-IDF, NB + TF-
IDF, ANN + TF-IDF and RNN + A-SGNS crawlers.
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Fig. 6. Average harvest rate of ten topics for the BFS, VSM and RNN+A-SGNS
crawlers.

To retrieve the associated web pages without determining their
topical preferences, the breadth-first crawler explicitly selects
unvisited hyperlinks. The VSM makes use of the TF-IDF to compute
topical similarities but failed to capture the semantic similarity. As a
result, the average harvest rate of the BFS and VSM is less than that
of the RNN + SGNS and the average irrelevance ratio of the BFS and
VSM is higher than that of the RNN + SGNS. Fig. 6 and Fig. 7 show the
average harvest rate and average irrelevance ratio of the BFS, VSM and
RNN+A-SGNS respectively. Right from the beginning, the BFS starts
retrieving irrelevant results, and after 5000 web page crawls produced
an average harvest rate of 0.124 and an irrelevance ratio of 0.876. The
VSM crawler performed better than the BFS crawler because of the
relevance computation. The VSM crawler makes use of the TF-IDF
to compute topical similarities but failed to capture the semantic
similarity. After 5000 web page crawls, the VSM crawler produced an
average harvest rate of 0.237 and an irrelevance ratio of 0.763. The
proposed RNN+A-SGNS crawler outperformed both the BFS and VSM
crawlers with an average harvest rate of 0.42 and an irrelevance ratio
of 0.58 after 5000 web page crawls.
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Fig. 7. Average irrelevance ratio of ten topics for the BFS, VSM and RNN+A-
SGNS crawlers.

Ontology learning-based crawlers use a domain-specific ontology
to ascertain the topical similarity between a topic and web pages. An
ontology is a well-known representation that helps find semantic
similarity. Ontologies are domain-specific and designed by domain
experts. A human error in ontology design results in the retrieval of
wrong results. In this work, WordNet ontology [52] for the semantic
representation of words was used in the design of the optimized Naive
Bayes (ONB) crawler, the ontology learning-based crawler using the
ANN (OL-ANN), and the semi- supervised learning-based crawler
using the SVM (SSL-SVM). Ontology learning on the dynamic internet
is a difficult and time-consuming process. Given the limitations of
ontologies and ontology learning, these crawlers performed poorly on
the dynamic internet in terms of the harvest rate and irrelevance ratio,
when compared to the proposed methodology. The ONB, ontology
learning-based crawler using the ANN, the semi-supervised learning-
based crawler using the SVM, and the proposed crawler produced an
average harvest rate of 0.39, 0.37,0.36 and 0.42, respectively, and an
average irrelevance ratio of 0.61, 0.63, 0.64 and 0.58, respectively. This
clearly shows that the proposed crawler outperformed the ontology
learning-based crawler. Fig. 8 and Fig. 9 show a comparison of the
results of the ONB, OL-ANN, SSL-SVM and the proposed crawler in
terms of the harvest rate and irrelevance ratio, respectively.
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——Ontology Learnable Crawler (ANN)
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Fig. 8. Average Harvest Rate of ten topics for ONB, OL-ANN, SSL-SVM and
RNN+A-SGNS.
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Fig. 9. Average Irrelevance Ratio of ten topics for ONB, OL-ANN, SSL-SVM
and RNN+A-SGNS.

VI. ConcLUSION AND FUTURE WORK

The A-SGNS model presented here was intended to optimize the
performance of the focused web crawler. This work considers both
the syntactic and semantic similarity between the topic and web page
documents. The model first computes the A-SGNS model, from which
the cosine similarity of the topic and document terms is calculated.
The similarity vectors are given as input to the recurrent neural
network to classify the web page, based on its relevance. The results
of the experiment have demonstrated that the proposed system has
increased the efficiency of the focused crawler, outperforming the
breadth-first, VSM, and TF-IDF-based learning crawlers as well as
those based on ontology learning. In conclusion, the proposed method
is ideally suited to focused crawlers and has conclusively proved its
efficacy.

Future directions include plans for the design of a crawler using
long short-term memory networks (LSTM) or the gated recurrent
unit (GRU) to resolve the long-term dependency problem of the RNN
in learning sequences, brought on by problems with the vanishing
gradient.
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In recent years, many investigations have appeared that combine the Internet of Things and Social Networks.
Some of them addressed the interconnection of objects as Social Networks interconnect people, and others
addressed the connection between objects and people. However, they usually used interfaces created for that
purpose instead of using familiar interfaces for users. Why not integrate Smart Objects in traditional Social
Networks? Why not control Smart Objects through natural interactions in Social Networks? The goal of this
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through Social Networks through the proposal of a novel approach to connect objects and people using Social
Networks. This proposal will address how to use Twitter so that objects could perform actions based on Twitter

users’ posts. Moreover, it will be presented a Domain-Specific language that could help in the task of defining
the actions that objects could perform when people publish specific content on Twitter.

I. INTRODUCTION

HE Internet of Things (IoT) is a term that has gained popularity

in recent years among common people due to the wishes for
interconnecting the whole things around them. They want to connect
objects located at home to the Internet like the fridge, the oven, and so
on, to manage them or know real-time information about them. Some
examples of their expectations can be a fridge with the capability of
alerting them when a product is running out, or an oven capable of
turning on when they are arriving home. Moreover, the rise of mobile
devices like smartphones, tablets, wearables, or any other devices
connected to the internet like sensors, smart tags, and so on, has
contributed to the popularity of the IoT.

Despite the growing popularity of the IoT, it is not so present in
people’s lives as was expected. What are the causes? The answer
could be the complexity of managing the Smart Objects. The Smart
Objects are usually composed of other objects without intelligence
like sensors and actuators [1], also called Not-Smart Objects. On the
one hand, managing Smart Objects’ actuators could be complex: what
actions to do, when the actuator must work, or how it must do it. On
the other side, recollecting and interpreting data from sensors could
also be so complex. Moreover, establishing connections with these
Smart Objects is also an advanced task. Because of that, the goal of
this work is to reduce the complexity of developing a specific type
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of application that Smart Objects could run. It aims to facilitate the
creation of applications for users without advanced programming
knowledge (hereinafter non-expert users) that allow them to control
Smart Objects’ actuators through a novel way of communication, the
traditional Social Networks like Twitter.

The use of Social Networks in communication with the Smart Objects
has several advantages over other commons solutions like architectures
client-server over HT TP protocol. For instance, this approach does not
require using a specific application to intercommunicate users with
objects. Users could use any application that allows them to use the
chosen Social Network. Besides, this solution may be more intuitive
for people who use Social Networks in their day-to-day lives.

Therefore, the hypothesis is the next: It is possible to facilitate
the creation of applications that allow non-experts users to
control Smart Objects’ actuators through Social Networks for
humans.

To achieve this goal, it is proposed the creation of a Domain-Specific
Language (DSL) applying Model-Driven Engineering (MDE), that have
been called Bilrost Specific Language (BSL). The BSL was designed
focused on the ease of use and it provides the required features to
enable users to define the rules and properties needed to set up the
Smart Objects’ actuators with their actions and to communicate Smart
Objects and users through Social Networks. This proposal is capable
of generating application projects for Smart Objects where the whole
logic needed to communicate the Smart Objects with users through
Social Networks is already implemented. Thus, non-expert users only
need to implement the logic needed to manage the Smart Objects’
actuators according to a skeleton available in the generated projects.
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In other words, non-expert users do not need to know how to connect
Smart Objects to Social Networks, they only need a basic knowledge
of programming applications for specific Smart Objects.

This paper address the first part of the research idea presented in
[2]. Bilrost not only will address the controlling of actuators through
Twitter users’ posts, but also will address the communication Object-
Object and Object-Human. In the final stages, Bilrost will enable Smart
Objects to post messages on Twitter that will invoke the actions of other
Smart Objects, and they will be able to share their status with users.
Finally, Bilrost will also be able to generate Smart Objects without the
necessity of programming skills, achieving the automate completion of
the skeletons that are going to be presented in this paper.

In the following lines, the proposal is going to be presented (Section
1I), addressing what it is, how it works, how its architecture is, how
the BSL is. Next, the proposal is going to be evaluated by comparing
opinions from two different user profiles after completing an assigned
task (Section III). After present and evaluate the proposal, the next
section is going to address the related work (Section IV), present the
conclusions (Section V), and describe the possible future work that can
be done from here (Section VI).

II. Case STUDY

This section is going to address Bilrost. It was developed to
investigate if the communication between objects and people through
traditional Social Networks like Twitter is possible.

Bilrost aims to enable non-expert users to generate applications that
easily connect people and objects. The goal is to achieve that anybody,
without knowledge about how to connect devices to the Internet, will
be able to generate applications that connect their devices with them
through Social Networks like Twitter. However, to use this proposal, it
is required a basic programming knowledge, hence, the goal of Bilrost
is to help people with that basic programming knowledge, or non-
expert users, to connect their Smart Objects to Social Networks to
perform actions according to the messages that their owners sent to
the Social Network. For instance, this proposal is suitable for users
who have specific knowledge about developing simple applications for
a Raspberry Pi, but they do not have enough programming knowledge
to develop complex applications that use the Twitter’s APL

Twitter was the Social Network chosen due to some interesting
features like the lack of reciprocation in the relationships and its mark-
up language of tweets (hashtags, mentions, etc.). However, Bilrost is
prepared to use more Social Networks in the future.

In short, the main aim of Bilrost is that everybody can handle Smart
Objects remotely without specific knowledge. For that, Bilrost generates
a skeleton of an application where all the logic needed to connect Smart
Objects to Twitter is already implemented, but users must complete it
with the logic required for using the actuators of each device.

A. Work-Cycle

Bilrost enables non-expert users to develop applications that handle
their Smart Objects’ actuators through Twitter. These non-expert
users must interact with Bilrost twice to obtain a final application that
enables them to handle their Smart Objects through tweets. Thus, the
work cycle consists of two steps: project generation and project
completion.

It is important to mention that Bilrost does not generate all logic,
but it generates the logic required to connect Smart Objects to Twitter
and it creates a skeleton already prepared to be completed with the
specific logic of each Smart Object. This skeleton contains empty
methods that users must fill as they want with the logic to perform
actions. These methods will be called according to the received tweets.

1. Projects Generation

The work cycle starts with the generation of application projects.
Firstly, users must write the definition of a device using the BSL syntax
(the syntax will be explained in the next section). After writing the
definition of the device, the project generator processes the definition
to generate an application project where the logic required to establish
communication with Twitter is already implemented. Moreover, this
application project contains a skeleton that makes easier the specific
implementation for each action.

In short, this step consists of two sub-steps:
1. Writing the definition of a Smart Object using the BSL syntax.

2. Using Bilrost to generate the skeleton of the application from the
definition written in the previous step.

2. Projects Completion

The work cycle ends with the completion of projects generated
in the previous step. The generated projects contain empty methods
which users must fill with the logic needed to enable actuators to
perform actions.

This step requires basic knowledge about developing applications
for Smart Object because users must implement the actions that an
actuator can perform. Bilrost does not take part in this step because the
proposal is focused on the generation of the logic needed to connect
people and Smart Objects through Social Networks. The automation
of this step is a part of the future work to take into consideration in
future research.

After filling the skeleton, the project is ready to deploy in the target
Smart Object.

In short, this step consists of the other two steps:

1. Implement the specific logic to control the Smart Object. Users
must implement Smart Object’s actions which will be triggered
by tweets.

2. Deploy the final application in the Smart Object.

B. Architecture

The architecture of Bilrost can be divided into two components: the
BSL Parser, and the Project Generator.

The first component, the BSL Parser, is responsible for processing
the definition of Smart Objects written using the BSL syntax. The
result obtained in this component is sent to the second component,
the Project Generator, which takes the result processes it to generate
a project ready to connect a Smart Object to Twitter. The generated
project contains the skeleton that users must fill as it was already
said. When users complete the implementation, the program will be
finished, and it will be ready to be deployed into devices like Android,
Raspberry Pi, or other devices supported by BSL.

1. Bilrost-Specific Language Parser

The BSL Parser is the component responsible for processing
definitions written using BSL. It receives a file, written with the BSL
syntax, with the definition of a device and generates a tree which
contains all required data. This tree will be sent to Project Generator
in JSON format.

The content of the file is a model that represents a device with its
actuators, the actuators’ actions, the Social Networks that it will use
with the needed parameters, and more required information that will
be explained later.

For instance, Code 1 shows a little example of a device definition
using BSL. This definition would be the input of the BSL parser and
represents a device whose programming language is Python and
has two actuators: a LED and a screen. The LED’s actions are ‘on’
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and ‘off’, and the screen’s action is ‘show’. This device will establish
communication with Twitter but only two users will be able to handle
it: ‘dani_meana’ and ‘bilrost_bridge’. The rest of the fields are going to
be explained in Section IL.C.

DEVICE INPYTHON

FILTER BY “bilrost”, “uniovi”’
SOCIAL NETWORKS

CONNECT TO TWITTER

USERNAME “username”

PASSWORD “password”

USERS “dani_meana”, “bilrost_brdige~
ACTUATORS

DEFINE “led”

LOCATION “rips”

ACTIONS “on”, “off”

DEFINE “screen”
LOCATION “rpi”
ACTIONS “show”

Code 1. Definition of a device using Bilrost-Specific Language.

2. Project Generator

The Project Generator is the component responsible for
generating projects that already contain the logic needed to establish
communications with Social Networks and the skeleton that users
must fill.

The Project Generator waits for the tree in JSON format generated
in the previous component to generate the application. From the tree,
the generator chooses a template that fits the input data and fills it
with the data of the tree. The communication with Social Networks
and the processing of the data is already implemented so users only
must address the concrete implementation of each action.

C. Bilrost-Specific Language

A textual DSL for Bilrost called Bilrost-Specific Language was
also designed. Code 2 shows the BSL’s context-free grammar written
in Backus-Naur Form (BNF) although there are tokens that are not
explained as WORD or COMMA because they are part of the lexical
step. Most tokens were defined to represents the same word as their
names except WORD and COMMA. The token WORD represents any
string composed of letters, numbers, underscore (_), and dash (-). The
token COMMA represents the character comma (,).

BSL does not distinguish between lower case and uppercase, allows
writing all code in a single line or multiple lines mixing uppercase and
lower case, and changing the order of the different blocks that define
a device. Each file written in BSL defines a unique device, hence,
users must create as many files as devices they want to define. The
definition of a device is composed of the properties of the device and
two other different blocks: Social Networks, and Actuators.

To write a program with BSL users must start defining the project
language that they want to generate and after that, they must write
the properties of the device like filters, Social Networks to connect
with their properties, and the actuators.

Furthermore, there are also comments in BSL. The syntax of
comments is the same as Python syntax. It starts with a hash sign (#)
and ends with a new line.

<device> ::= DEVICE IN <platform> <properties> END
<platform> = PYTHON

| JAVA

| ANDROID
<properties> = <property>

| <properties> <property>
<property> = <filter>

| <social-networks>

| <actuators>
<filter> ::= FILTER BY <filters>
<filters> = WORD

| WORD COMMA <filters>

<social-networks> ::= SOCIAL NETWORKS <social-networks-list>
<social-networks-list> ::= <social-network>

| <social-networks-list> <social-network>
<social-network> ::= CONNECT TO TWITTER <twitter-properties>
<twitter-properties> 1= <username> <password> <users>
| <username> <users> <password>

| <password> <username> <users>

| <password> <users> <username>

| <users> <username> <password>

| <users> <password> <username>

| <username> <password>

| <password> <username>

<username> := USERNAME WORD
<password> ::= PASSWORD WORD
<users> = ALLOW <users-list>
<users-list> = WORD

| WORD COMMA <users-list>
::= ACTUATORS <actuators-list>

1= <actuator>

<actuators>
<actuators-list>

| <actuators-list> <actuator>

::= DEFINE WORD <location> ACTIONS <actions>
| DEFINE WORD ACTIONS <actions> <location>

::= LOCATION WORD

= WORD

| <actions> COMMA WORD

<actuator>

<location>

<actions>

Code 2. Context-free grammar in BNF.

1. Device Definition

The first step is to define the device’s properties. The first property
that users must define is the application language. This proposal can
generate application projects in Python, Java, and Android.

Another property of a device is the filters. Users must define some
keywords that help to identify the device in Social Networks. These
keywords can be used to filter the messages that the device search in
Social Networks. A device will only perform actions if the messages
which will arrive contain the specified filters. A device can have as
many filters as users want but at least one.

The next code is the skeleton to define a device.
DEVICE INPYTHON | JAVA | ANDROID

FILTER BY ...

SOCIAL NETWORKS ...

ACTUATORS ...
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The next code is the skeleton to indicate filters.
FILTER BY “filterl”, “filter2”, ...

After that, users must indicate the Social Networks that they want
to connect their device and the actuators that composed the device.

2. Social Networks

This prototype was developed to work with Twitter in the first
stage, but it is adaptable to other Social Networks. Hence, BSL allows
the definition of several Social Networks. The block to indicate the
Social Networks that the device will use starts with the reserved words
SOCIAL NETWORKS followed by the parameters required by each
Social Network.

The next code is the skeleton to indicate which Social Networks
will use the device.

SOCIAL NETWORKS
CONNECT TO TWITTER | OTHERS

As mentioned above, this prototype uses Twitter as the Social
Network, so the parameters that users must write are their credentials.
For that, there are two reserved words USERNAME and PASSWORD.
The Project Generator uses these parameters to obtain the tokens
required by Twitter API, hence, the final application will not contain
the credentials.

Furthermore, there is an optional third parameter to control what
users can call the actions of an actuator. It adds a security filter
avoiding the control of users’ actuators by malicious users. For that,
users must use the reserved word ALLOW.

The next code shows the skeleton to configure Twitter as Social
Network.

CONNECT TO TWITTER
USERNAME “username”
PASSWORD “password”

ALLOW “userl”, “user2’, ...

3. Actuators

Bilrost uses Twitter to invoke the actions of users’ actuators. For
that, users use BSL to define the devices’ actuators with their actions.
The block needed to define the actuators starts with the reserved
word ACTUATORS and to define each actuator users must write the
reserved word DEFINE followed by the name that they want to assign
to the actuator. Furthermore, an actuator has several properties that
users must define. These properties are the location of the actuator
and the name of the actuator’s actions.

The location is useful to filter the messages that arrive at the device.
In this way, the device could receive messages with a specific location
and only the actuators in this location would respond. To specify a
location, users must write the reserved word LOCATION.

The name of the actuator’s actions is used to enable the invocation
of the actuator’s actions through Social Networks. Moreover, the name
of actions is also the name of the methods that users must fill in the
project competition step. A device can have as many actions as users
want but at least one.

The next code shows the skeleton to indicate the actuators that
compose the device.

ACTUATORS
DEFINE “name”
LOCATION “filterl”
ACTIONS “actionl”, “action2”, ...

D. Communication Through Twitter

The communication through Twitter is made by tweeting in the
timeline. A tweet to control an actuator must contain the device’s
filters, the actuator’s filters, the actuator’s name, the action to call,
and the parameters that the action could need. Moreover, due to the
Twitter limitations (repeated tweets), the messages should contain
more content at the final of the message, for instance, the timestamp

To represent the filters of a device, its location, and/or its name,
users must use hashtags (#) whereas the action to call must be plain
text and its parameters must be enclosed in quotes. Furthermore,
users must implement how to parse the parameters in the project
completion step.

The hashtag that represents the name is the unique one that is not
mandatory. If the name was not specified, all actuators which are in
the location would execute the action specified.

In the following lines, there are examples of tweets that handle
actuators:

« #bilrost #uniovi #rpi #red on: It invokes the action named on
of an actuator named red, located in rpi, and it is filtered by the

keywords bilrost and uniovi.

#bilrost #uniovi #smartphone #flash on: It invokes the action
named on of an actuator named flash, located in smartphone, and it
is filtered by the keywords bilrost and uniovi.

#bilrost #uniovi #rpi off: It invokes the action named off of
all actuators located in rpi, and they are filtered by the keyword
bilrost and uniovi.

The next examples show the use of actions parameters.

#bilrost #uniovi #rpi #display show “hello world”: It invokes
the action named show of an actuator named display, located in rpi,
and it is filtered by the keywords bilrost and uniovi. Moreover, it
sends the parameter hello world to the action.

#bilrost #uniovi #lab #thermostat set “22”: It invokes the
action named set of an actuator named thermostat, located in lab,
and they are filtered by the keywords bilrost and uniovi. Moreover,
it sends the parameter 22 to the action.

The filters, the location, and the name of an actuator are the same
type of words so the generated application will check all possible
combinations that can fit with the defined device.

III. EVALUATION AND DISCUSSION

This section is going to describe the evaluation process and discuss
the obtained results.

A. Methodology

The evaluation process consists of two phases where information
was collected to check if the proposal is useful not only for expert
users but also for users that have not knowledge about the IoT. In
the first phase, it is measured the time that users spent to complete
a specific task. After that, in the second phase, users filled a survey
based on the Likert scale to measure their opinions about the proposal
and its usefulness.

1. Phase 1

In this phase, users of two different profiles had to complete a task
that emulated a real scenario that required two actuators connected
to Twitter with several actions. The entire task is in the following
paragraph.

The required task consisted of defining a device which had two
actuators: a fan and a thermostat. The device was a Raspberry Pi and
the programming language for the development was Python. The
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device would have to look for messages that contained the keywords
bilrost, evaluation, and test, the device would have to be connected to
Twitter and the only user who would be capable of handling the device
would have to be @bilrost_bridge. The fan’s actions were to turn it on,
turn it off, and set its speed. The thermostat’s actions were to turn it
on, turn it off, increase the temperature, and decrease the temperature.
The location of both actuators would have to be the same. When users
would have finished the task, they would have to identify the tweets
that perform the next actions:

 Turning the fan on.

« Turning the thermostatic on.

« Increasing the temperature.

« Setting the fan speed to 2000 rpm.

Different users were chosen between two profiles, people who had
knowledge about the IoT and people without this knowledge because
the target of using a DSL is to avoid the requirement of knowledge
about a specific technology. A total of 20 participants took part in
the evaluation process: 13 participants with knowledge about the IoT
and 7 participants without this knowledge but all of them with basic
programming knowledge.

During the evaluation, every user had the documentation needed
to perform the task where the objectives and the BSL syntax were
explained, and some examples were also available to make it easier
to understand how the system works. Furthermore, they had time to
read the documentation without a limit of time with the possibility
of asking any doubt about the system. After that, the system was
shown to them and they had more time to test it in order to try
to remove learning effects from the gathered results. When users
were ready, the task was explained and gave them more time to
understand it and think about how to solve them but without access
to the system.

Finally, when the participants had said that they are ready and
they understood everything, the measurement of times started, and it
stopped when users completed the task correctly.

The time limit to complete the task was four times greater than
the time spent by the developer of the prototype. It is important to
mention that the participants had the documentation available to
consult during the evaluation process.
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2. Phase 2

After finishing the first phase, users must complete an anonymous
survey about this proposal. To create the survey, the 5-points Likert
Scale was used because it is the most used in the design of scales. The
given options were the following: 1 as strongly disagree, 2 as disagree,
3 as neutral, 4 as agree, and 5 as strongly agree.

The survey was composed of ten declarations that ask users for
their opinions about the creation of applications that interconnect
objects and humans using this proposal and its possible impact on
the IoT.

The survey is composed of a set of ten declarations that are shown
in Table I.

TABLE 1. SURVEY GIVEN TO THE USERS

Declaration Description

D1 The user understands the functionality of the Domain-
Specific Language (DSL) elements and their role in
application creation process.

D2 This DSL allows to interconnecting devices and people
easily, using a few code lines and spending a little time.

D3 Using a DSL makes it difficult to make mistakes while the
user is modelling the applications.

D4 This solution offers a fast way to developing the indicated
task.

D5 This solution helps create applications to interconnect
objects and people.

D6 The DSL does not require the user to use complex
programming skills, as in traditional application
development.

D7 The DSL includes enough elements and functionality
for the user to create a wide range of applications to
interconnect objects and people.

D8 This proposal is a positive contribution to encourage the
development of services and applications that provide
interconnection between objects and people.

D9 Internet of Things will be benefited by this solution.

D10 This DSL could be used to simplify the classic development

process of software applications in other areas.

p12 pl13 pl4 pl5 pl6 pl17 p18 pl19 p20

Participants

7 loT Experts Time (s) 2 No loT Experts Time (s)

loT Experts Average (s) ====== No loT Experts Average (s)

Fig. 1. Time to complete the task per participant.
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B. Results

When the evaluation process finished, results to achieve conclusions
was obtained. For that, in the following lines, the results obtained
through the evaluation process already defined before will be present.
The statistical analysis was performed using R version 3.3.2. These
results are going to be analysed by an inter-subject study because of
the existence of two different groups, users with knowledge about the
ToT and users without this knowledge.

1. Phase 1

Table II shows the times obtained in the first phase, the sample
size (n), the mean (X), the standard deviation (s), the maximum and
minimum for every profile, and all participants. All-time measures
represent seconds spent by users to complete the task.

TABLE II. GENERAL DESCRIPTIVE STATISTICS OF TIMES SPENT By EacH

PROFILE
IoT Experts No IoT Experts All participants
n 13 7 20
X 656.54 634.29 648.80
N 290.80 205.70 258.60
max 1504 926 1504
min 421 303 303

Moreover, Fig. 1 shows the results of the first phase graphically.

2. Phase 2

The second phase or phase 2 consisted of filling a 5-points Likert
Scale survey. As has already been explained earlier, the options of
the survey were: Strongly Disagree, Disagree, Neutral, Agree, and
Strongly Agree. To make it easier to analyse, numeric values were
associated with each option from 1 to 5 according to the worst and
the best opinion.

Table III shows the responses of each participant anonymously by
indicating the profile of each participant, the numeric value of each
answer, and the total score of each participant.

TABLE III. RESPONSES OF PARTICIPANTS FOR EACH DECLARATION

E)I(;Irt D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Total
po1 No 4 5 5 5 5 4 5 5 5 2 45
po2  Yes 5 5 5 5 5 4 5 5 5 4 48
po3 No 4 5 4 5 5 3 2 5 4 5 42
po4  Yes 4 4 4 5 3 3 5 3 5 4 40
po5  Yes 5 4 5 5 5 2 4 2 2 1 35
po6 No 4 5 4 4 4 3 5 4 3 4 40
po7 Yes 4 4 4 4 4 4 3 5 5 4 41
po8 Yes 4 5 3 4 4 5 4 5 5 4 43
po9  Yes 5 5 4 5 5 5 5 5 4 5 48
P10 Yes 4 5 4 5 5 4 5 5 5 5 47
pl1  Yes 5 4 2 5 3 3 4 5 5 2 38
p12 Yes 4 5 2 5 5 5 4 5 5 4 44
p13 No 3 4 4 5 4 5 4 4 4 4 41
pi4 No 5 4 3 5 4 5 5 5 4 5 45
p15 Yes 5 4 4 5 4 4 4 5 5 5 45
P16 Yes 5 5 4 5 5 5 5 5 5 5 49
p1I7 No 4 4 4 4 5 4 4 4 4 4 4
p18 Yes 5 5 4 5 5 5 5 5 5 5 49
p19 No 5 4 5 4 5 4 4 4 4 4 43
P20 Yes 5 5 4 5 4 5 4 5 4 4 45

Fig. 2 shows the distribution of responses for each declaration per
user profile. As it shows, most responses are positive although there
are some negative opinions.

Table IV shows the descriptive statistics of all declarations and it
can be seen the breakdown of each question: the minimum, the first
quartile, the median, the third quartile, the maximum, the range
(maximum - minimum), the range between quartiles and mode.

DO1. The user understand the functionality of the Domain-Specific Language (DSL) elements and their role in application creation process.

No loT Experts 0% 14% ] 86%
loT Experts 0% 0% I — 100
DO02. This DSL allows to interconnect devices and people easily, using a few code lines and spending little time.
No loT Experts 0% 0% I 100%
loT Experts 0% 0% T 1007
DO03. Using a DSL makes it difficult to make mistakes while the user modelling the applications.
No loT Experts 0% 14% ] 86%
loT Experts 15% 8V ] 77%
DO04. This solution offers a fast way to developing the indicated task.
No loT Experts 0% 0% I 100%
loT Experts 0% 0% e 100%
DO05. This solution provides assitance to create applications to interconnect objects and people.
No loT Experts 0% 0f% I 100%
loT Experts 0% 15% —— 85%
DO06. The DSL does not require the user to use complex programming skills, as in traditional application development.
No loT Experts 0% 29% ] 1%
loT Experts 8% 13% I 77%
DO07. The DSL includes enough elements and functionality for the user to create a wide range of applications to interconnect objects and people.
No loT Experts 14% 0f% I 86%
loT Experts 0% 8% — 2%
DO08. This proposal is a positive contribution to encourage the development of services and applications that provide interconnection between objects and people.
No loT Experts 0% 0% S 100%
loT Experts 8% 8 I—— 85%
DO09. Internet of Things will be benefited by this solution.
No loT Experts 0% 14% ] 86%
loT Experts 8% Uz I 92%
D10. This DSL could be used to simplify the classic development process of software applications in other areas.
No loT Experts 14% o I 86%
loT Experts 15% 0% I 85%
100 50 0 50 100
Percentage
Response Strongly Disagree Disagree Neutral Agree [l Strongly Agree

Fig. 2. Distribution of responses for each declaration per user profile.

-138 -



Regular Issue

TABLE IV. GENERAL DESCRIPTIVE STATISTICS OF EACH DECLARATION

DI D2 D3 D4 D5 D6 D7 D8 D9 D10
Min 4 2 4 3 2 2 2 2 1
Quartile1 4 4 4 475 4 375 4 4 4 4
Median 45 5 4 5 5 4 4 5 5 4
Quartile3 5 5 4 5 5 5 5 5 5 5
Max 5.5 5 5 5 5 5 5 5 5
Range 2 1 3 1 2 3 3 3 3 4
;;‘:;;3”‘ 1 1 0 o025 1 12 1 1 1 1
Mode 5 5 4 5 5 5 5 5 5 4

Fig. 3 shows all this data in a Box and Whiskers Plot diagram.

bel *‘
* E—‘ Loy 1
@
5
[%2]
D1 D2 D3 D4 D5 D6 D7 D8 D9 D10
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Fig. 3. Box and whiskers plot per declaration.

The frequencies of the responses to each question are shown in
Table V. Here, the breakdown of each declaration is shown: the number
of votes for each decision and the percentage corresponding to both.

TABLE V. FREQUENCIES TABLE FOR THE GENERAL RESPONSES

St.rongly Disagree  Neutral Agree Strongly
disagree agree

# 0 0 1 9 10
D1

% 0% 0% 5% 45% 50%

# 0 0 0 9 11
D2

% 0% 0% 0% 45% 55%

# 0 2 2 12 4
D3

% 0% 10% 10% 60% 20%

# 0 0 0 5 15
D4

% 0% 0% 0% 25% 75%

# 0 0 2 7 11
D5

% 0% 0% 10% 35% 55%

# 0 1 4 7 8
D6

% 0% 5% 20% 35% 40%

# 0 1 1 9 9
D7

% 0% 5% 5% 45% 45%

# 0 1 1 4 14
D8

% 0% 5% 5% 20% 70%

# 0 1 1 7 11
D9

% 0% 5% 5% 35% 55%

# 1 2 0 10 7
D10

% 5% 10% 0% 50% 35%

Finally, Fig. 4 shows a bar graph with the frequency of the responses
in the set formed by both profiles.
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Fig. 4. Frequencies of responses per declaration.

C. Discussion
This subsection includes a discussion to achieve conclusions.

The aim of the data collected from Phase 1 (Table II and Fig. 1)
is to conclude if knowing the IoT affects the time spent by users to
complete the task. Before performing a statistical test that verifies that
hypothesis, it must be determined if the sample data follow a normal
distribution and perform a homoscedasticity test.

The application of the Shapiro-Wilk test shows that the data from
users with knowledge about the IoT do not follow a normal distribution
(p = 0.001) whereas the data from the other profile of users follow,
indeed a normal distribution (p = 0.4).

As one sample does not follow a normal distribution, the next test
used was the Levene test to test the homoscedasticity. The result of
that test was the homogeneity of variances (p = 0.7).

Finally, to conclude if the relationship between having knowledge
about the IoT and the time needed to complete the task is significant,
the test used was the Mann-Whitney U test which result was that
there are no significant differences (p = 0.5) between the time spent
by users with knowledge about the IoT and the time spent by users
without this knowledge.

Fig. 5 shows a non-significant difference in the time spent to
complete the task by the two profiles. There are two outliers that
represent the fastest participant and the slowest one.
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Fig. 5. Box and whiskers plot for times spent by users per profile.
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By comparing Fig. 1 and Fig. 5, it can be deduced that the two outliers
are the participant p07 and the participant p14. The evaluation process
of participant p07 was more laborious than others because he found it
hard to understand how the system works. However, participant p14 is
a user expert in the development of applications capable of learning a
programming language without so much effort. Thus, it was expected
that p14 spent less time than other participants to complete the task
and it is reasonable to deduce that p07 needed more time than other
participants to complete the task.

To conclude the phase 1 of the evaluation process, it can be assumed
that having knowledge about the IoT does not affect the use of this
proposal because there are no significant differences between both
groups. Thus, this proposal is useful for any user without taking into
consideration its knowledge about the IoT. However, it is important to
remember that this proposal requires basic programming knowledge.

Conclude if the relationship between knowing the IoT and the
opinions, expressed via the Likert survey, is significant, is addressed
by the collected data in Phase 2.

Nevertheless, it is important to mention that the total score, shown
in Table III, is an ordinal variable instead of a cardinal variable because
different answers in a Likert Scale do not represent different grades
of opinions in an equidistant way, hence, a participant with more
score has a better opinion can be assumed but it cannot be said much
better is that opinion. Thus, perform statistical analyses that compare
the averages to validate the hypothesis is not possible, consequently,
a non-parametric test will be used even though the data would fit a
normal distribution.

To choose the proper test to perform the statistical analysis, it is
necessary to check if the data follow a normal distribution and perform
a homoscedasticity test.

The test used to check if the sample data follows a normal
distribution was the Shapiro-Wilk test which results was that the data
from users with knowledge about the IoT follow a normal distribution
(p = 0.3) and the data from the other profile of users follow a normal
distribution (p = 0.3) as well.

As both samples follow a normal distribution, the F test to check the
homoscedasticity can be used. The result of this test was the obtained
homogeneity of variances (p = 0.06).

Finally, to conclude if the relationship between having knowledge
about the IoT and the opinions, expressed via the Likert survey,
is significant, the Mann-Whitney U test was used because of the
homogeneity of variances and the ordinal nature of the values. It was
obtained that there are no significant differences (p = 0.3) between the
opinions of users with knowledge about the IoT and the opinions of
users without this knowledge.

Moreover, Fig. 6 also shows that there are no significant differences
in the total score obtained by the two user profiles in the Likert Survey.

Now, it can be assumed that having knowledge about the IoT does
not influence the users’ opinions given via the Likert survey. Thus,
the results of the Liker survey can be analysed globally, without
discriminating both profiles.

On the other side, from the descriptive statistics of all declaration
shown in Table IV and Fig. 3, the following interpretations can be
suggested:

» D2 and D4 are the declarations with the highest minimum, in this
case, 4 out of 5. This means that all participants agreed with the
declaration, at the very least.

« D4 is the declaration with the best score. The first quartile is very
close to the maximum value, so the majority chose the maximum
option.

S
1
0 1
<
o
> <
2
>
< e
=3 ]
o s L
+“ <
i)
=
- (]
£ < 7
i
= T
g : !
o Q- ' _
T“ ]
6 1
i
= © |
xR - I
i
|
i
©° i
[l 1
!
—_—
T T
loT Experts No loT Experts

Profile

Fig. 6. Box and whiskers plot for total score in Likert survey per profile.

« All questions have a maximum of 5. There is at least one participant
that completely agrees with each question.

« D2, D4, D5, D8, and D9 have the highest median, 5 out of 5. From
this, it can be deduced that most of the participants agreed with
these declarations.

« D2 and D4 have a range of 1 so all participants had the same
opinion on these declarations. However, D10 is the only question
with a range of 4 which is the worst possible range. It means
that there are a lot of differences between the answers of each
participant.

« D6 is the question with the biggest dispersion. Only this answer
has the first quartile below the answer Agree. Thus, more people
chose options different to Strongly agree or Agree than in the other
questions.

« The answer chosen more times is Strongly agree because it is the
mode of D1, D2, D4, D5, D6, D8 and D9, the mode of D3 and D10
is the answer Agree and the mode of D7 are both answers, Strongly
agree and Agree.

Finally, from data shows in Table V and Fig. 4, which contains the
frequencies of the responses, it can be figured things that could not be
figured before. These are the interpretations:

« D2 and D4 have a 100% of votes for Agree and Strongly agree and
D1 and D5 have 90% or more of votes for Agree and Strongly agree
while only the 10% or less voted Neutral. It means that most of the
participants agree with theses declarations.

« D7, D8, and D9 have a 10% of votes for Disagree and Neutral, D3
has 10% of votes for Disagree and a 10% of votes for Neutral, D6
has less than 10% of votes for Disagree but it has a 20% of votes
for Neutral, and D10 has a 15% of votes for Disagree and Strongly
disagree. It means that the majority agree with theses declarations
but there are a few that are indecisive or do not believe in these
declarations. Moreover, D10 is the unique declaration with some
votes for Strongly disagree although the majority votes for Agree
and Strongly agree.

In summary, from the results in Phase 1 we conclude that there
are no significant differences between both profiles, and from the
results in Phase 2, we conclude a similar result, there are no significant
differences between the opinions from both profiles. Users supported
this proposal because 80% of the declarations from the survey obtained
more than 80% positive or very positive assessments. Moreover, the
lowest-rated declaration obtained 75% of positive or very positive
assessments.
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IV. STATE OF THE ART

A. Internet of Things

During the last years, one of the most important topics in research
and business is the interconnection between heterogeneous and
ubiquitous objects between themselves. This technology is better
known as the Internet of Things [3]-[5]. The United States National
Intelligence Agency [6] has considered the IoT between one of the six
technologies with more interest to the United States from here to 2025.

The aim of the IoT is to interconnect heterogeneous and ubiquitous
objects and different systems between each other. To achieve that
interconnection, it is required things with Internet capabilities [7].
Thus, it can be considered that the IoT was introduced in order to
extend the Internet to things [8]. However, not only the interconnection
between objects, but also called Machine-To-Machine (M2M) [9]-[11],
is important in the IoT, but also the connections between humans
and machines (H2M) [12] and among humans (H2H) [10] are also
very important because the three types of communications together
allow sharing information between the physical world and the virtual
world [13]. This novel proposal tries to offer a way of establishing
communications amongst objects, and between objects and humans,
by using Social Networks directly instead of a common approach of
using web services.

However, there is no single standard or way to do that. There are
available different Internet platforms that enable the interconnection
amongst objects as can be seen in [3], [14]. Moreover, there are many
standards to communicate objects like Near Field Communications
(NFC), Radio Frequency Identification (RFID), or Bluetooth. For that, it
is necessary to facilitate the development in the IoT.

B. Smart Objects

Smart Objects, also known as Intelligent Products [15], are physical
elements that can interact with the environment and/or other objects,
have automatic or semi-automatic behaviour depending on the data
that they process or receive, and can react according to the interactions
with other Smart Objects [4], [16]. Some examples are Smart TVs,
smartphones, tablets, some cars, and many other types of devices.

Smart Object can be classified in three dimensions [1] which
represent qualities of the object’s intelligence: Level of Intelligence,
Location of Intelligence, and Aggregation level of Intelligence.
The first one indicates how much intelligence an object can have.
The second one describes where the intelligence is located. It can
be located in the object, in the network, or both. The last dimension
indicates if the intelligence is in the element, for example, when the
object is composed of various elements and each one has their own
intelligence, if it is in the container, or if it is distributed between the
container and the elements.

Apart from Smart Objects Not-Smart Objects or objects without
intelligence also exist [1]. This type of objects is usually the objects that
compose Smart Objects. The Not-Smart Objects are devices that need
another device to work like sensors and actuators. Sensors are able to
measure physical parameters like the pressure or the temperature, but
they cannot process it without another device that is programmed to
process data. By the other side, actuators are able to perform actions
like control motors or turn on/off lights, but they need another device
that orders them the actions to do according to certain conditions.

The proposal of this paper offers Smart Objects whose intelligence
is in the container. The other two characteristics depend on the
implementation that users developed.

C. Online Social Networks

Online Social Networks (OSN) are valuable resources to develop

applications that could be integrated into people’s lives. OSNs
provide many services that are useful to create applications like
identity and authorisation services, APIs to read or write in timelines,
receive updates, receive and send private messages and, so on. OSN
is a basic piece of Web 2.0 and the convergence of the real world
with OSNs enables the development of new applications capable
of interconnecting things and humans [17]. Social Networks are
commonly used to gather data about people or events for research
purposes. For instance, Twitter can be used to extract information
about traffic events using Natural Language Processing [18].

Nowadays, there are many OSNs that could be used for researching
but research is focused principally on Twitter followed by Facebook. In
this proposal, the OSN chosen was Twitter due to its features. Twitter
is an OSN and microblogging service based on short messages of up
140 characters very used to research purposes due to several features.
Amongst these features are the next: its philosophy of short public
messages, it has a specialised markup language that adds semantic
information to messages and makes easier the process of the messages,
it has a real-time nature, and the relationships no need reciprocation
[19]. Users can follow other users without these users follow back.
Due to all these features, Twitter is suitable for this proposal, even
though it has some limitations.

As stated above, Twitter is very used in research and even in the
frame of the IoT. For example, humans can be considered as a type of
sensors that can be useful in Smart Cities [20], to detect Earthquakes
[21], or also to support smart decisions about the destination of
tourism according to the opinions of Twitter’s users [22].

The Social Internet of Things (SIoT) is an approach similar to
Online Social Networks but focused on objects instead of humans.
These social objects are a new generation of objects that can interact
with other objects without the intervention of their owners although
with their permission. They are capable of discovering other objects,
services, and useful information. Moreover, they also can share their
services with the rest of the objects in the network [23]. Based on
these principles, in [23], they built their own Social Network for
Smart Objects. The disadvantages of this SIoT are the dependence on
a specific Social Network which is not used for other purpose, and the
interaction of this SIoT is amongst objects whereas in this paper is
proposed the intercommunication between humans and objects.

Furthermore, scientists of Ericsson [23] observed that people can
familiarise better with IoT technologies if there is an analogy between
IoT technologies and their habits in OSNs like Facebook, Twitter or
any other.

The combination of OSN and SIoT will bring new interesting
applications and possibilities for the IoT.

D. Related Work

There are not many similar studies that address the integration of
devices on traditional Social Networks. However, some investigations
address the communication amongst objects [23], [24] and between
people and objects [25].

SenseQ [26], [27] is another approach that interconnects people and
objects, and uses Twitter as an interface through which users could
make queries using natural language that a Wireless Sensor Network
(WSN) would try to resolve by collecting data from interconnected
and distributed sensors.

A related work is the Midgar IoT platform [3], [14], [28], [29].
Midgar enables the interconnection between heterogeneous and
ubiquitous objects with themselves. It uses a graphic DSL to make
easier the creation of this interconnection for people without
development knowledge. When users have defined their application,
Midgar generates a daemon according to users’ definition whose aim
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is to monitor the database for changes that indicate how to connect the
objects. Moreover, Midgar also includes a graphic DSL to create Smart
Objects. However, Midgar needs to use a physical server to work and
only enables the communications amongst objects whereas Bilrost
does not need any server because of the use of Social Networks to
communicate objects and users.

Another platform that enables the generation of interconnected
Smart Objects is ELIoT [30]. This research presents a novel
programming platform for Internet-connected smart devices that are
created using a custom language that is based on Erlang. Like the
proposal of this paper, this research provides a new language that
makes easier its aim. However, even though this proposal provides
more features, the proposal of this paper is focused on the generation
of Smart Objects that are connected to Social Networks.

A similar approach is [31]. In this article, authors have created a
graphic DSL to allow end-users to define rules for Smart Objects. End-
users can define the event or events (using the operators ‘and’, and
‘or’) to create the rules composed by the events and its linked actions.

There are many other IoT platforms that allow connecting Smart
Objects or things to the Internet. In [32], the authors surveyed about
39 IoT platforms. Nevertheless, they did not mention any platform that
allows the generation of Smart Objects that can be handled through
Twitter.

An approach similar to this work is Social Access Controller (SAC)
[25]. It uses Social Networks to share Smart Objects and enables their
management. One advantage of SAC is that it enables not only handling
Smart Objects remotely but also sharing their status. However, the use
of Social Networks is very different. In [25], Social Networks are used
to know the friends of owners of the devices and then, it allows friends
to access the Smart Objects through REST architecture. However, the
proposal of this paper is different because the access to Smart Objects
is through Twitter and users that can handle the Smart Objects do
not need to friend anyone, they only need to be mentioned in the
application definition written with the DSL.

Another point of view is to use instant messages as a way of
establishing communication between objects with other objects or
humans [33]-[35]. This approach has some disadvantages like the
dependency of specific applications which are exclusive for this goal
whereas the use of Twitter enables the use of the common Twitter
application that it is usually available in so many smartphones and
it also enables the use of the web application which prevents from
depending on a specific technology.

To summarise, Bilrost is a novel approach that enables
communications between humans and objects without many
requirements by the humans’ side. Humans only need access to Social
Networks like Twitter. Moreover, this communication is easy for users
that use frequently Social Networks because it is based on the common
use of Social Networks, post messages in a timeline.

V. CONCLUSIONS

At this stage, the proposal of this paper has already been introduced,
Bilrost, a novel one that provides a solution to integrate heterogeneous
and ubiquitous Smart Objects into traditional Social Networks. Bilrost
enables objects to wait for tweets from users and perform actions
according to these tweets.

To achieve an easy integration of objects in Social Networks to
people without complex programming knowledge, a new DSL was
created, the BSL, which users can use to define their devices with their
actuators, the actions that they can perform, and some other properties
required to establish the communication with the Social Networks.

Bilrost can generate a project application where the integration
into Social Networks is already developed but the specific code for
each actuator is not still implemented. Therefore, Bilrost achieves
expanding the target audience but it requires that users have a little
programming knowledge to fill a skeleton about actuators’ actions
with a few code lines.

The proposal was evaluated through a two phases evaluation with
a sample divided into two different groups with different profiles: IoT
experts and no IoT experts. The first phase consisted of performing a
task whereas the time spent by the users was being measured and the
second one was a Likert survey.

Finally, in the first phase, it was obtained that there are no
significant differences between both profiles, and in the second phase
it was obtained similar results, there are no significant differences
between the opinions from both profiles. Thus, it can be concluded
that this proposal is useful for both profiles and their opinions can
be analysed altogether. Moreover, in the survey, users supported the
proposal because 80% of the declarations obtained more than 80%
positive or very positive assessments, and the lowest-rated declarations
obtained 75% of positive or very positive assessments. Thus, it can be
concluded that Bilrost facilitates the creation of applications that allow
non-expert users to control Smart Objects’ actuators through Social
Networks designed for humans.

Bilrost may be a small step to achieve IoT to be more present in
people’s day-to-day lives.

VI. FUTURE WORK

The Internet of Things is the future so make the integration of IoT
technologies in people’s diary lives easier is necessary. This proposal
follows this way, but it is still not finished, much future work to do
from here remains. In the next items, there is some possible future
work that arises from this proposal:

« Upgrade the BSL syntax to enable the definition of sensors. This
upgrade will increase the possibilities of generated applications.

« Improve the BSL syntax to enable users to define the specific
implementation and improve the Applications Generator to
generate end-user applications.

+ Create a graphic DSL to make easier the generation of applications.

« Compare and study current Social Networks and choose those that
are useful to interconnect people and objects.

Analyse different options to secure the com munications through
Social Networks because at this stage these communications are
public.
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ABSTRACT KEYWORDS

The performance of a solar photovoltaic (PV) panel is examined through determining its internal parameters
based on single and double diode models. The environmental conditions such as temperature and the level of
radiation also influence the output characteristics of solar panel. In this research work, the parameters of solar
PV panel are identified for the first time, as far as the authors know, using hybrid particle swarm optimization
(PSO) and grey wolf optimizer (WGO) based on experimental datasets of I-V curves. The main advantage of
hybrid PSOGWO is combining the exploitation ability of the PSO with the exploration ability of the GWO.
During the optimization process, the main target is minimizing the root mean square error (RMSE) between
the original experimental data and the estimated data. Three different solar PV modules are considered to
prove the superiority of the proposed strategy. Three different solar PV panels are used during the evaluation
of the proposed strategy. A comparison of PSOGWO with other state-of-the-art methods is made. The obtained
results confirmed that the least RMSE values are achieved using PSOGWO for all case studies compared with

Modern Optimization,
Parameter Estimation,
Renewable Energy,
Energy Efficiency,
Single-diode Model,
Double-diode Model.

PSO and GWO optimizers. Almost a perfect agreement between the estimated data and experimental data set

is achieved by PSOGWO.

I. INTRODUCTION

HE expanding need for power and the necessity to save the
environment have led to an increased focus on renewable energy
resources. Solar energy is addressed as a crucial and promising
alternative, especially for the electrical power domain, regarding its
merits in terms of availability and cleanliness. In this context, the
prevailed tendency is to produce some strategies, aimed at ensuring
the effectiveness of photovoltaic devices design. The production
chain's effectiveness for electricity relies upon the reliability of solar
cells (SCs). For obtaining the maximum output energy, it is mandatory
to design accurately and with efficacy the photovoltaic (PV) module
Regarding this matter, a prerequisite is to produce a proper
mathematical model and reliable patterning techniques enabling the
simulation of the actual behavior of photovoltaic cells or modules. The
single diode model (SDM) and the double diode model (DDM) have
been considered as the widely employed mathematical models [1].
The PV modeling could prove crucial in achieving an appropriate and
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effective conception for the PV systems. To assess the efficiency of
the PV models, the process of extracting the PV parameters becomes
a hard task due to the non-linearity aspect of (I-V) characteristics. To
overcome this issue, the estimation procedure of these variables for
both SDM and DDM is addressed as a non-linear optimization problem
under different operating constraints, aimed to adjust these decision
variables.

PV modeling strategies are classified according to either the
available data (manufacturers, experimental measures) or the
established method, thus obtaining an accurate PV model. In that
regard, a variety of approaches are introduced in the literature aimed
to extract optimal PV cells parameters of such complex design, and
that provides a significantly improved accuracy. These approaches are
commonly categorized into three groups: Analytical, numerical, and
hybrid methods [2].

Concerning the traditional methods (analytical methods), the
identification of PV parameters required elementary functions [3],
taking into consideration some points of both (V) and (P-V) curves,
which are identified as important. These methods have the advantage
of being easy to be implemented and having a reduced computational
cost. An impressive selection of points offers high-quality solutions.
The main drawback of the analytical techniques is using few
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assumptions that are made to reduce the number of the unknown
parameters. For this purpose, several deterministic and metaheuristics
methods are examined, aimed to assess the efficacy of such PV devices.

The iterative approaches such as newton-raphson with likehood
estimator [4], gauss-seidel [5] approaches were applied to solve the
restrictions of analytical approaches. Deterministic methods are
designed to estimate the parameters which govern the PV model, and
they consist of the Levenberg-Marquardt method (LM) [6], Newton-
Raphson method [7] and Conductivity Method (CM) [8]. Furthermore,
the solutions obtained via these approaches are in heavy dependence
on the initial conditions of the unknown parameters and easily
catch the local optimal solution. Such methods are not appropriate
for parameter extraction of PV models under any environmental
conditions. In deterministic method [9], the parameters have been
estimated by considering a large number of actual measured data.
These methods give a faster response, however, the results accuracy of
these methods are yet to improve since deterministic methods follow
gradient-based algorithms which will easily dive into the local optimal
solution, having more restrictions. Additionally, the precision of these
approaches is less as the initial solutions are far from the global best
solutions [10].

For more accurate and reliable solutions, soft computing methods
are introduced for this purpose, which are based on global optimization
theory. Based on the literature, there are several metaheuristics
algorithms which can be categorized into four groups: Evolutionary-
based algorithms; Swarm intelligence-based algorithms; Physics-based
algorithms and Human-based algorithms. Researches highlighted the
significance of these methods in parameter extraction of PV SCs such
as Genetic algorithm (GA) [11], Artificial Bee Colony (ABC) [12] and
other optimizers [13]-[19].

Some strategies suffer from shortcomings regarding: quality
of solution (catching the local optimum) and convergence speed;
computational execution time (execution time is often longer);
performance under different environmental conditions. Recently,
hybrid techniques were prevailed in addressing the PV parameter
extractionissue. Distinct strategies or different optimization techniques
are incorporated, thus forming a hybrid method. Various researchers
are focused on the use of hybrid techniques to manage the limitations
of the previous methods. For example, in [20], the authors introduced
Levenberg—Marquardt algorithm combined with simulated annealing
(LMSA) hybrid strategy, which is the result from a combination of LM
and SA metaheuristic techniques. The hybrid strategy (EHA-NMS)
[21] is based on the combination of the two swarm methods Eagle
Strategy (ES), ABC and deterministic NMS (Nelder-Mead simplex)
technique.

Authors in [26] proposed a novel hybrid approach based on the
Pattern Search method and the Firefly algorithm to extract the
parameters of both SDM and DDM. To validate the effectiveness, this
new approach was compared with other optimizations algorithms
used for the parameters extraction process. The proposed strategy
outperforms the considered studies techniques in terms of quality
solution and accuracy.

In that context, the particle swarm optimization method (PSO) is
considered as the most widely spread metaheuristic (MH) technique
due to its ease of implementation. Despite that, this technique suffers
from some shortcomings such as the premature convergence and the
catching of the local optimum. To avoid these drawbacks, several
PSO variants are proposed such as the GA-PSO hybrid method [27],
which is generated by the combination of the GA and PSO algorithms,
seeking to identify the parameters of the single diode PV modules, this
hybrid technique performs better than the classical GA metaheuristic.
Another hybrid technique named Guaranteed Convergence Particle

Swarm Optimization (GCPSO) was examined in [28]. The objective of
this technique is to estimate the PV parameters of both SDM and DDM,
under different functioning conditions. Consequently, the particle
swarm stagnation and the premature convergence were evaded. Also,
this strategy has exhibited better performance in terms of accuracy
and computational time.

In sum, the process of parameters’ estimation of PV modules has been
proved as a hard challenge by several literature reviews. This problem
is reformulated as an optimization problem with constraints, which
can be managed effectively thanks to such advanced metaheuristics
methods. Many researchers focus on how to invent new methods,
which can estimate the unknown parameters of solar cells, with high
accuracy as well as non-premature convergence of solutions. In this
paper, the parameters of solar PV panel are identified for the first time,
as far as the authors know, using hybrid particle swarm optimization
(PSO) and grey wolf optimizer (WGO) based on experimental datasets
of -V curves. The chief benefit of hybrid PSOGWO is combining the
exploitation ability of the PSO with the exploration ability of the
GWO. Three different solar PV modules are considered to prove the
superiority of the proposed strategy. Three different solar PV panels
are used during the evaluation of the proposed strategy. A comparison
of PSOGWO with other state-of-the-art methods is made.

II. MODELLING OF PV PANEL

To achieve an effective design of PV systems, a lot of literature
review works are looking to develop mathematical modeling of solar
PV modules. The single diode model (SDM) is the most commonly
used one due to the ease of implementation as well as the compromise
reached between the accuracy and simplicity. However, to enhance the
accuracy representation, the double diode model (DDM) appeared and
is considered for uses, especially under low irradiation.

A. Single Diode Model
Fig. 1 depicts the electrical equivalent model of a single diode of PV
cells. By applying Kirchhoff’s law, this model is expressed by Eq (1):

V+I.R
[ =1Ly, —Ip— (==
pv D ( R, ) (1)

Where

I, and I represent the photo-generated current and the diode
current, respectively.

R and R indicate the series and shunt resistance.

A current supply L, is linked to a parallel diode D with (I-V)

characteristic curve, which is defined by Shockley in the following

formula as:
V+1.R
Ip =1y [exp((+—) - 1]

nq..V

@)
The ideality factor of such diode is denoted by n,, selected according
to the sort of semi-conductor material and the fabrication design.

V, represents the thermal voltage, which expresses as follows [29]:
Ny K.T

q (3)

K is the Boltzmann constant and it is equal to 1.35"10%.

Ve

Tindicates the PV cell temperature, expressed in kelvin.

N, and q represent the number of PV cell which are connected in
series and the charge of electron (1.6 10™).

The model shown in Fig. 1 is characterized by five variables
expressed as follows (I , I ,n, R, Rp), that can be identified by analytic

pv’ Tol’ T1?
or numerical method.
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Fig. 1. Equivalent circuit of single diode model (SDM).

B. Double Diode Model

The electrical equivalent model of a double diode is similar to that
of the single diode, adding the fact of having two diodes connected in
parallel to the current generator. This sort of model is able to simulate
the behavior of PV modules under different irradiation conditions
[15]. To achieve more accuracy, DDM is highly useful even if the
number of unknown parameters would be increased. Fig. 2 illustrates
the equivalent circuit model of the double diode.

Similarly, the generated current is obtained by applying Kirchhoff’s
law, and it is described as follows:

1= 1 fot222) 1]

oy [e p(LLA)._ ] — (L2LE) @

Where n, and n, represent the ideality factor of diode D1 and diode
D2, respectively.

The diffusion and saturation current values are indicated by I and I ,.

I
Irradiance i o

L)Y T R v

Fig. 2. Equivalent circuit of double diode model (DDM).

To ensure an efficient modeling of DDM, these parameters (IlD oL
n, R, Rp) shall be determined.

III. PROBLEM FORMULATION

To build an accurate PV mathematical model, the (I-V) characteristic
of PV cells is needed. The non-linear aspect of this equation conducts
to a non-linear mathematical model, governed by several unknown
variables. Therefore, the estimation process of these parameters a=
(Ipv I,n,R, R) for the SDM and a= (IV o1, non, R, Rp) for the
DDM, is reformulated as a non-linear optimization problem.

To effectively resolve such a hard optimization problem, several
optimization algorithms were investigated.

The performance requirements in terms of accuracy identification
should be achieved through an appropriate design of an objective
function that shall be minimized. The implementation cost function is
described by Eq (6), which adopts the root mean square error criteria.

The difference equation between the detected current I,, and
the predicted current I , which can be quantified trough several

performance indexes, is defined as follows:

J (@) = Iger — Ipre(Vdet: a) (5)

The appropriate cost function can be provided as:

RMSE = Z <1 Ui (a))? (6)

Where N is the set of empirical detected points (I, V).

The predicted current value is obtained by means of Eq. (1) and Eq.
(4) of the SDM and DDM, as a measure of the detected voltage (V)
and the estimated variables, respectively.

IV. HYBRID PARTICLE SWARM OPTIMIZATION AND GREY WOLF
OPTIMIZER

A. Standard Particle Swarm Optimization Algorithm

Particle swarm optimization (PSO) is a metaheuristic algorithm,
which is initially developed by Kennedy and Eberhart [30]. PSO was
motivated by social behavior flocks’ birds, which serves as a set of
design variables.

The PSO technique uses n_ particles, randomly distributed in the
research space initially considered, to find an optimal solution. Each
particle, representing a candidate solution, is characterized by a
position and velocity.

t+1
The next position of the particle Xi "~ is obtained from the current
position x{ as well as from the new calculated veloc1ty

In fact, the next velocity of each agent vt s computed as a
function of its current velocity Vi, the current position * lt , the distance
to the best personal particle’s performance at iteration t, pbest, and the
distance to the best particle in the particle’s neighborhood at iteration

t, gbest.

first_part second_part
pt+l = t _ .t
= w.v; +Cp.randy.(pbest; —x;)+......
third_part
C,.rand,. (gbest — xf) @)
xft = xf + vt ®)

Where W is the inertia factor used to control the influence of
particle’s velocity on its next move, in order to maintain a balance
between the exploration and exploitation of the search space.

C, and C, are the cognitive and the social coefficient respectively.

rand, and rand, are two random variables distributed according to a
uniform distribution law in the interval [0 1].

The first part of Eq (7) provides the exploration capability of the
PSO algorithm.

The second part of Eq (7) moves the particle towards the best
position ever achieved by himself, and the third part of Eq (7) moves
the particle according to the best position achieved by all the particles
in the population.

Further, the PSO method is initialized by an initializing population
of particles whose velocities are computed using Eq (7). The process
update of particles’ positions is defined as Eq (8). Finally, PSO will be
stopped by achieving an end criterion.

B. Grey Wolf Optimizer

Motivated by grey wolves, the metaheuristic GWO imitates the
hunting process and the leadership hierarchy of grey wolves [31].
Grey wolves exist at the highest level of the food chain and regarded as
predators. To make sure that the hunting mechanism performs, greys
wolves opt to live within the pack.
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The mathematical model of the hunting mechanism of GWO
consists of a leader wolf (a group), which represents the best fittest
solution and a group of followers (f, § and y groups) that are trying
to offer the best location of prey via hunting procedure.

In fact, each hunting mechanism consists of two main components
parts: tracking and catching the prey, then encircling and attacking the
prey until the stop of its moving act.

Over the hunting process, preys have been encircled by the grey
wolves. The following equations developed in [31] simulate the
encircling’s behavior:

D=|[CxX,(®)—X®)| ©)

Xt+1)=X,(t)—A=*D (10)

Where t presents the current iteration, Xp and X indicate the
position of prey and the location of grey wolves, respectively.

A and C indicate the coefficients vectors, which are computed as

follows:
A=a*x(2*r,—1) (11)

(12)

r,and r, are random numbers, selected within the interval [0 1].

C=2x*m

«

The component “a” shall be decreased in a linear manner starting
from 2 to 0, over the different iterations.

To discover the prey’s location, alpha wolves seek to lead the
grey wolves, the other wolves’ groups are needed to ensure that this
procedure runs perfectly.

By using this GWO metaheuristic, the best solution is guaranteed
by the alpha wolves, beta and delta wolves reported the second and
third-best solutions.

The process update of grey wolves’ position reported in [35] is
presented as:

Dy = |Cy* Xo = X ()]
Dg = |Cy* Xg — X(©)|

Ds = [C3+ X5 — X(0)| (13)

For each iteration, the best three wolves are represented by X , X,
and X;:
X1 = |Xg — ay * Dl
X; = |Xg — ay * Dg|

X3 = |X5 — az * Ds| (14)

In fact, the updated position of the prey is provided by the mean
of three values of positions assessed as the best solutions, which is
defined as follows:

X1 tXp+Xs

X, (t+ 1) = 2 (1)

Attacking prey is considered as the last stage of the GWO method.
The condition that guarantees this process is formulated as follows:
enough closing to the prey, when the prey achieves an adequate close
for values less than 1, grey wolves found themselves in an attack
position of preys. This algorithm has the advantage to avoid the
wolves getting catch the local minimum when the GWO approach
stopped by achieving an end criterion.

C. The Hybrid PSOGWO Algorithm

The significantly referred variant of PSO is denoted PSOGWO. The
fundamental principle of this hybridization method is to integrate the
capability of social thinking (g, ) for PSO with the local search ability
of GWO.

The hybrid PSOGWO method has been examined without making
changes in the basics operations of the Standard PSO and GWO
techniques. In this context, the PSO algorithm is considered as the most
used MH technique due to its simplicity and ease of implementation.
However, when the PSO algorithm is subjected to some constraints,
this technique suffers from shortcomings such as catching the local
minimum. In this regard, to avoid this drawback, GWO is proposed
to reduce the chance of trapping on the local minimum. In addition,
this technique has the advantage of preserving a balance between the
exploitation and exploration mechanisms over the optimizing process.
The different steps of the hybrid PSOGWO method are illustrated in
Fig. 3. PSO algorithm ensures that particles are directed to random
positions with a small chance to prevent the local minimum. These
directions may have present risks lead to move closer to the local
minimum instead of the global minimum. Due to its exploration ability,
the GWO algorithm is considered to avoid these risks by replacing
these particles by the other ones having improved positions by the
run of the GWO algorithm. Since the GWO technique is still used as
a complement to the PSO technique, the time execution is extended.
However, the successful results and the additional time required are
taken into account, and the extended execution time can be considered
as acceptable depending on the nature of the optimization problem
that shall be resolved.

V. RESULTS AND DIscuUssION

To prove the validity of the proposed PSOGWO approach,
it is applied to determine the parameters of different solar PV
equivalent circuit models, including the SDM and DDM. Three
different experimental datasets are adopted. For the first case, an
experimental standard dataset of a Photowatt-PWP 201. It contains
36 polycrystalline silicon cells and operated at 45°C and 1000 W/m?
[32]. A four solar cell of STE4/100 is used for the second case study.
These data are taken from [33]. The test has been performed at 22
°C under irradiance of 900 W/m? For the third experimental dataset,
these data are extracted using FSM solar PV module at a temperature
of 30 °C. The number of measured voltage and current points is 21.
The experimental test rig is shown in Fig. 4. More details about the
monitoring system used for recording the experimental dataset can be
found [34]. Table I highlights the different specifications of PV panels
that are considered in this research.

A. Results of I** Dataset

Based on the experimental dataset on Photowatt-PWP 201 PV
module, the proposed strategy of PSOGWO is used to determine the
optimal parameters of the cell for both SDM and DDM. Table II shows
the maximum and minimum boundaries of each unknown parameter
and optimal values of SDM and DDM parameters of Photowatt-PWP
201 PV module using PSOGWO, ALO-LW [32], PS [35] and GA [36].

For SDM, the minimum value of RMSE is achieved by PSOGWO
strategy. The values of RMSE are 3.06E-03, 1.43E-02, 1.18E-02, and 6.84E-
03 respectively for PSOGWO, ALO-LW, PS, and GA. The coefficient of
determination is 0.999952 using PSOGWO. This confirms that there
is an almost perfect agreement between the estimated datasets and
the experimental data. Fig. 5(a) and (b) show the experimental dataset
versus the estimated respectively for both SDM and DDM. For the
DDM, the RMSE and MAE are 2.87E-03 and 2.33E-03, respectively.

The absolute error against measured PV module voltage for both
SDM and DDM using different strategies is shown in Fig. 6. For SDM,
the maximum values for the absolute error are 0.0125, 0.0066, and
0.006 respectively for GA, PS, and PSOGWO. Whereas the maximum
absolute error for DDM is 0.0056 using the proposed strategy. This also
confirms the superiority of PSOGWO compared with other methods.
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TABLE 1. SPECIFICATIONS OF PHOTOWATT-PWP 201, STE4/100 AND FSM

Model of solar PV panel
Parameter

Photowatt PWP 201 STE4/100 FSM

Number of samples 26 18 21

Test Temperature, C 45 22 30

Test radiation, W/m2 1000 900 na
Short circuit current, A 1.0315 26.4E-3 1.105
Open circuit voltage, V 16.79 2.0 19.02
Current @ MPP, A 12.4929 27.7E-3 0.917
voltage @ MPP, V 0.9255 1.6 14.00

Number of cells 36 4 35

Fig. 7 shows the variation cost function during parameter estimation
of Photowatt PWP 201 PV panel using PSOGWO strategy for both
SDM and DDM. For both models, approximately 1000 iterations are
required to catch the best solution. The best solution values are 3.06E-
03 and 2.87E-03 for SDM and DDM, respectively.

The results of the whiteness test for Photowatt PWP 201 PV panel
using PSOGWO strategy are shown in Fig. 8. The main target of this
test is to ensure that the selected model parameters describe the
experimental dataset. It is calculated using the residual autocorrelation
function (RACF) at different time lags. Considering Fig. 8, the RCAF
values range from -1 to +1.
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0 . . I . .
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Fig. 6. Absolute error against measured PV module voltage for both SDM and
DDM Photowatt-PWP 201 PV module using different strategies.
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Fig. 7. The variation of cost function during parameter estimation of Photowatt
PWP 201 PV panel using PSOGWO strategy.

B. Results of 2" Dataset

Based on the experimental dataset on STE4/100 PV solar module PV
module, the proposed strategy of PSOGWO is used to determine the
optimal parameters of the cell for both SDM and DDM. The number
of I-V points is 22. Table III shows the maximum and minimum
boundaries of each unknown parameter and optimal values of SDM
parameters of STE4/100 PV solar module using PSOGWO, GWO, and
ACT [33].

The minimum value of RMSE is achieved by PSOGWO strategy. The
values of RMSE are 3.0574E-4, 6.0221E-4, and 3.33925E-4, respectively,
for PSOGWO, GWO, and ACT method. The best coefficient of
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Fig. 8. RCAF results of SDM and DDM for Photowatt-PWP 201 PV module using SFS strategy.
TABLE II. BOUNDARIES AND OPTIMAL VALUES OF SDM AND DDM PARAMETERS OF PHOTOWATT-PWP 201 PV MODULE
Boundary Optimal parameters (SDM) DDM
Parameter Min. Max. PSOGWO ALO-LW [32] PS [35] GA[36] PSOGWO
I (A) 0.0 15 1.0328 1.03354 1.0313 1.0441 1.0343
Io, @A) 1.0e-9 1.0e-3 5.736e-06 4.53123E-6 3.1756E-6 3.4360E-6 9.2835e-07
Io, (A) 1.0e-9 1.0e-3 Na na na na 3.4626e-07
a, 0.0 3.0 1.4074 49.8068 48.2889 48.5862 1.2237
a, 0.0 3.0 Na na na na 1.7401
R (@) 0.0 5.0 1.1257 1.1246 1.2053 1.1968 1.3398
R, (@) 0.0 2000 868.165 415.529 714.286 55.55 535.667
RMSE 3.06E-03 1.43E-02 1.18E-02 6.84E-03 2.87E-03
MAE 2.42E-03 1.69E-01 2.27E-03 6.14E-03 2.33E-03
R 0.999952 na na na 0.999957

TABLE III. BOUNDARIES AND OPTIMAL VALUES OF SDM PARAMETERS OF STE4/100 PV SOLAR MODULE

Boundary Optimal parameters

parameter Min. Max. PSOGWO GWO ACT [33]
L (A) 0.0 1.0 26.419E-3 26.1449E-3 0.024.64E-3
Io, (A) 1.0E-10 1.0E-5 9.4392E-09 1.00e-08 1.29814E-8

a, 0.0 2.0 1.3369 1.58663 1.0304

Rs Q) 0.0 5.0 0.7322 0.001 2.5568

RSh Q) 0.0 5000 2488.087 4900 2184.82
RMSE 3.0574E-4 6.0221E-4 3.33925E-4
MAE 2.13123E-04 3.9455E-4 1.98027E-4

R 0.99828 0.993328 0.99800

determination is 0.99828. It is achieved by using PSOGWO. This
confirms that there is an almost perfect agreement between the
estimated datasets and the experimental data. Fig. 9 shows the
experimental dataset versus the estimated respectively for SDM.

The absolute error against measured PV module voltage for SDM
using different strategies is shown in Fig. 9. As shown in Fig. 10, the

maximum values for the absolute error are 7.15E-04, 1.50E-03, and
1.00E-03, respectively for PSOGWO, GWO, and ACT method. This
confirms the superiority of PSOGWO compared with GWO and ACT
method. The variation cost function during parameter estimation of
STE4/100 PV panel using PSOGWO and GWO strategies for SDM
is illustrated in Fig. 11. The best solution values are 3.0574E-4 and
6.0221E-4, respectively, for PSOGWO and GWO strategies.
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Fig. 11. The variation cost function during parameter estimation of STP4/100
PV panel using PSOGWO and GWO strategies.

The results of the whiteness test for STE4/100 PV panel using both
PSOGWO and GWO strategies are shown in Fig. 12. It is very clear
that the RCAF values range from -1 to +1 for both strategies.

C. Results of 3 Dataset

Based on the experimental dataset on FSM solar module, the
proposed strategy of PSOGWO is used to determine the optimal
parameters of the cell for both SDM and DDM. Table IV shows the
maximum and minimum boundaries of each unknown parameter and
optimal values of SDM and DDM parameters of FSM PV solar module
using PSOGWO and GWO strategies.

@ . . . . . .
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0.5 1
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0.5 . . . . . . . .

Time lag

Fig. 12. RCAF results for STE4/100 PV panel using PSOGWO and GWO strategies.

TABLE IV. BouNDARIES AND OPTIMAL VALUES OF SDM AND DDM PARAMETERS OF FSM PV MobpULE Using PSOGWO aND GWO STRATEGIES

Boundary Optimal parameters
Parameter Min. Max. SDM DDM

PSOGWO GWO PSOGWO GWO

I.(A) 0 2 1.1132 1.1315 1.11027 1.12253
Io, (A) 1.0E-8 1.0E-3 1.012E-04 1.819E-04 5.40E-09 1.07E-06
Io, (A) 1.0E-8 1.0E-3 na na 1.02E-04 1.081E-03

a, 0.0 3.0 2.232 2.275 1.8583 2.9803

a, 0.0 3.0 na na 2.23125 2.9917

R Q) 0.0 5.0 1.3357 2.211 1.36741 0.9787
R, (Q) 0.0 5000 1430.439 4980.36 3918.684 4907.89
RMSE 9.14E-03 2.99E-02 8.97E-03 2.52E-02
MAE 7.63E-03 2.12E-02 7.38E-03 1.95E-02

R 0.9991 0.9901 0.9991 0.9929
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The minimum value of RMSE is achieved by PSOGWO strategy.
For SDM, the values of RMSE are 7.63E-03 and 2.12E-02, respectively,
for PSOGWO and GWO. Whereas, for DDM, the values of RMSE are
7.38E-03 and 1.95E-02 respectively for PSOGWO and GWO. The best
coefficient of determination is 0.9991. It is achieved by using PSOGWO
for both SDM and DDM. This confirms that there is an almost perfect
agreement between the estimated datasets and the experimental
data. Fig. 13 shows the experimental dataset versus the estimated,
respectively, for both SDM and DDM.

The absolute error against measured PV module voltage for both
SDM and DDM using PSOGWO and GWO strategies is shown in
Fig. 14. For the SDM, the maximum values for the absolute error are

0.0162 and 0.1035, respectively, for PSOGWO and GWO. Whereas
for the DDM, the maximum values for the absolute error are 0.0168
and 0.0764, respectively, for PSOGWO and GWO. This confirms the
superiority of PSOGWO compared with GWO.

The variation of cost function during parameter estimation of FSM
PV panel using PSOGWO and GWO strategies for both SDM and
DDM is illustrated in Fig. 15. For the SDM, the best solution values are
9.14E-03 and 2.99E-02 respectively for PSOGWO and GWO strategies.
Whereas for DDM as shown in Fig. 15(b), the best solution values are
8.97E-03 and 2.52E-02, respectively, for PSOGWO and GWO strategies.
This confirms the superiority of PSOGWO compared with GWO for
both SDM and DDM.
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Fig. 16. RCAF results for FSM PV module using PSOGWO and GWO strategies.

The results of the whiteness test for STE4/100 PV panel using both
PSOGWO and GWO strategies are shown in Fig. 16. It is very clear
that the RCAF values range from -1 to +1 for both strategies.

VI. CoNncLUSION

Application of a hybrid particle swarm optimization (PSO) and grey
wolf optimizer (WGO) in determining the optimal internal parameters
of single-diode and double-diode models of a solar photovoltaic panel
is presented for the first time in this paper, as far as the author know.
Based on the experimental datasets of voltage-current curves, these
internal parameters are determined. Three different PV panels are
used to validate the propped strategy. The root mean square error,
mean absolute error, and coefficient of determination are used as
benchmark criteria for the comparison with other methods. For
example, with the first dataset, in the case of SDM, the minimum
value of RMSE is achieved by PSOGWO strategy. The values of
RMSE are 3.06E-03, 1.43E-02, 1.18E-02, and 6.84E-03 respectively for
PSOGWO, ALO-LW, PS, and GA. The coefficient of determination is
0.999952 using PSOGWO. This confirms that there is an almost perfect
agreement between the estimated datasets and the experimental data.
For all considered cases, the obtained results confirmed the superiority
of PSOGWO compared with other methods.
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This article offers a thorough analysis of the machine learning classifiers approaches for the collected Received
Signal Strength Indicator (RSSI) samples which can be applied in predicting propagation loss, used for
network planning to achieve maximum coverage. We estimated the RMSE of a machine learning classifier
on multivariate RSSI data collected from the cluster of 6 Base Transceiver Stations (BTS) across a hilly terrain
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Radio Propagation,
Machine Learning
Classifiers, 5G, SVM.

of Uttarakhand-India. Variable attributes comprise topology, environment, and forest canopy. Four machine
learning classifiers have been investigated to identify the classifier with the least RMSE: Gaussian Process,

Ensemble Boosted Tree, SVM, and Linear Regression. Gaussian Process showed the lowest RMSE, R- Squared,
MSE, and MAE of 1.96, 0.98, 3.8774, and 1.3202 respectively as compared to other classifiers.

I. INTRODUCTION

IRELESS Networks have developed rapidly during the last 2-3

decades.1G arrived in the late 1980s which worked on analog
signals and supported voice calls only. 2G arrived during the 1990s
and was used for voice calls and data transmission having a bandwidth
of 64kps.In 2000, 3G was launched with a bandwidth of 1Mbps to
2Mbps and supported not only voice calls but also video calls and
conferencing.4G came into existence in 2009 with its data transmission
speed of 100Mbps - 1Gbps.4G network was expanded world-wide and
found its industrial applications also. Advance wireless technology is
evolving very rapidly with the implementation of the 5G-NR network
until 2020 [1]-[3]. Features of a High-speed next-generation 5G-NR
network are high density (1 million nodes per Kmz2), high capacity
(10Tbps per Km2), high data rates (Multi Gbps peak rates), low latency
(1 ms), high reliability (1 out of 100 million packets lost), low energy
(10 + years of battery life), low complexity, and high speed of 1 Gbps.
With the establishment of this new technology, it may bring some
challenges and difficulties like security, privacy, etc. Millimeter (MM)
waves required for 5G propagation have a limitation of their effects on
human cells and tissues, getting absorbed during transmission, require
a small size antenna and cause unpredictable loss of signal during
propagation [4]-[6].

In advanced wireless networks remarkable enhancement in
information is observed [7]-[9]. Manual extraction of relevant
information from an enormous amount of data is not possible, and if
done, it will be prone to inevitable flaws. For capturing such big data

* Corresponding author.

E-mail address: akanksha3000@gmail.com

DOI: 10.9781/ijimai.2021.03.004

companies no longer limit themselves to surveys and questionnaires
rather big data capturing devices are deployed which include smart
phone’s, cameras, online browsing, etc. Machine learning seems to hold
a promising solution for the analysis of big data [10]-[13]. Generally,
data patterns are learned using information hidden in the big data,
and then effective predictions can be proposed depending upon the
final analysis. There are many Machine Learning algorithms available
out of which appropriate selection of machine learning algorithms can
be done using the hit and trial method [14]-[16]. We briefly describe
the content in the following sections of the paper. In Section II and
IIT a literature review and an outline of Machine learning algorithms
is given respectively. In Section IV we describe measurement setup
with data collection methodology. Finally, in Section V and VI, we
report experimental results, discussions, conclusions, and future scope
which clearly show the usefulness of the machine learning approach
in predicting signal coverage.

II. LITERATURE REVIEW

Hajar El Hammouti et al. [17] proposed a signal mapping model
based on field measured data which is applied for predicting signal
coverage in an outdoor network by utilizing an S-shaped sigmoid
function. Effectively modeled neural networks provide a better
approximation of coverage mapping. Amir Ghasemi [18] presented a
crowd-sourced analysis of the Long-Term Evaluation (LTE) network to
build a wireless coverage predictive model of the radio access network
(RAN). Janne Riihijarvi et al. [19] explored signal coverage mapping
with machine learning algorithms using a data set derived from an
extensive drive test and analyzed that Random Forest, Exponential
smoothing of time series, and Gaussian Process are machine
learning methods that produce better results for signal coverage. It
improves the Quality of user experience and concurrently reduces
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the operational cost. H. Braham et al. [20] analyzed that accurate
evaluation of coverage gives better coverage optimization by utilizing
the Fixed Rank Kringing (FRK) algorithm which further provides
an accurate prediction of signal coverage of the locations where
field measurements are not easily accessible. FRK frames a coverage
map from geo located measurement by interpolating them spatially.
Carlos Oroza et al. [21] estimated the performance of a machine
learning based signal loss model for different terrain and vegetation
environments. Four major machine learning algorithms were explored
with minimum error value: K-Nearest-Neighbor, Adaboost, Random
Forest, and Neural Networks. Random Forest outperforms among
them with the least error. Machine learning model accomplishes a
37% reduction in average prediction error. Many researchers [22]-
[23] executed exhaustive field signal measurement on Received Signal
Strength Indicator (RSSI) transmission multiband channel to get
the maximum signal coverage and angular power arrival. A hybrid
approach adopting sub 6-G and Millimeter (mm) wave bands was
found to be promising. In [24]-[25] authors proposed Backtracking
Spiral Algorithm (BSA) information detection and recognition of
cellular coverage using the big-data method. The distribution potential
of the individual cell was diagnosed in a small granular geographical
grid. The high efficiency and detection capability of the proposed
algorithm validate it over other existing algorithms. Aldebaro Klautau
et al. [26] represented 5G scenarios by creating channel realizations
using ML applied to the PHY layer. Tadilo Endeshaw et al. [27] studied
the deployment of Al by combining machine learning, NLP, and
data analytics techniques for increasing the competence of wireless
networks. Deussom Djomadji et al. [28] tuned the propagation models
using Particle Swarm Optimization. Data is collected using the
network navigation tool IX EVDO rev B. Comparison of RMSE has
been done for the optimized model and the Okumura Hata model and
it was concluded that an optimized model using PSO performs better
than Okumura Hata model. Chao-Kai Wen et al. [29] estimated the
wireless channel based on Sparse Bayesian Learning techniques.

III. OuTpOOR PATH LOSS PREDICTION

5G Network planning consists of outdoor propagation modeling
required to predict the outdoor signal loss. Outdoor channel models
consider the effect of diffraction, reflection, scattering, and refraction
of EM waves, when traveling in free space between transmitter and
receiver [38], [47]-[49]. Different channel models have been designed
to consider the interference effect due to terrain, the height of a
building, vegetation, rain, terrain, etc. Ideal path loss is predicted
using the free-space path loss equation. Path loss models have been
classified into canonical, empirical, deterministic, and stochastic
propagation models [30]-[32].

A. Free Space Path Loss Model

It is based on the Friis transmission equation and one of its simplest
kinds of first-order approximation connectivity models. EM waves
travel without any interference in Line of Sight (LOS) in free space.
Receive Signal Strength (RSS) decreases as the square of the distance
between Tx-Rx increases with a single path after neglecting the
ground effect [33]-[35].

The free space path loss model is expressed in equation (1):

Py GtGeA®
Py~ (4m)2dL (1)
where,

P, = transmitted power (dB)
P_= power received by receiver (dB)

G_= gain of receiving antenna

G, = gain of transmitting antenna

A = signal wave length (m)

d = distance between Tx-Rx

L = system loss factor (L=1 for FSL)

Channel loss (dB) can also be expressed using equation (2).

L(dB) = 32.44 + log(d) + 20log(f) @)

B. Machine Learning Algorithms
Machine learning algorithms are classified as [36], [39]-[42]:

Supervised Learning: This algorithm learns from the specimen
data and related results to predict the correct result when given new
data similar to specimen data.

Unsupervised Learning: This algorithm learns from the specimen
data without any related results where the algorithm itself has to
determine underlying data patterns and groups or cluster data based
on some kind of similarity in their features.

Reinforcement Learning: This algorithm learns from specimen
data that lack labels where the result or outcome is rewarded or
penalized. It is like learning by trial & error.

The below described algorithms are supervised learning algorithms.

1. Linear Regression

Linear regression is the most suitable machine learning algorithm
for prediction[18].In linear regression, a set of independent input
parameters(x) are considered to determine the output parameter(y) and
there exists an association between the input and output parameter
which is expressed in the form of the linear equation as:

y=wx+e
Where € = intercept on y-axis
w = slope of the line

The linear regression algorithm tries to find the best fit line by
minimizing the root mean square error (RMSE) between true and
predicted value.

2. Support Vector Machine (SVM)

Support Vector Machine (SVM) can perform both classification and
regression of the data. The data is classified into one of the groups by
finding a hyperplane that divides the input instances into two classes.
The input vectors located on the hyperplane are the support vectors.
In cases where the input data is not linearly separable, suitable kernel
functions are applied which map data into higher dimensions where
data can be easily classified.

3. Gaussian Process

Gaussian regression process is a non-parametric Bayesian approach
that computes the probability distribution over permissible functions
in the data [29]. The posterior probability is deduced from the prior
distribution and the data. For a linear function

y=wx+e

The posterior probability is obtained using Baye’s rule, equation (3):

Y /xw)pw)
Py ) = H

likelihood x prior probability

Posterior Probability =
osterior Frobability marginal likelihood (3)
To make predictions at some random point x* one needs to
calculate the predictive probability where a weighted measure of all
the posterior probability distribution is evaluated using equation (4).

-157 -



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 6, No6

p(f*/x*'y.X)=fp(f*/ w)p (W), x) dw @

Predictive probability is computed from posterior probability so
that uncertainty measurements on the predictions can be provided by
calculating their mean and variance.

4. Ensemble Learning

Sometimes a single machine learning algorithm is not able to
provide the desired results, the expected result can be obtained by
combining available algorithms [43]. The final result can be calculated
by voting or averaging the result of individual algorithms. Major
ensemble algorithms used are Bagging and Boosting.

a) Ensemble Bagging Tree with Random Forests

In Bagging firstly initial data set is utilized to reproduce a replica
of the training set by using the Bootstrap sampling method. The
bootstrap sampling method is used to create random samples from
the initial data set where the sample size used as a training set is the
same as the initial data set [44]. The random sample is generated
from initial data by duplicating some sets of data multiple times and
some records are not even considered once. The test data set is the
initial and random sample sets that are used as the training data set.
Secondly, multiple models are built from the training sets when the
same algorithm is applied to them. Random Forests is a very good
example to represent bagging benefits. In Random Forests, the best
feature is selected for classification that converges the algorithm
faster to a unique result. When the same data set is used a similar tree
structure with associated prediction is obtained. Whereas the random
forest after every split, bagging provides a random set of features for
classification that probably result in the negligible association among
classifications from sub-models.

b) Ensemble Boosting Tree with AdaBoost

AdaBoost implies Adaptive Boosting. Bagging works on ‘simple
voting’ where each model is developed independently to provide
an outcome [45]. The final result is obtained after analyzing the
majority outcomes of the parallel ensemble. Boosting works on
‘weighted voting’ where each model provides an outcome that is
based on majority selection. The final result is obtained by generating
a sequential ensemble where greater weights are designated to the
instances of preceding models that are misclassified. In every iteration,
a model is built by rectifying the misclassification of the preceding
model until no further corrections are required [46].

IV. EXPERIMENTAL SETUP AND DATA COLLECTION

This research has been carried out in Dehradun, Uttarakhand-
India which lies in the Himalayan ranges. Its geographical coordinates
are within latitude 78.0322° E, longitude 30.3165° N. Uttarakhand
is often regarded as a terrain full of the tree canopy and suburban
environment with a combination of mountain, forest, residential
building, commercial complex(2 to 6 storied), and free space. Since
2018 exhaustive field measurement has been carried out at fringe areas
of Uttarakhand to measure the effect of the tree, forest, mountain,
snow, and buildings on propagation loss.4 clusters (6 BTS each) were
identified, covering a 36 Km? area shown in Fig. 1. These BTS are
strategically chosen to cover RSSI to the tree canopy and mountain
canopy. At each test point, exhaustive measurements were carried out
repeatedly to calculate changing average RSSI signal variation due to
environmental conditions. Hours of driving and route tracking were
carried out around identified BTS to collect RSSI samples using CATIA
and TEMS navigation tools as shown in Fig. 3. When the dense forest
area started, RSSI samples became inaccessible.

=+ BOALD L

Fig. 1. The 4 clusters (6 BTS each) in the Dehradun,Uttarakhand-India.

A drive test was conducted to measure the data. As shown in Fig.
2 and Fig. 3 drive test tools consist of drive vehicle, laptop, Garmin
(GPS) global position system, sockets, test cables, Sony mobile handset
equipped with TEMS navigation software, MapInfo or Deskcat, and
drive test route [35],[28].

Battery and charger GPS (Ext Antenna and Data Cable)

Inverter and Terminal

Fig. 2. 3D Drive test tool.
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Fig. 3. Drive test route. Each BTS site is identified by a 3-letter codename.

GPS was mounted on a vehicle and a Sony Ericsson mobile handset
was used.RSS measurements were recorded at each test point around
the selected base stations (BS) covering all roads, forests, mountains,
and populated areas.
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A. Dataset

42,500 RSSI samples of field measurement dataset are utilized for
applying the machine learning approach on signal coverage prediction.

Fig. 4 shows the architecture of 3D channel modeling and the
complete procedure of real-time data collection.

COLLECTED DATA
5]
| &

Fig. 4. llustration of 3D Channel Modeling Architecture.

TABLE 1. FEATURES OF WIRELESS NETWORK

Features Value
Coverage Objective RSRP (dBm) -106.6
Cluster Sectors [-UW-GGLT-ENB-9004-0 (A)
Coverage Overshooting Radius (m) 4095

Band 850,2300,1800
Antenna Longitude 10
Antenna Latitude 50
Antenna Height (m) 37
Antenna Azimuth 10
Antenna Tilt Electrical 8
Antenna Tilt Mechanical 3

Table Lillustrates features of wireless network which affect network
planning and required for optimum signal coverage. The received
signal is a combination of signals coming from different directions due
to reflection, diffraction, and scattering.

RSSI signal strength is measured 360 degrees around each BTS in 3
sectors alpha, beta, and gamma to analyze the maximum coverage of
signal within a cell. The coverage threshold values of the network in 3
sectors are summarizes in Table II.

TABLE II. COVERAGE OBJECTIVE THRESHOLD VALUE IN ALPHA, BETA, GAMMA

SECTORS
Coverage Objective Threshold Sectogiil[:::; Beta,
Coverage Objective RSRP (dBm) -106.6
Coverage Objective Percentile (%) 80
Coverage Overshooting Radius (m) 4095
Coverage Overshooting RSRP (dBm) -91.6
Coverage Overshooting Percentile (%) 10
Coverage Swap Percentile (%) 50
Coverage SideLobe Percentile (%) 30
Coverage Radius Inner Percentile (%) 10

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

In this section, the performance of Machine learning classifiers
is evaluated using data collected from the experimental setup. The
validation scheme has been chosen before tuning to estimate the
performance of the model on new data. Validation also helps to
examine the predictive accuracy of the fitted models and avoids over
fitting. 3 types of validation schemes were available:

a) Cross-Validation is used for small data sets and uses a full portion
of the data set.

b) Hold out Validation is used for large data sets and uses some
portion of the data set.

¢) No Validation signifies no protection against overfitting.

5 fold cross-validation was used to divide the original data set into 5
disjoint sets as by using 5 fold cross-validation, the predictive accuracy of
trained models was well estimated on the entire data set where each fold:

a) Trains a model
b) Evaluate the performance of model

c) Calculates average test error

A. Predicted Vs Response Plot

The Predicted Vs Response plot analyzed the performance of
classifiers by evaluating the efficiency of the regression model by
investigating the prediction for varying response values. The predicted
response of models was laid against the true response. An efficient
regression model had a predicted response nearly identical to the true
response, therefore response values lay close to the diagonal line. The
perpendicular separation between the diagonal line to each point was
the deviation of the prediction for the point under consideration. An
efficient classifier has minimum errors and points distributed roughly
identical about the diagonal line.
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Fig. 5. Predicted Vs True response of Ensemble Boosted Tree.

Fig. 5 depicted RMSE value for Ensemble was 4.692 with R Squared
value of 0.89. MSE was 22.015, MAE 3.88209, prediction speed 1800
obs/Sec, and training time of 32.441 Sec.

RMSE for Support Vector Machine was 3.9823 with R Squared value
of 0.92, MSE 15.858, MAE 3.1148, prediction speed 11000 obs/Sec, and
training time of 38.888Sec as shown in Fig. 6.

RMSE value for Linear Regression was 4.2946 with R Squared value
of 0.91, MSE 18.444, MAE 3.5477, prediction speed 4000 obs/Sec, and
training time of 25.623 Sec as shown in Fig. 7.

Fig. 8 shows RMSE value for Gaussian Process was 1.9691 with R
Squared value of 0.98, MSE 3.8774, MAE 1.3202, prediction speed 8600
obs/Sec, and training time of 38.888 Sec.
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Predicted response
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Fig. 6. Predicted Vs True response of Support Vector Machine.
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Fig. 7. Predicted Vs True response of Linear Regression.
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Fig. 8. Predicted Vs True response of Gaussian Process.

B. Comparison of Residual Plot Outlier

The residuals plot from Fig.9 to Fig. 12 displayed the deviation
between the predicted and true responses. The predicted response
variable was chosen among true response, predicted response, record
number, or one of the predictors to plot on the x-axis. The efficient
model had residuals distributed roughly symmetrically around 0. Fig.10
showed that the residual plot of Gaussian Process scattered roughly
symmetrically around 0 and also clear patterns in the residuals are

observed.
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Fig. 9. Residual plot of Ensemble.
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Fig. 10. Residual plot of Linear Regression.
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Fig. 11. Residual plot of Gaussian Process.



Regular Issue

o

Residuals (ANFIS)

-95 -90 -85 -80 -75 -70 -65 -60 -55 -50 -45
Predicted response

Fig. 12. Residual plot of SVM.

C. Comparison of Response Plot Outlier

A regression model result was viewed in the response plot
that displayed the prediction response against the record number.
Predication error was displayed as vertical lines between predicted
and new responses.
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Fig. 13. Response plot of Gaussian Process.

Gaussian Process model performance was also evaluated using the
residual plot after the model was trained. The difference between true
and predicted response was displayed by a residual plot in Fig. 13. A
variable predicted response had been plotted on the x-axis. For a good
model, residuals had been scattered approximated identical around 0
and it changed considerably in size from left to right.

VI. CONCLUSION AND OBSERVATION

The performance evaluation of machine learning algorithms on
training data is tabulated in Table IIL.

We observed that the lowest value of RMSE was obtained from
the Gaussian Process classifier, depicting the probability to correctly
predict the propagation loss, while the highest value of RMSE (4.692%)
was observed with the Ensemble boosted tree. However, SVM and
linear regression classifiers hold intermediate values of RMSE 3.9823%,
and 4.2946%, respectively. The lowest value of RMSE (1.9691%) was
estimated by the Gaussian Process classifier. MSE and MAE for
Gaussian Process are also a minimum of 3.8774 and 1.3202. Response
plot Outlier curves for the proposed Gaussian Process classifier and
other state-of-the-art algorithms are shown in Fig. 13 where residuals
have been scattered approximately identical around 0. It is analyzed

that the Empirical signal coverage models which are univariate cannot
predict signal coverage by using only one network parameter for
coverage prediction, however machine learning-based signal coverage
prediction model is multivariate and it could be designed on field RSSI
measurement by considering two or more network parameters, hence
predict signal coverage more accurately. Signal coverage prediction
using the machine learning model requires training of best-fit
machine learning classifier by hit and trial method and shortlisting
machine learning classifiers with minimum RMSE error on RSSI field
dataset. To validate it practically, the classifier-based signal mapping
approach was applied to a real-time wireless network at the fringe
area of Uttarakhand-India. However, the results of this application
could encourage practitioners and researchers to validate further
the practicality of the approach for similar real fringe area wireless
networks.

TABLE III. PERFORMANCE EVALUATION OF MACHINE LEARNING ALGORITHMS
oN TRAINING DATA

Coverage Objective | Gaussian | Ensemble SVM Linear
Threshold Process | Boosted Trees Regression
RMSE 1.9691 4.692 3.9823 4.2946
R Squared 0.98 .89 0.92 0.91
MSE 3.8774 22.015 15.858 18.444
MAE 1.3202 3.8209 3.1148 3.5477
Prediction Speed 8600 1800 11000 4000
(obs/Sec)
Training Time (Sec) 38.888 32.441 26.495 25.623
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Radial Basis Function Neural Network (RBFNN) is a variant of artificial neural network (ANN) paradigm,
utilized in a plethora of fields of studies such as engineering, technology and science. 2 Satisfiability (2SAT)
programming has been coined as a prominent logical rule that defines the identity of RBFNN. In this research,
a swarm-based searching algorithm namely, the Artificial Bee Colony (ABC) will be introduced to facilitate the
training of RBFNN. Worth mentioning that ABC is a new population-based metaheuristics algorithm inspired
by the intelligent comportment of the honey bee hives. The optimization pattern in ABC was found fruitful in
RBFNN since ABC reduces the complexity of the RBFNN in optimizing important parameters. The effectiveness
of ABC in RBFNN has been examined in terms of various performance evaluations. Therefore, the simulation
has proved that the ABC complied efficiently in tandem with the Radial Basis Neural Network with 2SAT
according to various evaluations such as the Root Mean Square Error (RMSE), Sum of Squares Error (SSE),
Mean Absolute Percentage Error (MAPE), and CPU Time. Overall, the experimental results have demonstrated
the capability of ABC in enhancing the learning phase of RBFNN-2SAT as compared to the Genetic Algorithm

Artificial Bee Colony
Algorithm, Radial

Basis Function Neural
Network, 2 Satisfiability,
Logic.

(GA), Differential Evolution (DE) algorithm and Particle Swarm Optimization (PSO) algorithm.

I. INTRODUCTION

GENERALLY, Artificial Intelligence (AI) can be encompassed in
some functional graphical and mathematical models that act as a
symbolic system [1]. Greater impact can be achieved when symbolic
operations have been integrated inside the Artificial Neural Network
(ANN). ANN known as the conductive system has received careful
attention due to its ability to evaluate the complex nonlinear dataset
[1]. ANN has been successfully used in solving non-limited applications
such as classification and optimization of approximation functions.
However, the functionality of ANN can be measured by embedding
the correct symbolic rule to govern the whole neural system. Logic
programming has been a language of ANN for decades. Wan Abdullah
[2] successfully explored the neural network that has been governed
by logic programming. In this work, logical rule embodied ANN and
the characteristic of the network will be examined by using Lyapunov
energy analysis. The minimization of energy as a solution to the
combinatorial representation motivates the integration of logical rules
in a neural network [3]-[6]. The question remains on how one can
choose the best ANN model in order to embed logic programming.

The reliable ANN model typically has the least prediction and
classification error analysis. In that regard, Radial Basis Function

* Corresponding author.

E-mail address: asyrafman@usm.my

DOI: 10.9781/ijimai.2020.06.002

Neural Network (RBFNN) fascinated the researchers from sciences and
engineering field because of simpler networks structure, faster learning
speed and better approximation capabilities. As stated by Hamadneh
et al. [7] in their paper, RBFNN can be used to develop separate models
for the shear stress and heat transfer rate due to simpler networks
structure. RBFNN is a feedforward neural network that contains
3 neuron layers (input, hidden and output layers). The input layer
(containing input neurons) receives information being transferred
to the hidden layer for data synthesis and training. The synthesized
data will be used in the output layer (containing output neuron).
The foundation of having 3 layers is to minimize the classification
and prediction error in RBFNN [8]. Hamadneh et al. [4] initially
implemented logic programming in RBFNN. Their proposed network
explored the capability of HornSAT as a logical rule in RBFNN. In this
case, logical structure of RBFNN is solely dependent on 3 parameters:
the center of all input neurons, its widths, and its Gaussian activation
function. Despite the fact that RBFNN can be applied effectively, the
number of neurons in a hidden layer for RBFNN will determine the
complexity of the network [9]. If the number of neurons in the hidden
layers is not enough, the learning in RBFNN fails to achieve optimal
convergence. However, if the number of neurons in the hidden layers
is very high, the network will experience overlearning [10]. Since the
complexity of RBFNN increases as the number of clauses increase, an
optimization algorithm becomes crucial.

Yang and Ma [11] have successfully applied the Sparse Neural
Network (SNN) algorithm for optimizing the number of hidden
neurons. The core mechanism of SNN is in reducing the error via trial

-164 -



Regular Issue

and error approach for determining the number of hidden neurons
explicitly from the set of neurons. The limitation of SNN paradigm
can be seen in extensive computational time during the number of
hidden neuron computation process. Inspired by several works of
[12]-[14], the 2 Satisfiability (2SAT) logic representation will be
utilized with RBFNN to determine the important parameters for the
hidden layer that control the number of hidden neurons. In fact, 2SAT
is selected since it is complying with RBFNN based on the structure
and representations.

Another major component of 2SAT in RBFNN is the training method
that has a significant influence on the performance of RBFNN. On this
matter, a plethora of global optimization methods have been extensively
applied due to their global search capability. Metaheuristics algorithm
is a popular algorithm to search for a near optimal solution for RBFNN
[15], [16]. There are various nature-inspired and recently developed
optimization algorithms such as Genetic Algorithm, Differential
Evolution algorithm, Particle Swarm Optimization algorithm, Artificial
Bee Colony, etc. and many of these proved their suitability to many
engineering optimization problems [17].

The theoretical basis of the Genetic Algorithm (GA) has been
developed by Holland [18]. The first who used GA in a problem
involving the control of gas-pipeline transmission were Goldberg and
Holland [19]. Other studies have been made by Hamadneh et al. [4]
who used GA to train the hybrid model RBFNN with higher-order SAT
logic. In this study, they used the full training paradigm to train RBFNN
with higher-order SAT logic using k-means cluster algorithm and GA.
The quest of finding the optimal algorithm was continued by Pandey et
al. [20] who compared Multiple Linear Regression (MLR) and genetic
algorithm to predict temporal scour depth near-circular pier in non-
cohesive sediment. This study utilized 1100 laboratory experimental
data-sets to develop the generalized scour equation using MLR and GA.
In recent publications, Jing and Li [21] developed a reliability analysis
method by integrating GA with RBFNN. This paper adopted GA to find
the “potential” most probable point (MPP) in the optimization problem
by control the density of samples to refine the RBFNN.

Differential evolution (DE) was first introduced by Storn and
Price [22] to solve the various global optimization problems. DE is a
manageable yet powerful evolutionary algorithm with the advantages
of less parameter, high simplicity, and fast convergence [22]. DE has
been beneficial to various networks such as Hopfield Neural Network
[23] and feed-forward neural networks [24]. Chauhan & Chandra [22]
proposed the DE algorithm to train a wavelet neural network (WNN)
by minimizing network error to obtain the proper relationship from
the input vector in the input layer to the output vector in the output
layer. Tao et al. [25] utilized the DE algorithm to improve RBFNN as
the prediction model for the coking energy consumption process.
Particle Swarm Optimization algorithm (PSO) is a nature-inspired
evolutionary algorithm that imitates the influence of bird migration
behavior [26]. PSO algorithm is one of the evolutionary algorithms
proposed by Kennedy and Eberhart [27]. In some succeeding works,
Qasem & Shamsuddin [28] proposed the PSO algorithm for enhancing
RBFNN learning by optimizing the parameters of the hidden layer
and output layer. Another study has been made by Alexandridis et
al. [29], who used the PSO algorithm to optimize the construction of
RBFNN. The proposed model was able to solve classification problems
and solve function approximations with improved generalization
capabilities and accuracy.

Karaboga and Basturk [30], [31] proposed the Artificial Bee
Colony algorithm (ABC) to gain computational edge in optimizing the
capability of both local search and global search. ABC was inspired by
collective behaviors of bees gathering honey in an optimized pattern.
ABC has been beneficial to various networks such as Hopfield Neural
Network [14] and Hermite Neural Network [32]. Kurban & Besdok

[33] utilized ABC to estimation the centers, width, and weights as the
main parameters of RBFNN. Yu and Duan [34] proposed an optimized
ABC in RBFNN integrated with Fuzzy C mean Clustering. In this paper,
2 layers of optimization in ABC were reported to increase the accuracy
of the image fusion. Jafrasteh and Fathianpour [35] proposed hybrid
RBFNN by introducing perturbation in ABC. The proposed system
was reported to capture non-linear relationship in ore grade data. In
another development, Satapathy et al. [36] combined the benefit of
kernel trained ABC to further optimize the capability of RBFNN. The
proposed RBFNN managed to increase the classification accuracy of
EEG signal for epileptic seizure identification. The perspective has
been expanded by Aljarah et al. [37] when they introduced hybrid
ABC with RBFNN to solve well known datasets. On the perspective of
logic programming in RBFNN, little studies have been done to optimize
the parameter of RBFNN by using ABC. Kasihmuddin et al. [14] has
demonstrated the ability of ABC to serve as an effective learning
algorithm in Hopfield Neural Network (HNN). One of the notable
use of ABC is proposed by Jiang et al. [30]. In this work, the ABC is
employed for optimizing the parameters of RBFNN and predicting the
ecological pressure. In another development, Menad et al. [38] have
utilized the RBFNN framework with ABC algorithm (RBFNN-ABC) for
predicting the carbon dioxide solubility and concentration in brine.
The results manifested the capability of ABC in optimizing RBFNN
that result in higher accuracy. By hybridizing RBFNN with 2SAT logic,
here we examine the effects of ABC on the training phase as a single
framework, RBFNN-2SATABC. Worth noting that the proposed model
will be compared with the existing models. Thus, the main motivation
of employing ABC in this research is due to:

1. According to Kasihmuddin et al. [14], [62], ABC has outperformed
the other algorithm such as [5] and [6] in enhancing the training
phase for bipolar 2SAT logical representation. We extended the non-
binary representation for optimizing the parameter entrenched in the
hidden layer of RBFNN as inspired by the binary operators consist of
employed bees and onlooker bees’ phase.

2. Several current studies such as Menad et al. [38] and Jiang et al.
[39] utilize the ABC in optimizing the prediction capability of RBFNN.
Both local search and global search capability reduce the chances for
ABC to achieve sub-optimal fitness. Motivated by these recent works,
ABC algorithm is applied in improving the output quality from the
output weight thereby improving the performance of the structure
RBFNN-2SAT.

To this end, the contributions of this paper are as follows:

1. This paper explores another perspective in approaching implicit
knowledge by using an explicit learning model. Real-life problem
(implicit representation) is learnable by using a set of explicit
mathematical representation (2SAT logical rule).

2. This is the first attempt to embed 2SAT logical rule (knowledge)
to the feed-forward neural networks (learner). In this study, the
2SAT logical rule has been embedded in RBFNN by systematically
obtaining the optimal value of parameters (center and width).
2SAT logical rule is expected to optimize the structure of the
RBFNN by fixing the number of hidden neurons involved.

3. Since the training of the proposed RBFNN always converges to
suboptimal output weight, this paper will explore the capability of
Artificial Bee Colony (ABC) compared to other existing established
metaheuristics. The aim of the training model in RBENN is to
obtain the optimal output weight with the lowest iteration error.
Extensive experimentation with various performance metrics has
been conducted to reveal the effectiveness of ABC in the proposed
RBFNN-2SAT.

4. The proposed RBFNN provides an interesting perspective.
RBFNN obtained the output weight of 2SAT by minimizing the
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objective function with the structurally systematic parameters.
This approach is interestingly different from Sathasivam [40] that
utilized the Wan Abdullah method in finding the correct synaptic
weight (output weight). Although both paradigms utilized ABC
in optimizing the proposed methods, the method proposed in
this paper deals with non-binary optimization compared to the
existing method. Therefore, the proposed method creates a new
possible horizon for logic programming in the neural networks.

The rest of this paper is arranged as follows. The 2SAT logical
rule is formulated in the first section. After the overview structure
of the general RBFNN, the proposed hybrid model integrated with
2SAT is constructed. Accordingly, the proposed training model via
metaheuristics algorithm namely GA, DE, PSO, and ABC will be
discussed in detail. Finally, this paper presents numerical results to
show the effectiveness of ABC in optimizing 2SAT in RBFNN and we
conclude the paper with some remarks and future work.

II. BOOLEAN 2 SATISFIABILITY REPRESENTATION

Satisfiability (SAT) is demarcated as a logic rule with an array
of clauses composed of binary literals. SAT is effectively governed
by positive [5] and negative outcomes. The main structure of SAT
representation is shown as follows:

(a) Consists of a set of m variables of V1,V 9,V 3,......V .

(b) Composes of a set of literals. A literal refers to the variable V or
a negation of a variable, —V.

(c) A set of n discrete clauses, lj,lp,l3,...,1,. Every single clause
composes of literals strictly combined by only /A logical operator.

Every variable can only take a bipolar value which is 1 or 0
that exemplifies the idea of true and false. Another variant of SAT
representation is 2 Satisfiability. 2 Satisfiability (2SAT) consist of set
of clauses that contain strictly 2 literals. The general formula for 2SAT
logic is as follows:

n k n
P, = A l,wherel;=v C; v D;, k=2
2SAT i i i ia Ij:l j @

where |i refers to the clauses of 2SAT, meanwhile C; and D, denote
the literals, v refers to Disjunction (OR), and A is an logical operator
of Conjunction (AND).

The goal of 2SAT logic is to establish the ideal logical model of
RBFNN to calculate the parameters of the hidden layer which
contribute in deciding the number of hidden neurons in the hidden
layer. Ideally, a combinatorial problem is similar to an ordinary
mathematical model with quantifiable rate of change. Unfortunately,
that statement does not hold if the specific combinatorial problem is
dynamical and appeared as non-linear or linearly distributed. There
were several efforts to represent the combinatorial problem via 2SAT
formulation [42], [43]. These combinatorial problems contain implicit
knowledge and could not be represented in standard rate of changes
[44]. From that perspective, 2SAT is the main representation because
this logical rule has a huge flexibility in terms of state (1 or 0) compared
to standard mathematical representation.

III. RapiaL Basis FuNcTION NEURAL NETWORK

Radial Basis Function Neural Network (RBFNN) is a variant of feed
forward neural network with hidden interconnected layer which was
pioneered by Lowe and Moody [45], [46]. Compared to other network,
RBFNN has a more integrated structure and architecture. In terms
of structure, RBFNN contains three neuron layers for computation
purposes (See Fig. 1) [47]. In the input layer, m neurons represent the

input data that was transferred to the system. During the training
phase, the parameters (center and width) will be calculated in the
hidden layer. The parameters obtained will be used to calculate the
output weight in the output layer. To reduce the dimensionality from
the input to the output layer, a Gaussian activation function has been
introduced. The Gaussian activation function, ¢ (X) of the hidden
neuron in RBFNN is as follows [48], [49]:

N 2
ZW'ji Xj —CJ'
Q(X):Hz—z
7 @)
pi(x)=e 3)

where C/-, Oj are the center and width of the hidden neuron,
respectively. In this case, Xj is a input value for N input neurons and
the Euclidean norm |l | from neuron I to J can be defined as follows:

N N N
ZWjin—Ci = Z Wjin—Ci
j=1
4)

m=1\ j=1
where W'ji is the input weight between the input neuron j and the
hidden neuron i. Structurally, Xj is a input data in the training set and
the hidden neuron i. Cj is the center of the hidden neuron. The final
output of RBFNN F (Wi) is given by the following:

F(Wi):iwif/’.(xk)

2

®)

of RBENN and the output weight is given by Wi =(Wy,W5,...,Wy ) .

The aim of RBFNN is to obtain the optimal weights W; that satisfy
the desired output value. In RBFNN, the hidden neuron provides a
set of function that represents input pattern spanned by the hidden
neuron [4], [47].

Input Input Input Hidden Output Output
Neutron Data weight Neutron weight Neutron
w’ w.

1

DISIGISD

)

Fig. 1. Structure of RBFNN.

&

In this section, we will consider no training in conventional method
Radial Basis Function Neural Network. Radial Basis Function Neural
Network no-training paradigm was proposed by Vakil-Baghmisheh
and Pavesi¢ [50]. No training in Radial Basis Function is the simplest
training because all the parameters were fixed. This method of
training of RBFNN-2SAT does not have any practical value, because
the number of prototype vectors should be equal to the number of
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input data, and consequently the network will be too complex. Fig. 2
shows the steps to integrate RBFNN no training with 2SAT, which can
be abbreviated as RBFNN-2SATNT [9]:

Given a logic Programming and convert the formula into
Boolean algebra system

v

Determine the input data x=[-2, -1, 0, 1] and the target output

y, in RBFNN

¥

Determine the centers are the input values of the training data

¢=[-2,-1,0,1]
v
’ Calculate the width 5:=[0.074, 0.056. 0.094, 0.105] ‘

To assign initial values to the output weights in the output layer
by some random values in the range [-1, +1]
v
’ Compute the output linear equation actual output ‘

|f(W|)_y||§C.>

’ Performance evaluation ‘

Fig. 2. Flowchart of RBFNN-2SATNT.

The parameter Xj is the input data, whereas Cj = Xj is the center, oj
is the width, and ¢ is the tolerance value.

IV. 2SAT PROGRAMMING IN RBFNN

Kasihmuddin et al. proposed logic programming by integrating
2SAT rule with neural network [14], [51]. The weight of the
network was determined by Wan Abdullah method [2] where the
inconsistencies of 2 Satisfiability logical rule have been minimized.
The only problem of the proposed network is the rigidness of the
weight calculation. 2SAT can be embedded to RBFNN by representing
the variable as input neuron. Each input neuron xj constitutes {0,1}
which signifies False and True. By using the value from input neuron,
the parameters such as ¢; and o will be computed and the best number
of hidden neuron will be obtained. In other words, embedding 2SAT
as a logical rule makes RBFNN able to receive more input data with a
fixed value of center and width. Hence the aim of the combination is to
create a RBFNN model that classifies data based on 2SAT logical rule.
Representation of 2SAT in RBFNN is given as the following formula:

k
Pasat = v Ci

n
Vv D j
1= (6)

where k,mn € N. Cj and D j are atoms. Applying embedding
method of RBFNN, Eq. (6) will transform to:

xi=ZI(Ci)

n

+2.1(0y)

= )
1, whenCorDisTrue
|(C|)0r|(DJ)= i
0, whenCor Dis False ®)

Eq. (7) and (8) are vital in calculating training data for each 2SAT
clause. Hence the implementation of 2SAT in RBFNN is abbreviated

as RBFNN-2SAT. Table I illustrates the input data of RBFNN-2SAT for:
PZSAT :C,D(—,E(—F,K(—L

©)
TABLE 1. THE INPUT DATA AND THE OUTPUT TARGET DATA FOR
Posat =C.D—E«F K« L
Clause C,D« E«F K« L
DNF CvD Ev-—F Kv-L
The Input Data Form Xx=C+D x=E-F x=K-L
Input Data in the TrainingSetx, 0 1 2 -1 0 1 -10 1
The Target Output Data y, 0o 1 1 0 1 1 0 1 1

After finding the center and the width of the hidden layer, RBFNN
will use the Gaussian function in Eq. (3) to calculate the output
weight. As the number of clauses increase, RBFNN-2SAT requires
more efficient learning method to find the correct output weight. In
this paper, a metaheuristics algorithm will be implemented to find the
optimal output weights that minimize the following objective function:

]
f(w)= Zwi o (x)
i=1 (10)
where f (Wi ) is the final output classification of the RBFNN-2SAT.

V. GENETIC ALGORITHM IN RBFNN-2SAT

A Genetic Algorithm (GA) is a standard metaheuristic algorithm
in solving various optimization problems. Given a finite solution
space, the structure of a GA can be divided into local search and global
search [52]. In a GA, the strings populations called chromosomes are
represented in terms of solutions to the optimization problem [53].
The quality of the chromosome is denoted by the fitness value. At
every generation, the fitness value of each chromosome is estimated,
and the best fitness is selected as final solution. The chromosomes
improve their fitness by implementing three (3) operators namely
crossover, selection and mutation. Crossover promotes the exchange
of information between chromosomes. Hamadneh et al. [4] used
the GA to decide the centers of hidden neurons width and number
of the hidden neuron by minimize the sum of absolute error of the
actual outputs and the desired outputs. During selection, several
chromosomes are selected from the current population depending on
their fitness value. Mutation has been added to create genetic diversity
of the chromosomes. In this paper, GA will be used to optimize the
output weight of RBFNN-2SAT by reducing the training error. The
implementation of GA in RBFNN is defined as RBFNN-2SATGA. In
RBFNN-2SATGA, GA will calculate the output weight by using the
centers, width in the hidden neuron. The steps involved in RBFNN-
2SATGA are as follows:

Step 1

Population Initialization: The output weights represented by a
chromosome will be initialized. The representations of chromosomes
are as follows:

W, =(W1,W2,W3,....,WN)

(11)

The population has N, chromosomes containing N, of random
output weights. The aim is to minimize the objective function:
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i
1, Zwiqo,(x)so
i-1

0, Otherwise

foa (W) =

(12)

where fGA(Wi) is the objective function in the RBFNN-2SATGA
model.

Step 2
Fitness Computation: The fitness of each individual chromosome

is calculated via a basis function of RBFNN-2SAT. The basis function
used in this paper is shown in the following equation:

(13)

where fGA(Wi) is the objective function and fit; is the fitness
value.

Step 3

Selection: The chromosomes are arranged in descending order
based on the value of the fitness function. Only the best chromosomes
(with the highest fitness value) are kept while others are discarded.
The selection probability, p, for each chromosome will be calculated
by using the following equation:

fit

Pi=m—
D it
i=0

Step 4

Crossover: During the crossover phase, information from the
parent will be randomly exchanged for creating offspring with
different genetic composition. The location of the crossover will be
randomly selected. Crossover phase will determine the number of
cross-population according to the crossover rate. Given two parents w,
and w_, the offspring w* will be produced by the following equations
[54], [55]:

(14)

e :{Wm Fr(We —Wy), P, i=1,2,3,.n
i
Wy, 1-p;
m pl (15)
where p, is the probability, r is the crossover rate, w, is the

chromosome with higher probability, w_is the chromosome with
lower probability and the parameter k is choosen by the following
equation:

(- {rand(m,n), b;

mo1-p (16)

where k + m = nand k > m. The value of k is uniformly distributed
between k and m.

Step 5

Mutation: During the mutation phase, the chromosome
information will be randomly assigned within the pre-determined
range (often determined by the user). The mutation is expected to
create a newly breed of chromosome. The equation involved is as
follows:

whew _ rand (—5,5), rand(0,1) <7
" Wi, rand(0,1) > 7

(17)

new . .
is the new chromosome from mutation phase when

where Wy,
7 €[0,1].

Step 6

Termination: GA will iterate up to 10000 Generations. If a given
solution termination criterion is met, the calculation of the algorithm
is stopped or will go back to step 2 with i=i+1. The final output of
RBFNN-2SAT is a chromosome that contains optimal output weights
of RBFNN-2SATGA.

VI. DIFFERENTIAL EVOLUTION ALGORITHM IN RBFNN-2SAT

Storn and Price [22] has fruitfully introduced a new evolutionary
population-based algorithm called the Differential Evolutionary (DE)
algorithm which typically is being used in numerical optimization.
The fundamental framework of DE algorithm can be divided into
local and global search with an adaptable function optimizer [56]. The
core differences between GA and DE is that the selection operator
in DE uses an equal probability to elect parents. Hence, the chance
is independent towards the fitness value of the solutions. In the DE
algorithm, every individual solution competes with its parent and the
fittest one will win [57]. In this work, the DE algorithm will be adopted
as a learning mechanism during the training phase. The purpose of the
training is to compute the corresponding output weights that connect
hidden neurons and output neurons of RBFNN-2SAT. The stages
involved in RBFNN-2SATDE in optimizing the connection weights
between the hidden layer and the output layer is represented in Fig. 3.

Initialization of the population
W= (W, W, W, ..y W)

y
Randomly select the initial parameter
w? =w* + rand (0,1) (w" —w')

Save as
W_best
1

-
Mutation is generated according to
Output
results

wM=wl+F (w'—-w)

v

Recombination
{w"", if (rand(0,1) <C)
wR=1 "' r
' w?, otherwise,
Selection
Roif (F(wR) <f(w?))
. best = ! ! !
: w?’, otherwise,

|

Fig. 3. Flowchart of RBFNN-2SATDE.

The real parameters w and w* are lower and upper bounds,
respectively. W’ is the initial parameter value distributed uniformly on
. u M. . . .
the intervals [Wi W 1. Wi is the mutation output weight, F €[0,2] is
the mutation factor. WiR is the recombination output weight, C, €[0,1]
is the crossover probalitiy. ¢ is the tolerance value.

VII. PARTICLE SWARM OPTIMIZATION ALGORITHM IN RBFNN-
2SAT

The PSO algorithm is a class of iterative swarm-based searching
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algorithm, deployed widely as the learning algorithm or universal
optimization. The pioneer work of PSO was coined by Eberhart and
Kennedy [26] by mathematically modelling the socio-behavioral
feature of the bird flocking and fish schooling in their own population.
The remarkable feature in PSO is the existence of adjustable free
parameters, which makes it easy to implement and optimize.
Specifically, PSO adopted a vigorous searching process by impending
the best particle in a solution space [58]. Pursuing that, the potential
solutions, named particles, fly over the searching space by succeeding
the existing optimum particles. In addition, the changes in the position
of the particles occur in PSO, where it is vital in searching for the
best particle. This study adopts the PSO algorithm to optimize the
output weight among the hidden neurons and the output neurons of
RBFNN-2SAT. Therefore, the steps involved in RBFNN-2SATPSO are

represented in Fig. 4.

’ Initialization of the population w,, X, ‘

v
’ Evaluate initial populations using objetive function f (w) ‘

!
’ If f(x)<f(p>) then pP=x ‘

i++

v
’ If f(x)<f(g™) then g’ =X, ‘
¥

The particle updates its velocity:

- 3 b 3 best
W,,, = Qw,+¢ rand, (p*-x,) +¢,rand, (g - x)

The particle updates
its position: x,,, = X, +W,,,

Yes
Save as w,

Output results

Fig. 4. Flowchart of RBFNN-2SATPSO.

The parameter Q is the inertia weight, whereas g=¢,=2 are
acceleration constants, rand,= rand, are experimented arbitrarily
within [0, 1], pibest refers to the individual best position attained by
the particle of the primary swarm, and gibe’St denotes the global best
position completed by the particles of the sucessive swarm and the

position of the new particle, x, Additionally, ¢ is the tolerance value.

VIII. ArtIFiciIAL BEE CoLONY ALGORITHM IN RBFNN-2SAT

Artificial bee colony (ABC) algorithm has been introduced by
Karaboga [59] in resolving various mathematical optimization
problems. In ABC, the colony of bees contains three groups called
employed bees, onlooker bees, and scout bees. Generally, employed
bees bring quantities of nectar from the resource food to the hive.
They will share the information about the source of food with a
certain probability by dancing inside the hive. Then, onlooker bees
stay in the dancing areas and decide source of food depending on the
prospect (the probability) provided by the employed bees [32]. The
other type of bees is called the Scout Bee, which conducts the random
search for new sources of food if the quality of the food source is not
in a satisfactory state. In this paper, ABC will be used to optimize the
output weight of RBFNN-2SAT by reducing the training error. The

implementation of ABC in RBFNN is defined as RBFNN-2SATABC. In
this context, the function to be optimized is:

i
fasc Wi)= L Zl:wi(/’.(X)so

0, Otherwise
(18)
where fapc (Wi ) is the objective function of the RBFNN-2SATABC
model. The algorithm involved in RBFNN-2SATABC is as follows:
Step 1
Population Initialization: Initialize all the bee that is:

W ji = (\Nl,i W 2. yees W ji ,...,Wdi ) (19)

in RBFNN-2SAT as:

Wji :ijin +rand[0,1] (ijax_ijin) (20)

where Wjj € [Wj min * Wjmax :|, ijin and Wj max are the minimum
value and maximum value of the output weight with index of
i€{L2,...n}and J €{1,2,,d} s the number of employed bees (the
number of solutions), and d is the dimension of the solution space
(number of hidden neurons).

Step 2

Employed Bee Phase: Employed bee will search for the food
source. The new food source (solution) for employed bees, Wt}zimployed
is given as follows:

employed _ . W,
wii =wj; +rand [0,1] (WJ| WJk) 1)

where j, k are selected randomly and the w, is called the neighbor
(W‘?.mP'OVEd

ji

bee of w.. The value of fppc ) will be calculated as follows:
Jji

J
employed employed
fABc(Wji Piey ):zwji PIOYed g (x)

i=1 (22)

- employed

(23)
where fit; is the fitness value of the bee.

Step 3

Onlooker Bee Phase: The probability value of the food sources

will be calculated. Onlooker bee will perform exhange of information
based on the following probability:

: employed
flt(wi ploy )
SN
: employed
E flt(wi ploy )
i=1

By using the above probability, the food source will be obtained by
using equation (21).
Step 4

Scout Bee Phase: If the values of fitness of the employed bees are
not improving by a number continuous predetermined of iterations,
which is called (Limit) those food source are abandoned, and these
employed bee become the scouts, and generate a new solution W
for the employed bee by using the following equation:

Onlooker

Pi i~

(24)
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new {rand (-5,5), limit >trial
Wi =

Wi, Otherwise
(25)

Step 5

Termination: If the stopping criterion is met, then it stops and
the best food source is memorized, otherwise, the algorithm returns
to Step 2.

IX. EXPERIMENTAL SETUP

All the proposed RBFNN-2SAT model will be executed and coded
in Microsoft Visual C # 2008 Express program in Microsoft Window
7, 64-bit, with 500 GB hard drive specification, 4096 MB RAM, and
3.40 GHz processor. The lists of parameters used in each RBFNN-2SAT
model are summarized in Table II to Table V. Simulated data sets will
be obtained by randomly generate the input data. The choice of data
reduces the possible bias of the data which covers a wider range of
search space. Next, the number of neurons NN used in the experiment
varies from 6 < NN <108,

TABLE II. LisT oF PARAMETERS IN RBFNN-2SATGA

Parameter Value

Number of iteration 10000

Selection type Wheel selection

Number of individuals 50
Mutation ratio 1
Mutation type Uniform
Crossover ratio 1

Crossover type Single point

TABLE III. LisT OF PARAMETERS IN RBFNN-2SATDE

Parameter Value
Number of iteration 10000
C [0, 1]
F [0, 2]
Population 50

TABLE IV. LisT OF PARAMETERS IN RBFNN-2SATPSO

Parameter Value

Q 0.6

€ 2

£, 2
rand, = rand, [0,1]
Number of iteration 10000

TABLE V. LisT oF PARAMETERS IN RBFNN-2SATABC

Parameter Value
No_Employed_bees 50
No_Onlooker_bees 50
No_Scout_bees 1
Limit 1000
Trial 10000

X. RESuLTS AND DiscussioN

Hamadneh et al. [60] use mean square error as a metric to appraise
the performance of the trained RBENN. In this paper, both proposed
hybrid models will be compared by using four performance metrics
such as Root Mean Square Error (RMSE), Sum of Squares Error (SSE),
Mean Absolute Percentage Error (MAPE) and CPU Time. The equation
for each performance metrics is as follows:

RMSE :i /%(f(wi)_yi)z

(26)
SSE :i(f (w)-vi)°
i=1 (27)
MAPE :% | (f (""i?‘ Yi)
i=1 Yi (28)

where f (Wi) is the actual output value, Yj is the target output
value and n is number of the iterations. In addition, computation time
will be considered in order to evaluate the efficiency of the RBFNN
model.

07 Root Mean Square Error vs Number of Neurons

—a— RBFNN-2SATABC
06 | — — — RBFNN-2SATPSO i
= = = RBFNN-2SATDE
= = = RBFNN-2SATGA
05 | RBFNN-2SATNT 1
0.04
04 | 0.03 i
w 0.02
(2]
=
o 03 | 001 1
0
20 40 60 80
02 | 4
01 | i
0 c ‘ ‘ ‘
0 20 40 60 80 100 120
NN
Fig. 5. RMSE value for all RBFNN-2SAT models.
2000 Sum of Squares Error vs Number of Neurons
—#—RBFNN-2SATABC
- = —RBFNN-2SATPSO ’
6000 [ |- - —RBFNN-2SATDE ’ 1
- = —RBFNN-2SATGA .0
RBFNN-2SATNT
5000 ’ 1
4000 1
L
0
(%]
3000 1
2000 1
1000 b

60 120
NN

Fig. 6. SSE evaluation.
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Mean Absolute Percentage Error vs Number of Neurons
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Fig. 7. MAPE evaluation.
CPU Time vs Number of Neurons
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[
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CPU Time (S)
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Fig. 8. Computation time evaluation.

In this study, 2SAT logical rule is expected to perform comparatively
exceptional to other non-systematic logical rule such as [6], [29], [61],
[62], [63]. This is due to the variation of the number of variables in
each clause. This causes RBFNN-2SAT to alter the dimension of the
hidden layer. Imbalance signal from the hidden layer to the output
layer will lead to imbalance value of parameters (centre and width)
and high computation error. The results in Fig. 5 until Fig. 8 allow to
deduce the following findings:

1. RBFNN-2SAT can receive more input data with a fixed value of
center and width. In this case, RBFNN-2SATABC creates a model
that classifies data based on 25AT logical rule with minimum value
of RMSE, SSE and MAPE.

RBFNN-2SATABC has best performances in terms of errors as the
number of neurons is increased. In the exploration front (employed
bee), ABC locates the general range of the optimal output weight.
The value of the output weight improves significantly during
the exploitation phase (onlooker bees). Based on the result, the
probability for RBFNN-2SATABC to reach the scout bee phase
is approximately zero. In this case, RBFNN-2SATABC effectively
explores different solution space in less iterations.

In terms of computation time, RBFNN-2SATABC was reported
to be faster than the other RBFNN-2SAT model. At NN > 20, the
possibility for the conventional method RBFNN-2SATNT to be
trapped in trial and error state increases. Trial and error cause
RBFNN-2SATNT to achieve pre-mature convergence.

4. On the other hand, RBFNN-2SATGA has a relatively larger
learning error because of ineffective initial crossover. It requires
several iterations for RBFNN-2SATGA to produce high quality
output weight. During that time, the only operator that is effective
is mutation. The problem is worsened when the suboptimal output
weight is a floating number.

. RBFNN-2SATDE is reported to illustrate some drawbacks such
as tendency to be trapped at sub-optimal output weight and
slow convergence rate. In this case, RBFNN-2SATDE requires
more iterations to satisfy |f(Wi)— yi| <¢ which results in the
accumulation of error. In addition, the unbounded mutation
operator in DE tends to create numerous alternate search space
that reduces the probability of the RBFNN-2SATDE to achieve
optimal output weight.

. In another perspective, RBFNN-2SATPSO has a relatively lower
learning error compared to another model. This is due to the use
of the particle in this algorithm that mimics our proposed ABC
algorithm. Although the result for RBFNN-2SATPSO seems quite
promising, this algorithm lacks the control of the effective local
search. In this case, as t — 10000, the search space for each
particle will magnify indefinitely and result in suboptimal output
weight. Hence, RBFNN-2SATPSO will converge prematurely.

These experiments show that the ABC algorithm can be
successfully applied to train RBFNN-2SAT. Another observation is
that the effectiveness of ABC can be seen vividly when the number of
neurons increases. Moreover, ABC algorithm in RBFNN achieves more
promising performance based on RSME by 94.8%, SSE by 72.9%, MAPE
by 99.1%, and CPU time by 39.8%. This concludes that ABC in RBFNN-
2SAT could be used in practice to achieve better prediction results for
the 2SAT logic programming.

XI. CONCLUSION

A hybrid paradigm, ABC algorithm incorporated with RBFNN and
2SAT (RBFNN-2SATABC) has been fruitfully developed to foster the
learning phase with different number of neurons. Following that, the
work as reported in this paper reveals the significant differences in the
performance of RBFNN-2SATABC in terms of Root Mean Square Error
(RMSE), Sum of Squares Error (SSE), Mean Absolute Percentage Error
(MAPE), and process time (computation time in seconds). Furthermore,
the proposed paradigm offers an error of approximately 2% of
MAPE, and faster computation time compared to RBFNN-2SATGA.
Henceforth, the RBFNN-2SATABC has been clearly recognized to be
more robust than the RBFNN-2SATGA in certain aspects which include
better lower error and faster process time in performing 2SAT logic
programming. As future development, the RBFNN-2SATABC can be
improved by using different classes of Satisfiability logic ranging from,
Major Satisfiability (MAJ-SAT), Weighted SAT, Maximum Satisfiability
(MAX-SAT) and Unsatisfiable Satisfiability (MIN-UNSAT). This work
also can be applied as a traditional optimization method to solve
problems such as travelling salesman and N-queen’s problem.
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With the increase in the popularity of mobile devices, malicious applications targeting Android platform have
greatly increased. Malware is coded so prudently that it has become very complicated to identify. The increase
in the large amount of malware every day has made the manual approaches inadequate for detecting the
malware. Nowadays, a new malware is characterized by sophisticated and complex obfuscation techniques.
Thus, the static malware analysis alone is not enough for detecting it. However, dynamic malware analysis
is appropriate to tackle evasion techniques but incapable to investigate all the execution paths and also it is
very time consuming. So, for better detection and classification of Android malware, we propose a hybrid
approach which integrates the features obtained after performing static and dynamic malware analysis. This
approach tackles the problem of analyzing, detecting and classifying the Android malware in a more efficient
manner. In this paper, we have used a robust set of features from static and dynamic malware analysis for
creating two datasets i.e. binary and multiclass (family) classification datasets. These are made publically
available on GitHub and Kaggle with the aim to help researchers and anti-malware tool creators for enhancing
or developing new techniques and tools for detecting and classifying Android malware. Various machine
learning algorithms are employed to detect and classify malware using the features extracted after performing
static and dynamic malware analysis. The experimental outcomes indicate that hybrid approach enhances the
accuracy of detection and classification of Android malware as compared to the case when static and dynamic

Android Malware,
Dynamic Malware
Analysis, Machine
Learning, Static Malware
Analysis.

features are considered alone.

I. INTRODUCTION

MARTPHONES have become an open source platform for running

different types of applications (apps) such as banking, lifestyles,
gaming, education, etc. According to the site-worldwide mobile
application, download of apps reached 205.4 billion in year 2018 and
will increase continuously [1]. The fast growth in the smartphone
industry has made lot of users to use smartphones to consume
multiple services and access the Internet. The Android apps bring
lot of comfort for our life by supporting persistent communication
everywhere and also providing diverse functionalities. The expansion
of Android apps plays a vital role for the progress of upcoming
economy and mobile Internet.

The smartphones usually store user’s private data such as
messages, pictures and personal information etc. As a result, these
smartphones become the target of attackers [2], [3]. Nowadays in
smartphone industry, Android operating system (OS) has gained
the highest position throughout the world. In 2018, the wide use
of Android apps has resulted in an increase of Android malware
(approximately 2.84 million) [4]. According to the report of McAfee,
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31 million Android malware were found in 2018 and also shows that
approximate 1.9 million new samples are identified every year [5]. As
a result, it has become complicated to manually process large amount
of Android malware samples. Thus, it becomes a most challenging
task for antivirus companies to detect and classify malware. To evade
the problem of handling large amount of malware samples manually
and the malware obfuscation, the researchers start finding efficient
techniques of Android malware detection and family classification.

The researchers are making use of several methods for detection of
Android malicious apps. The traditional method to identify Android
malware is relying on a signature based technique in which the
signature of an app is matched with the already existing signatures
present in the database. The major limitation of this technique is
that it cannot identify unfamiliar malware. The ongoing research
for detection and classification of malware is based on two methods
i.e. static and dynamic malware analysis [2]. Static malware analysis
method examines the code of the app to detect the malicious patterns
without running the code [6]. It provides fast detection and high
efficiency. But this method fails to identify the Android apps which
make use of code obfuscation techniques [7]. The dynamic malware
analysis method investigates the behavior of app while executing in
a virtual environment. It is more efficient but this method is resource
and time intensive. Moreover, this type of analysis is incapable
to investigate all the execution paths. In order to strengthen the
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accuracy, the features acquired from both static and dynamic analysis
can be integrated [8]. Moreover, there exists only limited benchmark
datasets available publically to evaluate the proposed machine
learning techniques.

In this paper, we have worked on both detection and family
classification of Android malware. Here detection relates to a binary
classification problem which consists of two classes “malware” and
“benign” and family classification relates to the multiclass classification
problem which consists of 13 malicious families. Android malware
family signifies a group of malicious programs that share common
behavior and are generated from the same source code. We propose a
hybrid approach for detection and classification of Android malicious
apps. It depends on the fusion of static and dynamic malware analysis.
Initially, we perform static malware analysis for extracting static
features based on API calls, command strings, permissions and intents.
Then, we performed dynamic malware analysis to extract features
using CuckooDroid [9]. CuckooDroid is an extension of cuckoo
sandbox which is used for automatic analysis of Android suspicious
files [10]. The features considered for dynamic malware analysis are
based on cryptographic operations, dynamic permissions, information
leaks and system calls. In order to strengthen the accuracy, we
integrate the features acquired from both static and dynamic malware
analysis. Considering the presence of irrelevant, noisy and redundant
features, an information gain ranking algorithm is applied to extract
the relevant features.

A. Research Contributions
The major contributions of the paper are as follows:

. Two datasets ie. binary and multiclass (family) classification
datasets are created (using static and dynamic malware analysis)
and shared publically on GitHub and Kaggle.

. Feature selection method is used to choose the appropriate set of
features for both the datasets.

. The relevant features selected for both static and dynamic malware
analysis are integrated.

. Machine learning (ML) algorithms belonging to different
categories are employed and evaluated on both the datasets for
static, dynamic and integrated features.

B. Organization

The rest of the paper is structured as follows: section II summarizes
the related work on classification and identification of Android
malware. Section III describes the proposed methodology. Section IV
demonstrates the experimental outcomes based on different evaluation
parameters. Section V concludes the paper and provides future scope.

II. RELATED WORK

In the literature, researchers have developed various novel
techniques for identification and classification of Android malware
using ML methods. Current malware identification methods fall under
two categories i.e. static and dynamic malware analysis [11]. This
section discusses the work associated with malware detection and
classification based on static and dynamic malware analysis using ML
methods.

A. Static Malware Analysis

The static malware analysis is the way to discover the malicious
patterns in app by examining its code. In order to find out the
malicious patterns [12], it uses disassemble techniques to decompile
the app source code [13]. This subsection includes the research papers
related to static malware analysis which focuses on detection and
classification of Android malware.

Li et al. [14] suggested a malware identification system known
as significant Permission Identification (SigPID). They build 3 levels
of pruning by extracting permission data to determine the relevant
permissions that can be to distinguish between malware and benign
apps. The authors employed ML methods to classify the Android
apps. The experimental results show that SigPID performs better
with 93.62% of accuracy as compared to existing approaches. In
[15], the authors suggested a highly efficient method to extract API
calls, permission-rate, surveillance system events and permissions
as features. They constructed a model based on ensemble Rotation
Forest to identify whether an app is malicious or benign. The results
demonstrate that the proposed approach obtained highest precision
of 88.16% with 88.26% accuracy at the sensitivity of 88.40%. Yerima
and Sezer [16] introduced a novel fusion technique (DroidFusion)
which includes amalgamation of various ML techniques for improving
accuracy. The DroidFusion creates a model by training classifiers and
then they employed a feature ranking algorithm on the predictive
accuracies in order to acquire a final classifier. The results indicate
that DroidFusion is more superior than stacking ensemble method.
In [17], the authors presented a multimodal deep learning based
framework for the identification of Android malware. They extracted
diverse features and refined these using similarity based or existence-
based method. The results show that the accuracy obtained by the
multimodal deep learning framework is 98%. Feizollah et al. [18]
presented an analysis of the usefulness of intents for classifying
the malicious apps. They reported that intents are more important
feature than permissions for classification of malware. The results
demonstrate that detection rate of intent and permission is 91% and
83% respectively. The authors also indicate that the detection accuracy
of combined features is 95.5% which is higher than the individual
features. In [19], the authors explored the risk based on permissions
in Android apps. They applied T-test, correlation coefficient and
mutual information to rank the specific permission according to their
risk. Principal component analysis and sequential forward selection
are employed to determine the subsets of risky permission. They
evaluated the effectiveness of risky permission for detection of malapp
with Decision Tree (DT) Support Vector Machine (SVM) and Random
Forest (RF). The results indicate that the detection accuracy of malapp
detector is 94.62% with 0.6 False Positive Rate (FPR). Dhalaria et al. [20]
performed a comparative analysis between different base classifiers
such as SVM, Logistic Regression (LR), Naive Bayes (NB) K-Nearest
Neighbor (K-NN), DT, RF and ensemble techniques (Bagging, Stacking
and Boosting). The experimental results demonstrate that the stacking
ensemble technique found to be more superior then the base classifiers.
Dhalaria et al. [21] employed a convolutional neural network (CNN) to
classify Android malicious apps. The grayscale images of classes.dex
and AndroidManifest.xml are created which are extracted from the
Android package. The experimental results indicate that the classes.
dex file performs better in comparison to AndroidManifest.xml.

The static malware analysis is quicker in analyzing the code but
it fails against code obfuscation techniques and morphed malware.
The dynamic malware analysis overwhelms the constraints of static
malware analysis.

B. Dynamic Malware Analysis

It executes the samples in runtime environment such as an emulator
and a virtual machine to track the behavior of the app. This section
includes the literature on detection and classification of Android
malware using dynamic malware analysis.

Cai et al. [22] presented a novel classification approach (DroidCat)
which is based on dynamic analysis. The authors used a set of dynamic
features such as method calls, app resources and Inter-Component
Communication. The experimental outcomes indicate that DroidCat
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obtained 97% accuracy and F-measure for classifying the Android
malicious apps. In [23], the authors proposed a dynamic analysis
framework i.e. EnDroid which used different types of dynamic features
for the identification of malware. They employed a chi-square algorithm
to select the relevant features and applied an ensemble learning
technique to differentiate between malware and benign apps. Das et
al. [24] proposed the model named as frequency centric for feature
construction using system calls to effectively identify the malware.
The authors build a ML method using Multilayer Perceptron (MLP)
in FPGA in order to train a classifier. They found that the proposed
approach obtained low power consumption, fast detection and high
accuracy. In [25], the authors addressed TaintDroid, a dynamic taint
tracking which is proficient of continuously tracking various source
of sensitive data. As a result, it provides security service firms seeking
and essential input for Android users to identify malicious apps. Chen
et al. [26] presented a framework which uses a classification scheme
named as Model-Based Semi-Supervised (MBSS). The authors also
compared their proposed approach with the existing approach such
as K-NN, Linear Discriminant Analysis (LDA) and SVM. The results
indicate that the proposed approach achieves 98% accuracy at very
low FPR. In [27], the authors designed and implemented a dynamic
analysis method named as DroidTrace. It examined the system calls
which are executed in dynamic payloads. DroidTrace also carried out
physical alteration to trigger numerous dynamic loading behaviors
within an app.

The dynamic malware analysis can detect the unfamiliar malware
that a static analysis cannot but it takes more time and resources.
Moreover, it explores only a single execution path.

C. Hybrid Malware Analysis

Gandotra et al. [8] suggested that single approach either dynamic
or static is not sufficient for accurately classifying the malware due to
the obfuscation and execution stalling. To overcome this problem, the
researchers have started to make use of a hybrid analysis approach.
This section includes the work done in the field of hybrid malware
analysis which focuses on detection and classification of Android
malware.

Yuan et al. [28] introduced an engine named as DroidDetector
which automatically characterized the app as either malware or
benign. The authors extracted the features using static and dynamic
analysis. The experimental results demonstrate that DroidDetector
obtained highest accuracy 96.76% when compared with conventional
ML techniques. In [29], the authors proposed the hybrid approach
for identification of malware using static and dynamic analysis.
They created the normal and malicious pattern sets by matching the
pattern of benign and malware apps with each other. To determine
the unknown app, the authors also compared these with both normal
and malicious pattern sets offline. The results demonstrate that the
proposed approach obtained better detection rate. Martin et al.
[30] presented an OmniDroid dataset consisting of 22,000 malware
and benign samples. They developed a framework for static and
dynamic analysis of apps and applied ensemble learning classifiers
for identification of malicious apps. In [31], the authors presented an
Android Application Sandbox (AASandbox) which is capable to carry
out both dynamic and static analysis to identify malicious apps. For
providing distributed and fast detection, they deployed the detection
algorithm and sandbox in the cloud. The results show that AASandbox
is more efficient than antivirus apps available for Android OS.

From the literature survey, it is found that the hybrid approach
is capable to classify the Android apps more accurately. Though, a
lot of work has been reported in the literature on detection (binary
classification) of Android apps using hybrid approach but the least
focus has been paid on family classification of Android malware.

Moreover, there exist only two benchmark datasets i.e. Malgenome
[3] and Derbin [32] which have been made public over past few years.
These datasets include old Android apps and were created in the years
2012 and 2014 respectively. But nowadays, evolving malwares are so
sophisticated and complex that they cannot be recognized easily. This
paper presents the approach used for creating our own datasets. These
consist of recent Android apps and we have made these publically
available on GitHub and Kaggle. These would help the research
community to evaluate their proposed ML techniques for malware
classification. Different machine learning algorithms are employed
on these two datasets to perform binary and family classification of
Android apps when both static and dynamic features are integrated.

III. PROPOSED METHODOLOGY

This section discusses the proposed methodology for detection and
family classification of Android apps. It consists of three phases i.e.
data collection, data preparation and detection & family classification.
In the first phase, data is collected from various sources such as
virusshare [33], apkmirror [34] and apkpure [35]. In the second phase,
MD5 hash is applied to remove the duplicate apps and then these
apps are examined using Avira Antivirus (AV) tool [36]. The static
and dynamic malware analysis is performed to extract features from
the Android apps. Static features are extracted using self-developed
python script which uses multiple automated tools such as Baksmali
Diassembler [37], String [38] and AXMLPrinter2 [39]. The features
extracted using static malware analysis includes API calls, command
string, permissions and intents. Dynamic features are extracted using
CuckooDroid [9] which analyzes the behavior of app during runtime.
The features extracted using dynamic malware analysis include
dynamic permissions, cryptographic operations, information leaks
and system calls. After feature extraction, an information gain feature
ranking algorithm is employed in order to remove the noisy, irrelevant
and redundant features. Various ML classifiers such as SVM, DT, RF,
NB, K-NN PART and MLP are employed to identify and classify the
Android apps. Fig. 1 shows the workflow of the proposed methodology.

A. Data Collection (Phase-I)

The initial phase of the proposed methodology is data collection.
The Android apps are collected from multiple sources such as apkpure,
apkmirror and virusshare. These apps are stored in Android application
packages (.apk) file format. A total of 4400 recent Android apps are
downloaded from these sources. The malicious apps are downloaded
from virusshare after getting registered with their website and also
getting permission from the administrator. The benign apps are
collected from apkpure and apkmirror.

B. Data Preparation (Phase-II)

This subsection discusses various steps used for data preparation.
These include removing duplicate applications, labelling, feature
extraction and feature selection.

1. Removing Duplicate Applications

MDS5 hash algorithm is employed on the collected Android apps to
eliminate the duplicate ones. After removing the duplicates, we are left
with 3547 Android apps.

2. Labelling

The unique Android apps obtained from the previous step are
scanned using Avira Antivirus (AV) tool for labelling. After labelling,
out of 3547 apps, 1747 are malicious and 1800 are benign. Furthermore,
1747 malicious apps are further labelled as 13 malware families as
shown in Fig. 2.
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Fig. 2. Graphical representation of Android malware families.

3. Feature Extraction

Various features are extracted using static and dynamic malware
analysis. In static malware analysis, we have extracted four different
types of static features i.e. API calls, intents, permissions and command
strings using self-developed python script which uses several
automated tools such as Baksmali Disassembler, AXMLPrinter2 and
string. In dynamic malware analysis, we have extracted four different
types of dynamic features i.e. cryptographic operations, dynamic
permissions, information leaks and system calls using CuckooDroid
(Android malware analysis tool). The detailed description related
to feature extraction using static and dynamic malware analysis is
explained below.

a) Using Static Malware Analysis

It is performed without executing the code. It uses various
disassemble techniques to decompile the app source code. To extract
the static features, we developed a python script which uses various
automated tools i.e. Baksmali Disassembler, AXMLPrinter2 and string.

The features extracted for analysis using these tools are API calls,
permissions, intents and command strings. The process of extracting
features is shown in Fig. 3. The .apk file is saved in compressed zip
format. To view the content of .apk file, we first need to unzip or unpack
it. The .apk file consists of classes. dex file, Android Manifest file, res,
lib and assets folder. Through this, we extracted four different types
of static features using different static tools. Classes.dex file contains
information about API calls, Android Manifest file contains information
about permission and intents and the rest contains information about
command strings. These features are selected on the basis of existing
literature and the official site of Android which says that these specific
features are more prominent in malicious applications [16], [40].

+ API calls: It is used to interact with the device. These contain
the method, classes and packages to help developers to build
apps. The Android is based on java programming language and
Java compiler converts the source code into java bytecode. It uses
Dalvik Virtual Machine (DVM) after disassembling java bytecode,
it gives information about packages, methods and classes. A total
of 47 API calls are extracted using a self-developed python script
after decompiling classes.dex with Baksmali Disassembler.

« Permissions: The main purpose of permissions is to secure the
privacy of the users. The apps must request permission to access
user sensitive information and system features. The system
sometimes gives permission itself or could provoke users to accept
the request. Permission is mainly declared in the AndroidManifest.
xml. A total of 277 permissions are extracted using a self-
developed python script after decompiling AndroidManifest.xml
with AXMLPrinter2.

« Command strings: It is one of the static features which is used for
identification of Android malware. It analyzes the command string
which is present in lib, res, assets folder. A total of 6 command
strings are extracted using a self-developed python script after
decompiling lib, res and assets with string.
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+ Intents: Intents are found in Manifest.xml. It infers the intentions
of apps e.g. pick a contact, dial a number etc. Intents are extracted
from manifest.xml after decompiling with AXMLPrinter2. A total
of 22 intents are extracted using a self-developed python script
after decompiling AndroidManifest.xml with AXMLPrinter2.
Table I lists some of the examples of static features considered
under these four categories.

Android applications
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—
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[ Al AXMLPrinterz | Itents,

Tools used Features extracled

N 1 “
Baksmall L apican

Disassembler |
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Fig. 3. Process of extracting static features.

b) Using Dynamic Malware Analysis

Itis performed while executing the code in the runtime environment.
The runtime behavior information of the apps is obtained using the
open source dynamic analysis tool named as CuckooDroid. It is an
extension of cuckoo sandbox, the open source software for executing
and analyzing the apps. It automatically executes and analyzes files
and collects the information of the file at runtime. CuckooDroid is
liable for handling the Android emulator and produce report at the
termination of analysis. Cuckoo’s infrastructure consists of a guest
machine (i.e. the virtual machine that carry out analysis) and the
host machine (i.e. the management software). The host runs the
main components of the sandbox that controls the whole analysis
process, whereas the guest machine is the isolated environment where
the Android malware samples are carried out. The guest machine
consists of Linux virtual machines that run Android emulator, which
is monitored by the machinery module. The main work of Android
emulator is to carry out the execution of apps, collect information and
report it back to CuckooDroid. Every Android malicious file is run
until all processes are finished or a timeout of 180 seconds is reached
which means an Android sample is given a maximum of 180 seconds
for analysis. After the analysis of particular sample is over, the results
are compiled in JSON format. We need a guest machine which is to
be rooted Android Virtual Device (AVD) with xposed framework [41]
and with its two module i.e. Emulator Anti-Detection and Droidmon.
Python 2.7 is used to run the analyzer code and python agent on guest
machine. The role of the python agent is for analysing code, receiving
APK file, and carrying out the analysis. The python analyzer executes
apps, send screenshots back to host, send dropped files back to host.
It is liable for terminating the analysis and sending back some log file
to host. After the complete procedure, the log reports are collected
which is in the Java Script Object Notation (JSON) format. The reports
produced by Cuckoo Droid for different apps are then parsed and saved
to the database in CSV format using Python script. Afterwards, these
are used for detection and classification of malware. The process of
extracting dynamic features is shown in Fig. 4. The features extracted
for analysis are cryptographic operations, information leaks, dynamic
permissions and system calls.

These features are selected on the basis of existing literature and
the official site of Android which says that these specific features are
more prominent in malicious applications [22], [40], [42]. The detailed
description of these four features is explained as follows:

« Cryptographic operations: Malware accepts these operations
to target premium sms number, encrypt root exploits, malicious

]
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Fig. 4. Process of extracting dynamic features.
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payload etc. To distinguish various cryptographic behaviors, these
features are formed as <action>_<algorithm >. Here <action>
includes various operations like key generation, decryption and
encryption and the <algorithm> includes various cryptographic
algorithms. A total of 79 cryptographic operations are extracted
using CuckooDroid.

+ Dynamic permissions: It is considered as one of the important
dynamic features to analyze the behavior of apps. Dynamic
permissions are those permissions which are executed at the
runtime environment. A total of 71 dynamic permissions are
extracted at runtime using CuckooDroid.

+ Information leaks: Confidential and personal data has newly
gained more attention. Malware usually vigorously harvests
numerous data on contagious devices, such as contact information,
IMEI, SMS contents, credential information related to social
network and banking etc. The collected data may be used to make
profits, keep track on users and acquire authorized account etc.
These features are defined as <source>_<sink>. Here <source>
includes operations gaining confidential data and the <sink>
includes operations leaking confidential data. A total of 123
information leaks are extracted at runtime using CuckooDroid.

« System Calls: It is one of the most important dynamic features
of Android app. It is an efficient feature for intrusion detection
in a mobile device. Through system calls, Android apps take
services of the kernel. The kernel offers useful functions to apps
such as device security, process related to operations and power
management etc. These malware usually invokes sigprocmask,
getuid, ptrance to affect the execution of other apps. A total of 50
system calls are extracted at runtime using CuckooDroid. Table II
lists some of the examples of dynamic features considered under
these four categories.

After performing static and dynamic malware analysis, a total of 352
static and 323 dynamic features are extracted from all the Android apps
considered in this work. Thus, we have come up with two datasets. First
is a binary classification dataset consisting of 1747 malicious and 1800
benign apps. Second is a multiclass classification dataset consisting
of 1747 malicious apps belonging to 13 malware families. Both these
datasets are made public on GitHub and Kaggle (Link: https://github.
com/Meghna-Dhalaria/Android-malware-dataset) and (Link: https://
www.kaggle.com/meghnadhalaria/android-malware-detection-and-
classification) respectively.

4. Feature Selection

It is also known as attribute selection. It is used for dimensionality
reduction which helps in choosing relevant features. Irrelevant and
redundant features can decrease the quality of the classification model
and the accuracy. Higher dimensional datasets required more space
and computation time [43]. Selecting the relevant features will help
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TABLE 1. ExAMPLES OF STATIC FEATURES CONSIDERED

Number of

Features Examples Feature value
features
onserviceConnected, Ljavax.crypto.spec.SecretKeySpec, getBinder, If an API call (out of 47) is existing in the
API Calls 47 android.os.Binder, Ljava.net. URLDecoder, ServiceConnection, KeySpec, classes.dex then the value of that feature is set
Ljava.lang.Class.getMethods to 1 otherwise 0.
GET_TASKS, READ_PHONE_STATE, WRITE_EXTERNAL_STORAGE, If a permission (out of 277) is existing in the
Permissions 277 RECEIVE_BOOT_COMPLETE, READ_SMS, SYSTEM_ALERT _ Manifest.xml file then the value of that feature
WINDOW, RECEIVE_SMS, ACCESS_NETWORK_STATE is set to 1 otherwise 0.
Command If a command string (out of 6) is existing in
Strinss 6 Chown, /system/bin, mount, /system/app, remount the res, lib, assets folder then the value of that
& feature is set to 1 otherwise 0.
CALL_BUTTON, SET_WALLPAPER, NEW_OUTGOING_CALL, If an intent (out of 22) is existing in the
Intents 22 SCREEN_OFF, PACKAGE_CHANGED, ACTION_SHUTDOWN, Manifest.xml file then the value of that feature
BATTERY_LOW is set to 1 otherwise 0.
TABLE II. ExAMPLES OF DYNAMIC FEATURES CONSIDERED
Features Number of Examples Feature value
features
. If a cryptographic operation (out of 79) is
Cryptogr.aphlc 79 Decryption_AES, encryption_AES, keyalgo_AES present in JSON file then the value of that
Operations . .
feature is set to 1 otherwise 0.
. If a dynamic permission (out of 71) is present
Dynamic 71 AUDIO_FILE_ACCESS, ACCESS_ GOOGLE_ PASSWORDS, WRITE _ in JSON file then the value of that feature is
Permissions CONTACT _DATA, READ_CONTACT_DATA .
set to 1 otherwise 0.
Information IMEI File, IMSI_Network, IMSI_File, PHONE_NUMBER_File, IMEL_ Ifan information leak (out of 123) is present in
123 JSON file then the value of that feature is set
Leaks Network R
to 1 otherwise 0.
. . . . If a system call (out of 50) is present in JSON
System Calls 50 ptrace, recvfrom, sigprocmask, write, wait4, sendto, getpid, read, file then the value of that feature is set to 1

recvmsg, chmod, sendmsg

otherwise 0.

in reducing the space and time complexity and also help in increasing
the accuracy. In this work, we have employed an information gain
feature ranking algorithm [44] to select the relevant features for
better detection and classification of Android malware. Information
gain calculates the quantity of information provided about the class.
It makes use of entropy to compute the homogeneity of samples. The
entropy H(X) of the dataset (having ¢ number of classes) is calculated
as given in equation (1).

H(X) = Xi_1 —pilog2 pi (1)
Where p, is the probability of class i in the dataset X. The dataset is

then split on the different attributes A. The entropy for a dataset with
respect to attribute A i.e. H(X, A) is calculated using equation (2).

H(X,A) = YyeaP(c)H(c) ()

Here k represents the possible values of the attribute A.

Information gain achieved by an attribute is expressed as shown in
equation (3). Greater the Information Gain (IG) of a particular feature,
more important the feature is.

16 = H(X) — H(X,A) ®)
The information gain method assigns rank and weight to each

feature. We have not considered the attributes with zero weight. Thus
out of 352 features, we are left with 110 static features for binary

classification dataset (named as Dataset-1) and 47 static features for
family classification dataset (named as Dataset-2). Fig. 5 and Fig. 6
show the top 20 selected attributes for detection (Dataset-1) and family
classification (Dataset-2) datasets respectively.

The datasets created using dynamic malware analysis consist of
323 features. Out of 323 features, we are left with 99 dynamic features
in Dataset-1 and 35 features in Dataset-2. Fig. 7 and Fig. 8 show the
top 20 selected dynamic features for detection (Dataset-1) and family
classification (Dataset-2) datasets respectively.

The summary of both the datasets i.e. Dataset-1 and Dataset-2
before and after feature selection is given in table III. Fig. 9 shows the
various steps for preparing these two datasets.

TABLE III. DESCRIPTION OF DATASET (WHERE, # STANDS FOR NUMBER OF)

. . #Feature extracted #Feature selected
Dataset #Benign #Malicious

Name apps apps
Static Dynamic Static Dynamic
Dataset-1 1800 1747 352 323 110 99
Dataset-2 - 1747 (with 13 5, 323 47 35

families)
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Fig. 6. Top 20 selected static features for family classification dataset (Dataset-2).
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Fig. 7. Top 20 selected dynamic features for detection dataset (Dataset-1).
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Fig. 8. Top 20 selected dynamic features for family classification dataset (Dataset-2).
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Fig. 9. Process of Data Preparation.

C. Detection and Family Classification (Phase-III)

Various ML algorithms i.e. SVM, RF, DT, NB, K-NN, PART and MLP
are used to build models for detection and classification of Android
malware. These models are trained using 5-fold cross validation, in
which the whole dataset is divided into 5 equal parts. Four parts are
used to train the model and the remaining part is used for testing
at every run. This section provides the brief introduction of ML
algorithms and the evaluation parameters used for evaluating these
algorithms.

1. Machine Learning Algorithms
The various ML algorithms used in this work are as follows:

« K-NN is one of the easiest supervised learning methods. It is also
called as lazy learner [45]. This method does not depend upon the
structure of data, whenever the new instance arises; it finds the
closest training samples to the new instance by using distance
measures such as Euclidean distance, Manhattan distance. At the
end, by using the majority voting concepts it finds the class of the
new instance.

+ SVM is a method [46] which divides the data using a hyperplane.
It acts like a decision boundary. It randomly draws the hyperplane
and then computes the distance between the hyperplane and the
closest data points (also called as support vector). It attempts to
identify the optimal hyperplane that maximizes the margin.

« RF is an ensemble learning technique which involves a large
number of individual decision trees that act as an ensemble [47].
Every decision tree produces a classification for input data and
then RF collects the classification and illustrates the result based
on majority voting.

« The structure of DT is like a tree, where non-leaf or internal node
demonstrates a test on an attribute, topmost node represents the
root node, terminal or leaf node holds a class label and the branch
of the tree demonstrates the results of the test. In this work, we
have used C4.5 algorithm to classify Android malware [48].

« The concept of NB is based on Bayes theorem. It forecasts the
class membership probabilities i.e. the probability that a given
tuples relates to an individual class. It is used for both binary and
multiclass classification problems [49].
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« PART is a partial decision tree algorithm. It is a separate and
conquer rule learner. This technique produces sets of rules known
as decision list. A new sample is compared to each rule and then
the sample is assigned the class of the first matching rule [50].

« Multilayer Perceptron (MLP) is also called as Multilayer Neural
Networks [51]. It consists of an input layer, an output layer and
the hidden layer. It has various output units. The units of the
hidden layer become input for the next layer. Semwal et al. [52],
[53] worked in the field of different classification problems using
deep learning techniques such as DNN based classifier and ANN.
In [54], the authors [54] worked in the Extreme Machine Learning
(ELM) for classification and prediction of gait data. In our work, we
applied MLP for detection and classification of Android malware.
We run the MLP for hidden layer h=3 and h=5 for Dataset-1 and
Dataset-2 respectively. The activation function used for Dataset-1
and Dataset-2 are sigmoid and Softmax respectively. The learning
rate is considered to be as 0.3. Fig. 10 shows the general framework
of backpropagation based on neural network [53].

Connections with weighted W,

Input 1 @ o,
H @Output‘
Input 2 @ 270 Yo,

Hl3 e
Input n @ 13
e
in n
\ J \ \ )
Y Y
Input layer Hidden layer Output layer

Fig. 10. General framework of backpropagation based on neural network [53].

The algorithm first initializes the weights to all nodes and then
calculates the net input and output. It calculates the error rate and
propagates it back. At the end, it updates the bias and weights and run
the loop until the error becomes below the threshold.

2. Evaluation Parameters

The performances of the classifiers are assessed on the basis of
various metrics such as precision, true positive rate (TPR), F-measure,
false positive rate (FPR), Matthews correlation coefficient (MCC) and
Area under curve (AUC) [55]. These performance metrics are defined
using true negative (TN), false positive (FP), false negative (FN) and
true positive (TP).

« TPR: It is also known as recall or sensitivity. It is defined as the
ratio of true positive cases divided by the total number of actual
positive cases. It is computed as shown in equation (4).

TP
TPR = 75in (4)

« FPR: It is the ratio of false positive cases divided by total number
of actual negative cases. It is computed as given in equation (5).
FP
FPR = TN+FP (5)
« Precision: It is defined as the ratio of actual true predictive
instances divided by the total number of true cases. It is computed
as shown in equation (6).

TP
TP+FP (6)

Precision =

« F-measure: It signifies the harmonic mean of recall and precision.
It is calculated as shown in equation (7).

2x(PrecisionxRecall)

F —measure = —
(Precision+Recall) (7)

« Accuracy: It is the ratio of true positive and true negative
instances divided by the total number of instances. It is calculated
as shown in equation (8).

TP+TN

Accuracy = —————
Y = TPrFP+FN+TN 3)

« MCC: It is used to measure the quality of binary classification
algorithms. Its value lies between -1 to +1. Here -1 means inverse
prediction and +1 means a perfect prediction. It is calculated as
shown in equation (9).

TPXTN—FPXFN
\(TP+FN)(TP+FP)(TN+FP)(TN+FN) 9)

MCC =

« AUC curve: It is one of the most significant parameters to
measure the performance of classification models. It represents
the measure of the separability.

IV. EXPERIMENTAL RESULTS

This section describes the experimental results based on static,
dynamic and the hybrid features. Seven different ML technique are
used which are run on python 3.7 under Intel Core i5 processor, 64
bit with 8GB RAM. We conducted the experiments using 5-fold cross
validation method and evaluated the ML techniques on the basis of
various evaluation parameters like TPR, F-measure, Accuracy, FPR,
Precision, AUC and MCC.

A. Classification Results Based on Static Features

Seven ML algorithms are used to detect and classify malware on
detection (Dataset-1) and family classification (Dataset-2). These
algorithms are carried out in python script through sklearn [56] library.

Table IV demonstrates the evaluation results of ML techniques
on static malware analysis for Dataset-1. It shows that RF gives the
best accuracy of 96.50% followed by K-NN and MLP with accuracy as
95.74% and 95.71% respectively.

Fig. 11 shows the comparison of different classifiers based on
accuracy and MCC of static features for Dataset-1. It indicates that RF
performs better in comparison to other classifiers. The accuracy and
MCC obtained by RF is 96.50% and 0.933 respectively.

Table V shows the evaluation results of ML techniques using
static features for family classification on Dataset-2. It is found that
RF algorithm gives better accuracy i.e. 86.72% followed by SVM and
DT which gives and accuracy of 85.86% and 84.77% respectively. The
TPR, precision and F-measure obtained by RF is 0.867, 0.870 and 0.866
respectively which are better results than those obtained by other
classifiers.

Fig. 12 shows the comparative analysis of different classifiers
based on accuracy for Dataset-2. The maximum accuracy of 86.72% is
obtained by RF. This value is much smaller than the results obtained
in static malware analysis for detection of malware in case of binary
classification.
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TABLE IV. CLASSIFICATION RESULTS USING STATIC FEATURES FOR DATASET-1

Classifiers TPR FPR Precision F-measure MCC AUC Accuracy (%)
SVM 0.943 0.057 0.943 0.943 0.887 0.943 94.33
DT 0.950 0.050 0.950 0.950 0.901 0.970 95.03
NB 0.874 0.124 0.878 0.874 0.752 0.948 87.42
RF 0.965 0.035 0.965 0.965 0.933 0.990 96.50
K-NN 0.957 0.042 0.958 0.957 0.915 0.989 95.74
PART 0.950 0.050 0.950 0.950 0.900 0.975 94.98
MLP 0.957 0.043 0.957 0.957 0.914 0.986 95.71

TABLE V. CLASSIFICATION RESULTS USING STATIC FEATURES FOR DATASET-2

Classifier TPR FPR Precision F-measure AUC Accuracy (%)
SVM 0.859 0.023 0.863 0.857 0.962 85.86
DT 0.848 0.023 0.852 0.847 0.949 84.77
NB 0.751 0.032 0.792 0.756 0.967 75.10
RF 0.867 0.024 0.870 0.866 0.982 86.72
K-NN 0.845 0.024 0.847 0.843 0.966 84.48

PART 0.840 0.024 0.842 0.839 0.947 84.02

MLP 0.830 0.026 0.832 0.830 0.964 82.99
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Fig. 11. Comparison of different classifiers based on (a) Accuracy (b) MCC using static features for Dataset-1.
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Fig. 12. Comparison of different classifiers based on accuracy using static
features for Dataset-2.

B. Classification Results Based on Dynamic Features

The static malware analysis is quicker in analyzing the code but it
fails against code obfuscation techniques and morphed malware. So to
overcome this problem, we considered the dynamic features for better

detection and classification of malware. Seven ML algorithms are used
to detect and classify malware on detection (Dataset-1) and family
classification (Dataset-2) datasets.

Table VI shows the evaluation results of ML techniques
on dynamic malware analysis for malware detection (binary
classification) on Dataset-1. Among all these classifiers, RF is
found to be more superior and accurate than other classifiers. The
accuracy acquired by RF is 97.01% followed by SVM and MLP with
96.53% and 96.53% respectively.

Fig. 13 shows the comparative analysis of different classifiers
based on accuracy and MCC using dynamic features for Dataset-1. It
indicates that RF performs better in comparison to other classifiers.
The accuracy and MCC obtained by RF is 97.01% and 0.940 respectively.

Table VII shows the evaluation results of ML techniques on dynamic
malware analysis for family classification on Dataset-2. Among all
these classifiers, RF is found to be more superior and accurate than
other classifiers. The accuracy obtained by RF is 88.60% followed by
SVM and DT with 86.85% and 84.25% respectively. The TPR, precision
and F-measure obtained by RF is 0.886, 0.888 and 0.885 respectively
which are better values than those obtained by other classifiers.

Fig. 14 shows the comparative analysis of different classifiers based
on accuracy using dynamic features for Dataset-2. The maximum
accuracy of 88.60% is obtained by RF. This value is much smaller than
the results obtained in dynamic malware analysis for detection of
malware (binary classification).

TABLE VI. CLASSIFICATION RESULTs USING DyNAMIC FEATURES FOR DATASET-1

Classifier TPR FPR Precision F-measure MCC AUC Accuracy (%)
SVM 0.965 0.035 0.965 0.965 0.931 0.965 96.53
DT 0.953 0.048 0.953 0.953 0.905 0.973 95.26
NB 0.942 0.057 0.943 0.942 0.885 0.989 94.19
RF 0.970 0.030 0.970 0.970 0.940 0.996 97.01
K-NN 0.961 0.039 0.961 0.961 0.922 0.990 96.08
PART 0.959 0.041 0.959 0.959 0.918 0.970 95.88
MLP 0.965 0.035 0.965 0.965 0.931 0.988 96.53
TABLE VII. CLASSIFICATION RESULTS USING DYNAMIC FEATURES FOR DATASET-2
Classifier TPR FPR Precision F-measure AUC Accuracy (%)
SVM 0.864 0.021 0.871 0.866 0.985 86.85
DT 0.843 0.026 0.843 0.841 0.947 84.25
NB 0.800 0.029 0.805 0.795 0.951 79.96
RF 0.886 0.018 0.888 0.885 0.991 88.60
K-NN 0.839 0.025 0.842 0.837 0.967 83.91
PART 0.841 0.026 0.838 0.836 0.950 84.08
MLP 0.829 0.027 0.828 0.825 0.947 82.88
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Fig. 13. Comparison of different classifiers based on (a) Accuracy (b) MCC using dynamic features for Dataset-1.
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Fig. 14. Comparison of different classifiers based on accuracy using dynamic
features for Dataset-2.

C. Classification Results Based on Integrated Features

Single approach either static or dynamic is inadequate for correctly
classifying the malware due to the obfuscation and execution stalling.

So to overcome this problem, we make use of a hybrid analysis
approach. We integrated the features obtained from both static and
dynamic malware analysis. Seven ML algorithms are used to detect
and classify malware on detection (Dataset-1) and family classification
(Dataset-2) datasets.

Table VIII shows the evaluation results of ML techniques on
integrated features for Dataset-1. Among all these classifiers, RF is
found to be more superior and accurate than other classifiers. The
accuracy acquired by RF is 98.53% followed by SVM and K-NN with
98.30% and 98.16% respectively.

Table IX shows the evaluation results of ML techniques on
integrated features for family classification for Dataset-2. Among all
these classifiers, RF is found to be more superior and accurate than
other classifiers. The accuracy acquired by RF is 90.10% followed
by SVM and K-NN with 87.06% and 85.40% respectively. The TPR,
precision and F-measure obtained by RF is 0.901, 0.902 and 0.901
respectively which are better results than those of other classifiers.

Fig. 15 shows the accuracy and MCC comparison of seven classifiers
with respect to various approaches considered in our experiment for
Dataset-1. It is clear from table VIII that there is an improvement in the
accuracy and MCC for all the classifiers when the static and dynamic
features are integrated. It means that using both static and dynamic
features together helps for better detection and classification of the
Android malware.

TABLE VIII. CLASSIFICATION RESULTS USING INTEGRATED FEATURES FOR DATASET-1

Classifier TPR FPR Precision F-measure McCC AUC Accuracy (%)
SVM 0.983 0.017 0.983 0.983 0.966 0.983 98.30
DT 0.970 0.030 0.970 0.970 0.941 0.980 97.03
NB 0.956 0.043 0.957 0.956 0.913 0.993 95.60
RF 0.985 0.015 0.985 0.985 0.971 0.999 98.53
K-NN 0.982 0.018 0.982 0.982 0.963 0.994 98.16
PART 0.971 0.029 0.971 0.971 0.942 0.983 97.09
MLP 0.981 0.019 0.981 0.981 0.963 0.993 98.13
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Fig. 15. Comparison of different classifiers based on (a) Accuracy (b) MCC using static, dynamic and integrated features for Dataset-1.
TABLE IX. CLASSIFICATION RESULTS USING INTEGRATED FEATURES FOR DATASET-2
Classifier TPR FPR Precision F-measure AUC Accuracy (%)
SVM 0.870 0.020 0.875 0.871 0.987 87.06
DT 0.846 0.024 0.851 0.845 0.949 84.60
NB 0.783 0.027 0.814 0.784 0.970 78.30
RF 0.901 0.016 0.902 0.901 0.995 90.10
K-NN 0.854 0.022 0.857 0.854 0.966 85.40
PART 0.833 0.024 0.837 0.833 0.946 83.34
MLP 0.845 0.024 0.847 0.845 0.963 84.48
TABLE X. CLASSIFICATION RESULTS OF BEST CLASSIFIER USING STATIC, DYNAMIC AND INTEGRATED FEATURES FOR DATASET-1 AND DATASET-2
Dataset Classifier Approach TPR FPR Precision F-measure MCC Accuracy (%)
Static 0.965 0.035 0.965 0.965 0.933 96.50
Dataset-1 RF Dynamic 0.970 0.030 0.970 0.970 0.940 97.01
Integrated 0.985 0.015 0.985 0.985 0.971 98.53
Static 0.867 0.024 0.870 0.866 - 86.72
Dataset-2 RF Dynamic 0.886 0.018 0.888 0.885 - 88.60
Integrated 0.901 0.016 0.902 0.901 - 90.10
* MCC -- not applicable for multiclass dataset i.e. Dataset-2.
Fig. 16 demonstrates the comparison of seven classifiers on the 100 - T - - - T
basis of accuracy with respect to various approaches considered in our
experiments for Dataset-2. It shows that for all the classifiers except 95 - =gt);ar:|§mi o |1
NB and PART, the integrated approach performs better as compared [ Integrated
to the cases when the static and dynamic features are considered
alone. We are not able to achieve a good accuracy for the malware _ 90r )
classification dataset (Dataset-2). It might be due to the imbalanced 8}
number of apps in different families. 8 85F 4
3
Table X shows the comparison of static, dynamic and integrated §
approach for the best classifier i.e. RF for both the datasets i.e. Dataset-1 80 - i
and Dataset-2. The results indicate that the integrated approach
is found to be more appropriate for detection and classification of 75
malware for both the datasets. The accuracy achieved by RF in case of
Dataset-1 and Dataset-2 is 98.53% and 90.10% respectively. The overall
performance shows that the integrated approach is more suitable in 70

detection and classification of Android malware.
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K-NN PART MLP

Fig. 16. Comparison of different classifiers based on accuracy using static,
dynamic and integrated features for Dataset-2.
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V. CoNCLUSION AND FUTURE WORK

This paper presented a hybrid approach which extracts different
types of features using static and dynamic malware analysis to detect
and classify Android malware. We created our own two datasets for
detection (dataset-1) and family classification (dataset-2) of Android
malware. Both datasets consist of 352 static features and 323 dynamic
features. These datasets are made publically available on GitHub and
Kaggle with the aim to help researchers and anti-malware tool creators
for enhancing or developing new techniques and tools for detecting
and classifying Android malware. The significance of the datasets
makes it appropriate to be used as benchmark to test new techniques.
We employed the information gain feature selection algorithm to
eliminate noisy and irrelevant features. Through this algorithm,
we selected 110 and 47 static features in Dataset-1 and Dataset-2
respectively and 99 and 35 dynamic features in Dataset-1 and Dataset-2
respectively. The features with zero weights are not considered here.
Various ML classifiers are applied to detect and identify Android
malware. The experimental results indicate that the hybrid approach
obtains better detection and classification performance as compared to
the cases when static and dynamic features are considered alone. For
dataset-1, RF provides the accuracy of 96.5% when only static features
are considered and 97.01% when only dynamic features are considered.
For dataset-2, RF provides accuracy of 86.72% when only static features
are considered and 88.6% when only dynamic features are considered.
RF provides the highest accuracy in the hybrid approach (when both
static and dynamic features are integrated) for both Dataset-1 and
Dataset-2 i.e. 98.53% and 90.1% respectively.

In real world scenario, the malware classification problem is a data
imbalance problem as there exist more examples of benign applications
as compared to the malicious ones. In future, we will focus on this
issue while using deep learning and big data tools [57] to classify the
Android malware applications.
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In the present paper, the B-spline curve is used for reducing the entropy of video data. We consider the color
or luminance variations of a spatial position in a series of frames as input data points in Euclidean space R
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storing the B-spline curve control points (CPs) and the difference between fitted and original video data. The
proposed method is applied to two classes of synthetically produced and naturally recorded video sequences
and makes a reduction in the entropy of both. However, this reduction is higher for syntactically created than

those naturally produced. The comparative analysis of experiments on a variety of video sequences suggests
that the entropy of output video data is much less than that of input video data.

I. INTRODUCTION

THE technology of video compression has been a fundamental tool
in video fields and multimedia communication for many years.
The main objective of video compression is making a reduction in
the volume of data by prospecting the correlations of video frames in
such a way that a digital video file can be broadcast almost entirely
over the network and stored on the computer disks. According to
the required reconstruction, video compression techniques can be
categorized into two large groups of lossy compression and lossless
compression [1]-[3].

The increased use of high quality videos reveals the need for
decreasing the volume of compressed video for transmission and
storage, especially in social media networks. The lower the entropy
of the data, the smaller the number of bits is required to encode them.
Thus, this study aims to provide a practical procedure to reduce the
entropy of the video data. Each color plane in the RGB space and
subsequently RGB color image are respectively indicated using 8 bits/
pixel and 24 bits/pixel. The inter and intra frame codings are exerted on
the image sequences to decrease the temporal and spatial redundancy
of the data in the image sequences.

The study of curve construction from a data point set is widely
employed as a modeling instrument in many areas such as image
processing, computer graphics, computer aided design (CAD), reverse
engineering, object shape detection, and scientific visualization.
According to its application, curves of implicit, parametric, and

* Corresponding author.

E-mail address: ebadi@cmu.ac.ir

DOI: 10.9781/ijimai.2020.12.002

subdivision type are applied to data fitting. Converting data points
into parametric curves including B-spline or Bézier curves is
extremely desired in engineering applications. Most of the papers in
the literature used motion estimation for video data compression. In
more recent ones, the parametric curves such as the Bézier curve or
natural cubic spline have been applied to compress video data into
small storage space.

The Bézier curve is constructed by Bernstein basis that has limited
flexibility. The degree of curve is directly relative to the number of
control points (CPs). For a complicated shape and data, a large number
of CPs may be required. To overcome this shortcoming and provide
more flexibility and control, the B-spline curve is suggested as the
generalization of the Bézier curve. In case the number of CPs is high,
the use of lower degree parametric curves is possible. In order to
prevent the additional cost of computations for solving a large linear
equations system, the progressive iterative approximation (PIA) is
used that is computationally efficient and simple to implement.

The PIA method is a direct and intuitive way of generating curve
series of high and higher curve fitting accuracy. The PIA method
refrains from solving a large linear equations system with an additional
computational cost. The PIA technique begins with an initial curve and
adjusts the curve CPs in an iterative process. Then, the resulted point
cloud is interpolated and approximated by the limit curve. In this paper,
we propose a technique for lossless video data compression making
use of the B-spline curve The color or luminance variations of a spatial
position in a series of frames are considered as data points in Euclidean
space R or R®. The data points are approximated using progressive and
iterative approximation for least square fitting (LSPIA). The proposed
method reduces entropy and has efficient computational complexity.
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In particular, our contributions are the following:

« We use the B-spline curve with remarkable flexibility to
approximate the video data.

« The PIA method is applied to find the optimal CP of the B-spline
curve with no need of solving a large linear equations system.

+ Our method can be considered as a lossless video compression
method that reduces the entropy of video data.

The organization of this paper is as follows. A brief summary of
the related works is given in Section II. Section III provides a simple
overview of LSPIA using the B-spline curve. The procedure of the
proposed method using the B-spline curve to fit video data is explained
in Section IV. Section V describes in detail the methodology adopted to
design the video data compression. Section VI is dedicated to the study
of the experimental results for various videos. A brief discussion on
the proposed method in video compression is provided in Section VIL
In the end, a conclusion is made in Section VIIL

II. REVIEW OF LITERATURE

In recent decades, multiple processes have been developed in the
field of curve fitting by the use of Bézier and B-spline curves. Biswas
[4] used the quadratic Bézier curve for compression of the grayscale
images. Bézier curve has been used to capture the outline of planar
generic images. An outline capturing technique was presented in [5] to
estimate the appropriate location of CPs by the utilization of the cubic
Bézier curve properties. In [6], a method is designed to capture the
outline of 2D shapes using the cubic Bézier curve with the emphasis
given to local control of data points rather than the global error of
square fitting. A novel outline capturing scheme for 2D shapes was
introduced in [7] based on the Nelder-Mead simplex method.

In [8], the L-BFGS optimization is exerted on data points to which
B-spline curve is fitted. Ebrahimi and Loghmani [9] used approximation
BFGS methods to make optimization of the foot and CPs of the
B-spline curve. The complexity per step in [9] is O(n), requiring only
O(n) memory allocations. In [10], a practical approach to curve fitting
is presented for the specification of the initial B-spline curve which
is near to the target curve. A length parameter is presented by this
method which allows adjustment to the number of CPs. This makes
the initial B-spline curve more precise. The scaled BFGS algorithm
is then employed for simultaneous optimization of control and foot
points.

Lin et al. [11] introduced the phrase “progressive iterative
approximation” in 2005. The standard PIA procedure is not feasible
for curve fitting with plenty of the data points when control and
data points are equal in number [12]. Delgado and Pena [13] proved
that the normalized B-basis is a totally positive basis with the fastest
convergence rate. A local PIA format is designed in [14] and showed
the convergence of the local format for the normalized totally positive
based blending curve. An approach is proposed for weighted PIA of
data points using normalized totally positive basis in [15] with a faster
convergence rate. In [16], an extended PIA is introduced in which
the number of given data points with storage requirement O(n) is
higher than the number of CPs, where n is the number of the CPs. An
adaptive data point fitting based on the PIA is proposed in [17]. Zhang
et al. [18] developed a progressive T-spline method of fitting large-
scale datasets such as images of high precision. Deng and Lin [19]
introduced the LSPIA where the number of data points is more than
that of CPs. LSPIA provides a set of fitting curves making adjustments
of the CPs and leading to the given data points through least square
(LS) fitting as the final curve. Ebrahimi and Loghmani [20] presented
the composite iterative method for LSPIA with a fast convergence rate.
This method constructs a series of matrices applied to the adjusting

vector on the base of the Schulz iterative method. A comprehensive
survey on PIA methods has been provided in [21].

Motion Estimation (ME) is the most popular in removing the
temporal redundancy in video compression that can be arranged into
pixel and block motion estimations [22]. The motion vector in pixel
motion estimation is computed for every pixel in the frame. The block
motion estimation method divides frames into blocks and then the
motion vector is computed for every block. In the interframe coding
method, block motion estimation plays a key role in reducing temporal
redundancy in the image sequence. A block-matching approach can be
developed to modify the coding efficiency and video quality. In the
past three decades, some improvements have been made in motion
estimation techniques such as pelrecursive methods, optical flow,
block matching algorithms, and parametric-based models [23].

By making some attempts, quick application and simple
comprehension of block matching algorithms make them fundamental
methods of motion estimation in video compression. The full search
algorithm (FSA) is the easiest method in the block matching algorithms
that has high computational cost. To accelerate the search procedure
and decrease the computational complexity, several fast block
matching algorithms, such as diamond search (DS) [24], hexagon
search (HS) [25], three step search (TSS) [26], [27], four step search
(FSS) [28] have been proposed.

To perform a method of fast motion estimation, Koga et al. [29]
introduced TSS as a primary attempt. Compared to the full search, the
TSS method has a less computational cost in terms of average search
point and mean absolute difference.

The computational cost TSS method is less in average search point
and mean absolute difference as compared to the full search method.
The modified TSS algorithm is presented in [27] for weighted finite
automata coding and block matching motion estimation methods to
reduce the encoding time.

Video and image compression using parametric curves explored by
many authors. Fu et al. [30] has been explored a video object encoding
method pursuant to the data fitting trajectory of video object moving
edges pixels that is suitable for the slowly moving video/ video data.
The cubic spline interpolation is used in [31] to modify medical image
compression for medicine applications. The cubic convolution spline
interpolation is proposed on the basis of the LSs method to compress
the image data in [32]. In [33], based on the natural cubic spline and
parametric line fitting, a method for lossy compression is presented in
order for compression of digital video data in the temporal dimension.
The linear Bézier curve is used in [34] for the approximation of
temporal video sequence in Euclidean space. Khan [35] has proposed
an algorithm for lossless video compression which was based on the
quadratic Bézier curve and least square technique.

III. THE PROGRESSIVE AND ITERATIVE APPROXIMATION FOR
LEAST SQUARE FITTING (LSPIA)

Here, we first formulate the blending curve and review the LSPIA
(readers are referred to [19] for details).

A nonnegative basis {N;(t);i = 0, 1, ...,n} defined on a set I with

? 1 Ni(t) = 1forall t € Iis taken as a blending basis.

A totally positive blending basis is defined as normalized totally
positive (NTP) basis. Let {Ni(t);i = 1,2,---,n} be an NTP
blending basis. Then, assuming a sequence of the CPs { i }i=o in R or
R®, a blending curve as

C(t) = i P;N;(t) o
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can be considered. Suppose that {gj;j = 1,2,---,m} is an
ordered data point sequence on a target curve to be fitted and
F={0=to<t1 < <tm=1}

is the location parameters of {g;;j = 1,2,---,m}. Taking
{P?", form {g;;7 =1,2,--- ,m} similar to the CPs, the initial
blending curve C°(t) is defined:
n
Co(t) = Y, PPNu(t), te [to,tm]

=0

@)

The (m + 1) x (n + 1) collocation matrix of the NTP blending
basis {V;(t);2 =1,2,--- ,n}onTis

No(to)  Ni(to) n(to)
A— No(t1) Ni(t) Nn(t1)

No(tm) Ni(tm) Nn(tm) 3)
At the beginning of the iteration, let
8] =q; —C°t;), 5=0,1,---,m 4)
A] =p X Ni(t)89,i=0,1,...,n )

where 4 is a non zero real scalar and

O<p<

Ao

where A is the largest eigenvalue of A” A. By the movement of the
CPs P! along the regulating vector A, ie.

pz_l :PiO+A?7 1=0,1,....n (6)
and the new curve,
()= Y. PINi(t), te [to, tm]

1=0 (7)

Similarly, obtaining the k-th blending curve C* after the k-th
iteration, we suppose

AF =X Ni(t;)6), i

®)
©

we can generate the (k + 1)-th blending curve as follows

CHHN(t) = ) PIYINi(),  t € [to, tm]

=0

(10)

The mentioned iterative process produces a curve sequence
{C*(t),k = 0,1, ...} whose limit is the LS fitting curve of the original
data points {@7}7=0 [19].

The initial situation of the CPs ({ P }I) may be selected as

P =qo, P} =qm
P? =gy, i=1,2,..,n —1

where g¢(i) = W] In addition, we adopt the uniform
parametrization to assign the parameters {tj };‘n:o for {Qj };'n:(].

In this study, having numerical computation stability and extensive
use in image processing, we wxamine the LSPIA by B-spline curve.
Having B-spline basis functions, B-spline is a blending curve. Let
{P;}i“o be n + 1 CPs and Ni,(t) be the B-spline basis functions
of degree r (or order r+1) defined on a given nondecreasing real-
number knot vector U = {uo7 U1, Untrti}, then a B-spline curve
of degree r will be as follows

C(t) = i P;N; - (t) )

where the B-spline basis functions Ni,r» (t)is defined recursively by
the Boor formula

Nio(t) = 1, w <t <uiqa
“o 0, otherwise
t— U4 Ujid-r — t
Ni () = Nir—1(t) + Nit1,r-1(t),r =1

Uigr—1 — U WUidr — Uit1

The proposed method works for any number of CPs and any degree
of B-spline curve but from our experimental results, we notice that
r=3and n=7 are appropiate for degree of curve and number of CPs
respectively. Further, the cubic B-spline basis are constructed on the
knot vectors

U =u1 =..=u3z3 =0
ujrs = (1 —B)tic1 +Pts, j=1,..,n—3
Uptl = oo = Unaqg = 1
where i = [jd], 8 = jd—i,d = 2t According to the B-spline

curve definition, it is clear that the properties of the B-spline basis
function are passed t the B-spline curve. These properties are as
follows:

« Partition of unity
«+ Affine invariance
+ Convex hull property
Local control

Multiple knots

IV. VibeEo DATA FirTING WITH LSPIA

In this section, the process of the video data fitting using LSPIA
is presented. Let a video include a sequence of m frames, and each
frame possesses W X H pixels, where H and W respectively are the
height and width of video frames. The value of each pixel in a frame
is a data point in Euclidean space R! or R® for luminance or 3-D RGB,
respectively. The temporal data of a spatial location

(r,y),1<z<W,1<y<H

in m frames are {q1, q2, - -+ , gm},i.e,{¢; = I;}jLo for luminance
or {g; = (74,9, bi)}j=o for 3-D RGB. Then, we approximate the m
values of each spatial location {ql, q2, ", qm} by the LSPIA method.
Fig. 1 illustrates the RGB variation of a spatial position (50, 50) in 96
Mobile and Calendar video sequence frames.

The video data from each spatial location in an sequence of frames
(input data) is approximated with much less number of control points
(output data) of the B-spline curve. This process is separately used to
intensify RGB variations in the temporal dimension of each spatial
position. The luminance values of a spatial position (50, 50) in 96
Foreman video sequence frames are fitted using a cubic B-spline basis
and LSPIA in Fig. 2.

V. METHODOLOGY

The main purpose of the proposed method is video data compression
by reducing the entropy of output data. A smaller number of bits is
needed to store the video data with lower entropy. In the first step, the
color or luminance variations of a spatial position in series of frames
are considered the input data in Euclidean space R or R® In the next
step, we use the B-spline curve and approximate the input video data
with a considerably smaller number of CPs. In addition, LSPIA fits the
input video data with low approximation errors and without solving
a system of equations. In this step of the work, we need to store only
the CPs of the B-spline curve to approximate the input data. In the
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Fig. 1. The RGB variation of a spatial position (50, 50) in 96 Mobile and Calendar video sequence frames.
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Fig. 2. B-spline curve fitting to the luminance values of a spatial position (50, 50) in 96 Foreman video sequence frames using LSPIA.

final step, the difference between primary and approximated video
frames (DF) are also stored for lossless video compression. According
to the curve fitting method used in this work, the difference between
primary and cubic B-spline approximated data has limited values
in the short-range in comparison to primary values in the primary
video sequence. Therefore, the entropy of CP and DF in the proposed
method is far less than that of the primary video sequence. It is worth
mentioning that our method can be used for lossy video compression.
The basic foundation of our method is explained in Algorithm 1.

We use the CPs of the B-spline curve to create the approximated
video frames and then add the frame difference (FD) to reconstruct
the original video. In contrast to the most existing methods that use
the neighbor’s pixels to reduce spatial redundancy, our method merely
uses temporal redundancy.
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Algorithm 1. Video data compression using LSPIA

Input: A video includes a sequence of m frames, and each frame
possesses W x H pixels;

Output: The CPs of B-spline curve and the difference between
primary and approximated video frames (DF);

fori=1to Wdo
forj=1to Hdo
Consider the data of spatial location (i, j) in m frames {gr}treq;
Approximate {gy } = using LSPIA;
Store the CPs of B-spline curve;
Store the difference between {gx } = and B-spline curve (DF);
end for

end for




Regular Issue

e 4 508718900
N1213145 16 17

2 a e

a) Mobile and calendar sequence

SIEMENS &

d) Foreman sequence

b) Dinosaur sequence

e) Hall and monitor sequence

Fig. 3. One of the frames of video sequences.

VI. EXPERIMENTS AND RESULTS

The introduced technique described in the previous section has
been applied to some synthetically produced and naturally recorded
video sequences and its results have been compared with those
obtained with the method in [35]. We compare our method with the
technique proposed by khan [35] because it used the quadratic Bézier
curve and entropy criterion.

According to the required reconstruction, the methods of video
compression can be classified into two groups of lossless compression
methods, in which the output video is identical to input video, and
lossy compression methods, with generally provide much higher
compression in which the output video is different from the input
video.

Some innovative improvements have been recently made to lossy
video compression to which interested readers can refer [27] and the
references therein. The introduced method in this study is a lossless
video compression and hence instead of PSNR, we use the entropy
criterion to evaluate the efficiency of the compression method. The
entropy is a scale of the required mean number of binary symbols for
coding the source output. Encoding source output with the bit mean
number equal to the source entropy is indicative of a desired lossless
compression method.

Suppose a source (frame) of information has M symbols (pixel
values) with individual probability P, and

M
Zpi:1
i=1

The entropy of a single video frame can be defined by:
M
H=— Z Pi log PZ’
i=1 (12)

We calculate the entropy of video using the mean entropy of all
frames that construct the video sequence.

To evaluate the proposed method efficiency, five standard video
sequences of different resolutions with sufficient complexity are
selected for the simulation as listed in Table I and one of the frames of
each input video sequence is represented in Fig. 3.

TABLE 1. SCHEMATIC OF THE TEST VIDEO SEQUENCES

Test video sequences Format Resolution Frames
Mobile and calendar RGB 352 x 240 96
Dinosaur RGB 352 x 288 96
Cloud RGB 352 x 240 9%
Foreman Luminance 352 % 240 96
Hall and monitor Luminance 352 X 28896 96

The entropy of the videos is simply calculated using Equation (12).
The output data in our method for computing entropy consists of
the CPs and the difference between primary and approximated video
frames (DF). The output data produced by algorithm [35] need to be
stored and used in computing entropy which includes: (1) the end
CPs of Bézier curve, (2) the middle CPs of Bézier curve, and (3) the
difference between the quadratic Bézier approximated and original
video sequences.

Table II compares the introduced method with algorithm [35] in
terms of entropy. It can be seen that the significantly lower entropy is
produced by the proposed method than those generated by [35].

TABLE II. PERFORMANCE COMPARISON IN TERMS OF ENTROPY

Video name Original video | Method [35] | Our method
Mobile and calendar 7.627 6.653 6.431
Dinosaur 7.163 2.736 2.334
Cloud 7.567 4.032 3.849
Foreman 7.228 5.124 4.576
Hall and monitor 7.233 3.918 3.243
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VII. DiscUSSION

The videos tested in the previous section are classified into two
groups: (a) naturally recorded video sequences; and (b) synthetically
created video sequences. Among them Hall, Mobile and Foreman
video sequences are naturally recorded, while Cloud and Dinosaur
video sequences are synthetically produced. Mobile and Calendar,
Dinosaur and Cloud video sequences have RGB components while
Foreman and Hall have a single component of luminance. Although
our proposed method makes a decrease in the entropy of both
classes of video sequences, the entropy of naturally recorded is more
decreased than that of synthetically produced. In fact, the proposed
algorithm performs significantly better for the synthetically created
video sequences. It can be justified that the synthetically created video
sequences have less temporal fluctuations and can be approximated
with a small number of CPs. The number and degree of CPs in the
B-spline curve are two factors that must be determined in our method.

The causes for the performance of our method are as follows:

1. Instead of the Bézier curve, the B-spline curve is used in our
proposed method which has better interactive flexibility and local
control property. Also, the number of CPs can be changed with
no need of changing the degree of the B-spline curve. Hence, the
introduced method creates a better approximation with desirable
precision.

2. The input data in [35] are divided into segments based on
the breakpoints and each segment is then approximated by a
quadratic Bézier curve. This is while our method fits the input data
without segmentation using a B-spline curve. This makes simpler
computations for the method proposed compared to the method
[35].

3. The LSPIA method used in this study approximates the video data
with low fitting errors and without solving a system of equations.

4. The reduction in entropy is higher for synthetically produced than
naturally recorded video sequences.

5. In comparison with block level fitting, the pixel level fitting
provides more control over accuracy.

The other PIA methods such as composite iterative method with
fast convergence rate [20] can be further used to find the optimal CP
of the B-spline curve. The weighted parametric curves like the NURBS
curve can be applied instead of the B-spline curve. This is a topic of
interest for our future work. The authors plan to use the proposed
method in H.264 coding that is a modern video compression method
with lossless macro-block coding features.

VIII. CONCLUSION

A practical method for lossless video compression with a B-spline
curve has been introduced. The purpose of our method was to fit
the data obtained from the color or luminance variations of a spatial
position in series of frames. The LSPIA found the optimal CPs and
approximated the input data. The introduced method can be used for
3-D color spaces such as RGB, Y C,C, or HSV. The experimental results
demonstrated an easier implementation of our proposed algorithm and
substantially reduced entropy of video sequences. The superiority of
our study lies behind the fact that it causes a reduction in the entropy
of all video sequences, particularly the synthetically created ones.
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Technologies based on image offer a high potential to present consumers with products by focusing on their
visual characteristics, but lack the capacity to physically interact with an object, which can compromise how
consumer products are evaluated. The present study aims to analyse the influence of different presentation
media on how users perceive the product by comparing the evaluation of a piece of furniture made by a
sample of 203 users, which was presented in three different settings: a real setting (R), a Virtual Reality setting
(VR) and a Virtual Reality with Passive Haptics setting (VRPH). To evaluate the product in the different
settings, a semantic differential scale was built that comprised 12 bipolar pairs of adjectives. To study the
results, the descriptive statistics for the semantic differential scales were analysed, a study about the frequency
of repetition was conducted of each evaluation, a Kruskal-Wallis test was conducted and Dunn’s post hoc
tests were performed. The results showed that the presentation media of a piece of furniture influenced the
evaluation of how users perceived it. These results also revealed that the haptic interaction with a product

Consumer Products,
Design, Perception And
Psychophysics, Product
Evaluation, Virtual
Reality.

influenced how users perceived it compared to an exclusively visual interaction.

I. INTRODUCTION

S e-retailing is becoming increasingly more frequent, the

traditional ways of presenting products are being gradually
replaced with digital media based on image use [1]-[3]. These media
are generally employed to present collections of images, videos or
motion graphics to show different product characteristics on some
type of screen. This gives users an idea about what the product is
like and they can evaluate its suitability to make informed purchase
decisions [4].

Nonetheless, some product characteristics are not easy to evaluate
with such presentation media owing to their bidimensional and visual
limitations. Such is the case of object’s real volume, tridimensionality
of all its components or surface finishing. Nor is it easy to evaluate
characteristics related to sensorial processes other than visual ones,
such as comfort, tactile texture or weight.

Many studies are available about the main factors that influence
consumers when they make purchasing decisions, and the following
stand out: being familiar with the product [5], the setting in which
the object is put on show [6], [7], the product’s aesthetics [8] or the
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DOI: 10.9781/ijimai.2021.01.001

influence of how a product is presented in digital media [3]. Holbrook
and Hirschman [9] point out that consumer behaviour is generally
studied from a rational choice perspective, where less attention is paid
to a visual experience that takes into account entertainment activities,
sensorial pleasures or emotional responses. Accordingly, another
work [10] studies the influence of consumer attitudes when making
purchasing decisions, defining attitudes as those lasting evaluations
made by the user of an object, a theme or a person [11].

Jordan [12] identifies 3 hierarchical levels as regards of consumer
requirements; 1: Functionality, 2: Usability, 3: Pleasure; and also
identifies four pleasures that people may seek and that products may
bring about [13]: physio-pleasure (pleasures deriving from sensorial
organs, like touch, taste or smell), socio-pleasure (pleasures deriving
from relationships with others, e.g., friends loved ones or people who
hold similar ideas), psycho-pleasure (pleasures related to people’s
cognitive and emotional reactions) and ideo-pleasure (pleasures
related to people’s values, such as a product’s aesthetics, or the
values it represents for some reason, like social or environmental
responsibility).

Generally speaking, the intention is for the product’s presentation
mode to be as truthful as possible about the product’s attributes and
qualities, which directly affect how users perceive it. Wu et al. [14]
defend the notion that the quality of images impacts how a product
is understood. Other authors [15] state that the size, quality and
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movement of a product’s image influence how consumers perceive its
degree of usability, which conditions their decision making.

Artacho-Ramirez et al. [16] found a significant influence of the mode
of representation on the product perception although differences were
less numerous than expected (only 3 out of 11 semantic axes employed
for the evaluation). It is worth mentioning that differences decreased
as more sophisticated visualizations media were employed such as a
navigable 3D model.

Naderi et al. [17] studied the combined effects of product design
and environment congruence on consumers’ aesthetic, affective and
behavioral responses. The experimental stimuli used in their study,
were presented in a 3D simulation environment using a large TV, and
a stereoscopic virtual reality headset. They found that while most of
the findings were similar across the two presentation media, there
were a few discrepancies attributed to the use of different navigation
methods and much closer experience to reality, for the VR headset.

The Augmented Reality (AR), Virtual Reality (VR) and Mixed
Reality (MR) technologies have long been changing the way products
are presented to consumers. These technologies allow us to go beyond
2D screen limitations by offering consumers a more immersive and
interactive experience. Depending on the technology employed and its
limitations, users can be immersed in a 3D virtual world, move around
it, and can even interact with some elements represented in it using
different devices.

It is interesting to study the use of different technologies to
virtually present products to consumers without them having to travel
to a physical point of sales and which also guarantees the correct
visualization of their 3D characteristics. Verhagen et al. [18] stresses
that using Virtual Mirrors improves how products are perceived in
relation to using 360 spin or images. Suh and Lee [19] point out that
using VR increases consumer knowledge and their purchase intention.
Grewal et al. [20] point out that the greater immersion and interactivity
provided by the product’s VR representations allow more information
to be obtained about the product and improve the user’s experience.

Nonetheless, completely virtual technologies that offer a high
potential to present consumers with products by focusing on their
visual characteristics lack the capacity to provide physical interaction
with an object. This limitation can compromise how consumer products
are evaluated in completely virtual settings [21]. Therefore, different
research works have studied consumers’ need to touch a product to
make a purchasing decision [22], [23] [24]. In order to overcome this
barrier, some physical objects can be included in a controlled virtual
setting so that users can live a more immersed experience in the VR
setting by interacting with and feeling some virtual objects they see.
We refer to such settings as Virtual Reality with Passive Haptics
(VRPH).

Interactions with VRPH settings can provide advantages of coming
into haptic contact with the object, along with the possibility of
interacting and modifying the virtual setting. This allows the textures,
colours, surface finishings or materials of the presented product to
be altered in real time so that the range of physical products needed
to offer users the whole brand’s physical showroom catalogue can
be reduced. Instead only making one product physically available
would be necessary to provide its shape, tactile texture, materials and
real reliefs, regardless of visual finishing touches, so that users could
perceive all its other characteristics (colour, pattern, finishing touches,
etc.) thanks to VR contents.

II. RELATED WORK

Passive haptics can be defined as the use of physical objects to
provide feedback to users through their shape [25]. Several studies

have shown that feeling the touch of physical objects in virtual
environments can improve global immersion, knowledge about the
spatial environment and users’ sense of presence, particularly when
these virtual objects react to touch just as their physical equivalents
would [26]-[29].

To achieve satisfactory user experience in a virtual environment
with passive haptics, the position of physical objects needs to be
synchronized with virtual objects. It is also necessary to consider that
perception of the size of a space and the position of the represented
objects can be affected by several factors in a VR environment, such as
technology or lack of an avatar, which may affect presence [30]-[33].

In a VRPH environment, users’ haptic exploring can be done both
passively and actively. With passive exploring, the surface reacts to
touch and provides users with information. With active exploring,
users explore the surface with their fingers and the palms of their
hands. Recent studies have demonstrated that the second method
facilitates users perceiving surfaces and helps them to better recognize
the represented objects [34], [35]. This is why active exploring might
be more suitable to evaluate consumer products.

Visual and haptic exploring strongly influences consumer product
evaluations [36] and might also be relevant for online shopping
experiences [37]. On the one hand, it has been demonstrated how a
product’s visual description can influence the opinion that consumers
form about it and, thus, influences their purchasing decision [38],
[39]. This visual information can also help consumers to mentally
simulate how a product is used [38], [40] by, in turn, facilitating the
appearance of product-related cognitive activities, which could impact
product evaluations [41]. On the other hand, the haptic information
that results from coming into physical contact with products can help
consumers to form an opinion about them [42], [43], and can even
improve consumers’ capacity to evaluate their quality [44].

Although visual and haptic information can have a separate
influence on how a product is perceived and evaluated, recent studies
also demonstrate that some visual characteristics can influence how
physical characteristics are perceived. Accordingly, research [45], [46]
into how color (cold-warm) can be related to some physical properties,
such as weight (light-heavy) or size (big-small), demonstrate that
perceptual color experiences form part of the mental representation of
tactile object attributes, and are applied to several fields like Tangible
User Interfaces (TUIs).

To date, some works have investigated the different potentials of
passive haptics. Lim and Follmer [47] created an application of small
remote-control robots capable of transmitting physical sensations
through several haptic patterns to different body parts, depending
on the number of robots, movement or force of contact, among other
parameters. Carvalheiro et al. [48] developed a sensors system to map
users’ hands and real objects, and to represent them in a synchronized
manner in real time and in a virtual environment, which is useful
for simulating physical interactions. Using low-resolution passive
haptics combined with high-resolution VR images has enabled HMI
dashboards to be developed [49] and to apply them to simulation
booths in the aerospace sector [50], which can help to study how to
reduce learning times. Other works have studied the importance of
vibrotactile feedback on touchscreen devices [51]-[53] capable of
returning confirmation feedback of a virtual button and transmitting
meanings. Other research works have focused on physical objects
capable of being reconfigured to adopt distinct basic physical shapes
to be used as passive haptics in VR environments [54], [55].

Although some studies defend VR as a means to evaluate products
in different development stages [56] [57], and others have analyzed
the possibilities of distinct haptic devices to help evaluate products’
usability via VR environments [58], very few works have either
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studied the effect of haptic sensations on how a consumer evaluates a
product presented by means of a VR environment or simultaneously
compared this evaluation by other means. Our article attempts to
extend knowledge in this field by comparing the evaluation of the
same product by three different means: VR with visual, but no tactile
inputs; VR with visual and tactile inputs (VRPH); the real product with
visual and tactile inputs (R).

III. RESEARCH AIM AND HYPOTHESES

The present study aims to analyse the influence of different virtual
presentation media (VR and VRPH) on how users perceive the product
by comparing it to its traditional perception (a real product). To do so,
a case study was done in which several users had to interact with a
product in three settings. Evaluations of their perceived impressions in
each setting were made using a semantic differential scale, which was
subsequently analysed to detect any significant differences in users’
evaluations.

This study posed the following hypotheses:

« H1: The medium used to present a piece of furniture influences
how the users evaluate their perception of it.

« H2: The haptic interaction with the product (real or VRPH),
as opposed to only the visual interaction (VR), influences the
evaluation made of how users perceive the product.

IV. METHODS

A. Case Study Approach

To test the posed hypotheses, a case study design was used in which
the users had to interact with the same product, but it was presented
by different media in such a way that each user could only interact
with it by only one means.

The product selected to conduct the present study was a chair as it
is a common piece of furniture with general characteristics known by
all users. To enhance their haptic experience in some of design scenes,
a round rug was placed below the chair so that when users moved
closer to the product, they could stand on it and notice its touch.

With the means selected to present the product, the following
scenes were created:

1. Scene Room 1 (SR1): Real environment, in which the product was
placed along with some neutral physical furnishing elements to
contextualise the scene. Users were able to see and touch the real
product, but could neither touch any other element in the scene,
nor move the product. They could stand on the real rug.

2. Scene Room 2 (SR2): VR simulated environment. A completely
virtual setting represented by means of a VR headset. Users could
see the product and the neutral furnishing elements by VR, could
move around this scene, and even crouch to see hidden parts of the
product, but could not touch anything. SR2 simulates all the SR1
conditions (furnishings, arrangement, lighting, etc), but via VR. In
this scene, users could not stand on the real rug.

3. Scene Room 3 (SR3): VRPH simulated environment. A completely
virtual-simulated setting represented via a VR headset, where the
product to be studied was physically located. Users could see the
product and the neutral furnishing elements via VR, move around
the scene as in SR2, and touch any part of the product they had to
evaluate without moving it. They could even sit on it, but could
not touch any other element in the scene, except for the real rug.
SR3 was exactly the same as SR2, but the product under study and
the rug were physically added.

B. Semantic Scale for Product Evaluations

To evaluate the product in each presentation setting, a semantic
differential scale [59] was used based on bipolar pairs of adjectives
about the product, which acted as product descriptors. Such scales
are widely used to evaluate how products are perceived when many
parameters need to be evaluated [60]-[62].

A semantic differential scale was created that contained 12 bipolar
pairs of adjectives in Spanish, which was the mother tongue of the
participants in the experimental phase. Researchers generally adapt a
semantic differential scale in accordance with the nature of the product
to be evaluated [63], and each researcher follows the research team’s
criterion to do so. As this criterion can be somewhat biased in some
cases, the present study considered it more suitable for it to be based
on a methodology already used by [64], [65]. This methodology sets
three stages with which to draw up a list of bipolar pairs of adjectives
by providing a list of the images of product examples taken from
commercial websites (step 1) to then collect users’ adjectives from
these websites (step 2). Finally the adjectives are classified and filtered
according to the four pleasure categories [12], [13] (step 3). Selecting
the most common adjectives used to describe a chair according to
Jordan’s model allows us to take a representative sample of adjectives
from each of the four categories (physio-pleasure, socio-pleasure,
psycho-pleasure, ideo-pleasure), which provides us with information
related to a wider spectrum of aspects that define the product, allowing
us to aim for a more complete and global evaluation of the product.
This may be of interest in order to better understand how the means
of representation can influence some categories of adjectives more
than others. On the contrary, if only the most common adjectives had
been selected without considering these categories, the information
obtained with the study could have been more limited in scope.

With this method, [64] drew up a semantic differential scale made
up of five bipolar pairs of adjectives, and [65] prepared a scale made
up of sixteen bipolar pairs. This methodology has been adapted
to consider other variables to be able to obtain a suitable semantic
differential scale with which to evaluate how an industrial product is
perceived by the users or potential consumers of this product typology.

In our study, information was collected from four different
sources (designers, users, manufacturers and distributors) so that the
selection of bipolar pairs would match the more general criterion
that adequately represents the descriptive terms employed by all the
involved stakeholders. Eleven designers (9 men and 2 women, an
average age of 35.8 years, with an average professional experience of
10 years) and 61 users (34 men and 27 women, with an average age of
21.8 years) were contacted and asked to answer a questionnaire. The
websites of the manufacturers and distributors of the products in the
studied category (12 in total: Ikea, Andreu World, Viccarbe Habitat,
Cappellini, Cassina, Akaba, Barcelona Design, Gandia Blasco, De
Padova, Bonaldo, Fornasarig, Amazon) were systematically analysed
to collect the adjectives employed to describe the products.

To devise the questionnaire to be used by professional designers
and users to collect the descriptive adjectives of the examples of
products in the studied category, a search was done on websites
specialising in the manufacturing or distribution of these products,
which resulted in 50 images. Of these, the 15 most representative ones
were selected from the whole studied product typologies range (Fig.
1). These images were edited to homogenise the way they appeared
so that designers and users would not condition the way they looked.
To collect adjectives, 15 examples were presented one by one using
Google Forms, and five descriptive adjectives were requested of
each presented example. Every participant was requested to make
an evaluation about how much they liked each chair on a 5-interval
Likert scale, where 1 was the lowest value (“I don’t like it at all”) and 5
was the highest value (“I like it very much”).
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It is worth pointing out that when completing questionnaires,
designers and users did not need to make much effort with the
first adjectives because they were generally the most evident
characteristics of the presented product. In many cases however, the
last two adjectives involved more effort as they were more singular
and varied than the previous ones, and gave way to a richer more
varied collection of terms. In this case, the collected adjectives had
both positive (“nice”, “elegant”, etc.) and negative (‘ugly”, “un-
comfortable”, etc.) connotations. Likewise, it is worth stressing that no
adjectives with negative connotations about products were given by
manufacturers and distributors.

12

Fig. 1. Images presented in the questionnaires to describe the products of
the studied category.

Having collected 5,611 adjectives (825 adjectives from 11 designers:
each designer provided 75 adjectives, which were the result of writing
5 adjectives for each of the 15 chairs analysed; 4575 adjectives from 61
users; following the same procedure as the designers; 141 adjectives
from 8 manufacturers’ websites; 70 adjectives from 4 distributors’
websites), the list was homogenised by eliminating their gender
and number; that is, only the root of the term was considered, but
differentiation in original sources was maintained. Then the frequency
with which each adjective was repeated was counted, and those
with the same meaning were grouped; e.g., “resistant” and “sturdy”.
Antonyms were also grouped to build the most frequent bipolar pairs
of adjectives on the list by considering only the 25 most frequent
ones from each source of origin. In those cases in which no antonym
was available for one of the most frequent terms because they had
only a positive or negative sense, they were added by the research
team to create a bipolar pair, but no frequency value was added. To
homogenise the order of magnitude of the frequency with which each
source of origin was repeated (designers, users, etc.), the number of
repetitions was weighted according to the sample of each source.
Each resulting bipolar pair of adjectives was classified according to
the four pleasures categories [12], [13] and placed in order of their
frequency. The three most frequent ones from each category were
selected. In order to ensure that when the semantic differential scale
was used one of the extremes would not be taken as positive and
the other as negative, some of the bipolar pairs of adjectives were
randomly reversed. Finally a 7-interval scale was included, following
a Likert scale, on all 12 bipolar pairs of adjectives (Table I) by taking
0 as a neutral value and 3 as the maximum value of both extremes.
The purpose was to express that a higher value involved a greater
extent of identifying the evaluated product with the corresponding
adjective, but by avoiding taking one of the two extremes as being
positive or negative. A consensus has been reached about this scale
magnitude having a sufficient degree of reliability without users
having difficulties to make evaluations [63].

TABLE 1. LisT oF THE BIPOLAR PAIRS OF SELECTED ADJECTIVES

Physio Psycho Socio Ideo
Comfortable - Practical - Modern - Elegant -
Uncomfortable  Useless Classic Vulgar
Light - Simple - Nice - Handmade -
Heavy Complex Ugly Industrial
Resistant - Versatile - Overelaborate - Fun -
Fragile Invariable Minimalist Serious

C. Preparing Rooms for the Case Study

Three scenes were created in different rooms. In SR1, a series of
real neutral furnishing elements was placed. The considered neutral
furnishing elements came in basic forms, were white, grey or beige,
and displayed no further decorative details. They included a medium-
height shelving unit, two small pictures on the wall and a short-pile
round rug placed beneath the product. The product selected for the
case study was one of those selected to build the semantic differential
scale (model 5 in Fig. 1). The beige-coloured Ikea Odger model was
selected because, according to the evaluations made by designers and
users when collecting adjectives to build the semantic differential
scale, this model obtained a mean score compared to the rest of the
sample.

With SR1, a 3D scene was modelled to generate SR2 and SR3. To
model the virtual scene, the following tools were used: Solidworks
2018, with which building elements (walls, floor tiles, ceilings, lighting,
etc.) and auxiliary furnishing elements (shelving unit, pictures and
rug) were produced; Autodesk 3ds Max 2018, with which the product
to be evaluated was generated and with which all the textures, colours,
materials, lighting, etc., were included to make the scene as real as
possible; Unity 2017.3.1f1, with which the executable VR model was
generated to immerse users in the virtual room (SR2 and SR3).

Fig. 2 presents two images with which the similarity of SR1
(real) and SR2/SR3 (VR/VRPH) is shown. The high level of realism
achieved in the virtual scene is stressed, which could have allowed the
immersion sensation of all three scenes to be comparable.

Fig. 2. SR1 (real) on the left, SR2 (VR) / SR3 (VRPH) on the right.

The equipment employed in SR2 and SR3 consisted in a graphics
workstation (HP Z420 Workstation x64, Intel Xeon processor CPU E5-
1660 v2 @ 3.70GHz, 6-CPU Core, 32GB RAM and NVIDIA Quadro
K5000 graphics card), a Oculus Rift VR headset, two position sensors
placed at the front of the scene and two Oculus Touch controllers,
which were employed to only calibrate the scene.

D. Sample (Participants)

To run the experimental phase, 203 voluntary users participated.
Gender distribution was 111 men and 92 women aged between
18 and 40 years, with a mean age of 22.77 years. All the voluntary
participants were studying the Degree in Industrial Design and
Product Development Engineering. Regarding sample size calculation,
a priori power analysis was conducted with G*Power [66] supposing
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an one-way ANOVA statistical test with these input parameters:
effect size: 0.25, a=0.05, (1-B)=0.85 and 3 groups. G*Power provided
a total sample size of 180. In order to guarantee to achieve at least
a power of 0.85 as used with G*Power, the total sample size used in
the experiment was 203. Although finally a Kruskal Wallis test has
been applied due to the data non-normality, we are confident that
a power of 0.85 is achieved considering that with non-symmetrical
distributions the non-parametrical Kruskal-Wallis test results in a
higher power compared to the classical one-way ANOVA [67].

An initial survey was conducted with the participants to learn about
their experience with VR devices: 96 (47.29%) users had no experience,
98 (48.28%) had some former experience and only 7 (3.44%) stated they
were very familiar with VR devices. Two people did not answer this
survey question (0.99%).

E. The Experiment Protocol

The experiment was carried out on 3 days of one same week to limit
as much as possible comments about the actions performed in the
experiment among users who might know one another. Participants
were also asked to maintain the confidentiality of the actions they per-
formed, at least until the experimental phase has ended.

To design the experimental phase, the sample was divided into
three groups of users according to the built Scene rooms: Group 1, R
(65); Group 2, VR (68); Group 3, VRPH (70).

To build the Scene rooms, two rooms were used whose size and
characteristics were similar. Each scene was configured according to
the presented conditions. The same room was used for SR2 and SR3,
with the only difference appearing in SR3 (VRPH), with a rug and a
real chair standing in the centre so that users could touch the chair. In
SR2 (VR) all the elements were virtual and, hence, the real chair and
rug were removed.

A protocol was written to perform the experiment in all the Scene
rooms so that the sequence of steps to follow or the indications
students had to do were independent of the researcher involved in
each case.

The experiment’s sequence was as follows:

1. Stage 1. Welcome Room (2 Min.)

In order to preserve the figures’ integrity across multiple computer
platforms, we accept files in the following formats: .EPS/.PDF/.PS/.AL
All fonts must be embedded or text converted to outlines in order to
achieve the best-quality results.

Step 1. The users came to the Welcome room (outside the Scene
rooms), were identified to determine the as-signed Scene room and
signed an informed consent to participate in the experiment. An
informal friendly conversation was held so that the participants would
not feel worried and they were accompanied to the corresponding
Scene room.

2. Stage 2. Scene Rooms (5 Min.)

Step 2.In SR2 and SR3, a VR headset was placed and adjusted to each
user’s characteristics. Under no circumstances were users allowed to
previously view the real scene at any time to avoid conditioning their
subsequent evaluation. To do so, a screen was positioned to separate
the area in which the VR headset was placed from the scene. The
participants were explained that they were about to see a VR scene,
they had to respect the room’s limits and a researcher would be at
their side at all times to avoid them becoming entangled with the VR
headset cable. In SR1, they simply entered the room.

Step 3. All the users were explained that they had to observe (and
touch or sit on in SR1 and SR3) the product (the chair) located in
the scene; they could move around it, crouch or move closer to see

details. They were also explained that when the observation phase had
ended, they would be handed a survey to give their opinion about the
product’s characteristics.

Step 4. Each user had 2 minutes to experiment with the product in
accordance with the conditions of each scene.

Step 5. In SR2 and SR3, the VR headset was removed behind the
screen. The participants were asked about their first impression or
any outstanding observation, and they were asked to leave the survey
room to complete the survey and, if necessary, to provide details about
the aforementioned observations.

3. Stage 3. Survey Room (5 Min.)

Step 6. All the users completed the survey without saying anything
to anyone. A researcher remained to explain any doubt they had about
the survey’s questions.

In the questionnaire employed to evaluate the studied product in
each Scene some questions were included about possible viewing
problems that users may have had (myopia, astigmatism, use of
glasses or contact lenses), which could have conditioned the use of the
VR headset according to previous experience with VR technology. The
participants had to rate the chair in accordance with all 12 semantic
pairs using a 7-point semantic differential scale (“Rate the chair you
just saw according to whether you think it is closer or further away
from the following adjectives”). Next they had to indicate how much
they liked the chair globally by scoring their answer on a 5-point
Likert scale that went from 1 (“I do not like it at all”) to 5 (“T like it
very much”). An open space was left for the participants to include
comments about the experience.

Fig. 3 provides some examples of users in step 4 of stage 2. The
layout of the equipment utilised for the experiment in both scene
rooms VR and VRPH is seen, namely the position sensors of the VR
headset. The cable linking the VR headset and the PC is shown, which
the researchers had to supervise at all times so that the users were
neither entangled nor damaged equipment.

In both SR1 and SR3, the users could touch the product they had to
evaluate, and they even sat on it, but were asked to not move it from
where it was placed.

e

Fig. 3. Participants during the experiment in the different scene rooms (SR1:
R, SR2: VR, SR3: VRPH).
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V. RESULTS

To help interpret the data collected by surveys in each setting (R,
VR and VRPH), an inferential statistical method was used with which
the posed hypotheses were tested. It was possible to distinguish two
collected datasets: those corresponding to the differential semantic
scale evaluations for each semantic pair of adjectives, and those
corresponding to the “I like it” evaluation.

Regarding the first dataset, Table II includes the descriptive statistics
for differential semantic scales. It is noteworthy that data were
collected by a 7-interval Likert scale with a central neutral value of 0
and two extreme values of 3 (in absolute values), where a higher value
indicates a better correspondence with the adjective represented on this
extreme. For suitable data processing, a negative value to the left of the
survey was taken to simply indicate that the adjective on this extreme
came closer and had no further connotation. As the scale values were
discrete, the value of the median was also discrete. Thus the values of
the means and standard deviations are also indicated because they may
better represent the distribution of the collected value.

TABLE II. DESCRIPTIVE STATISTICS FOR DIFFERENTIAL SEMANTIC SCALES

Conditions
Semantic scales R VR VRPH
Mean 1.09 .63 1.87
gﬁiﬁfnffgﬁlfie . Median 200 100 200
Std. Deviation 1.51 1.23 1.15
Mean =75 -1.32 -1.09
Light - Heavy Median -1.00  -2.00 -1.00
Std. Deviation 1.40 1.25 1.35
Mean 1.05 .62 1.66
Fragile - Resistant Median 1.00 1.00 2.00
Std. Deviation 1.23 1.28 1.31
Mean -1.55 -1.41 -1.79
Practical - Useless Median -2.00  -2.00 -2.00
Std. Deviation 1.13 1.12 1.27
Mean 1.68 1.75 1.87
Complex - Simple Median 2.00 2.00 2.00
Std. Deviation 1.45 1.27 1.55
Mean 22 .16 .23
Invariable - Versatile Median .00 .00 .00
Std. Deviation 1.64 1.47 1.79
Mean -1.06 -.99 -1.27
Modern - Classic Median -1.00  -1.00 -2.00
Std. Deviation 1.33 1.35 1.37
Mean .80 1.25 1.66
Ugly - Nice Median 1.00 2.00 2.00
Std. Deviation 1.52 1.43 1.34
o Mean 175 -153  -1.91
x;;‘:(g;%l;::te Median 200 200  -2.00
Std. Deviation 1.00 1.23 1.06
Mean 71 97 1.56
Vulgar - Elegant Median 1.00 1.00 2.00
Std. Deviation 1.31 1.17 1.23
Mean 1.60 1.06 1.84
Handmade - Industrial ~ Median 2.00 1.00 2.00
Std. Deviation 1.36 1.51 1.29
Mean -.35 .32 .27
Serious - Fun Median .00 .00 .00
Std. Deviation 1.24 1.29 1.38

Highest values and corresponding adjective in bold, lowest values in italics.
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Fig. 4. Box plots for the semantic scales.

There were two semantic differentials for which users gave similar
scores for all three conditions, which came very close to the neutral
score (0), namely semantic differentials “versatile-invariable” and
“fun-serious”. For the remarks collected by the evaluators in stage 3 in
the survey room, it was the adjectives that made users doubt the most
when relating them to the presented product, which could have led to
a poorly polarized neutral score.
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Therefore, by contemplating only the study of the means and TABLE V. TEST OF NORMALITY OF THE ‘I LIKE IT” QUESTION
standard deviations, we could consider that the score for the product Kolmogorov-
presented in VRPH was more positive than those given in VR and R. Smirnov® Shapiro-Wilk
Fig. 4 presents the box plots for the semantic scales, showing the Cond. Stat. df Sig.  Stat. df Sig.
distribution of the values of the collected samples for all the semantic R 304 65 000 791 65 000
pairs for all the studied conditions. It .is noteworthy that as the discrete Ilike it VRPH 348 70 000 778 70 000
values corresponded to a reduced 7-interval scale, both the box plots (1-5) 303 68 000 721 68 000

and whiskers took the positions of the integers corresponding to this
interval. Thus their interpretation had to be done by complementing
with other values such as mean or standard deviation.

# Lilliefors Significance Correction.

TABLE VI. RaANKs AND KRUSKAL-WALLIS TEST

TABLE III. DESCRIPTIVE STATISTICS FOR THE OVERALL EVALUATION SCALES Semantic scales  Cond. N Mean Rank Kruskal-Wallis
Conditions Test
Overall Evaluation R VR VRPH Uncomfortable R 65 98.50
Mean 3.95 384 3.86 - Comfortable VRPH 70 132.41 X*(2)=37.627
Ilike it (1-5) Median 400 4.00 4.00 VR 68 74.04 p<.001
Std. Deviation .76 .56 .62 Total 203
Highest values in bold, lowest values in italics. © Light - Heavy R 65 115.49
z VRPH 70 101.41 X2(2)=6.981
TABLE IV. TEST OF NORMALITY OF THE DIFFERENTIAL SEMANTIC SCALE E VR 68 89.71 p=-030
Total 203
K(:mm:;iz?v Shapiro-Wilk Fragile - R 65 97.71
) Resistant VRPH 70 128.55 X2(2)=26.801
Semantic Cond. Stat. df Sig Stat. df  Sig VR 68 78.77 p<001
R .250 65 000 .869 65 000 TOI:al 26053 104.78
Uncomfortable - ical - -
Comfortable VRPH 344 70  .000 .714 70  .000 g‘;‘izls"sal VRPH 70 8544 X¥(2)=7.029
.220 68 .000 .867 68 .000 VR 68 11331 p=.030
R 185 65 .000 908 65 .000 Total 203
Light - Heav: VRPH 223 70 .000 901 70 .000
: ’ VR 294 68 000 754 68  .000 $ Complex - . o 705
5 Simple VRPH 70 111.53 X4(2)=3.179
o G 5 M 5 wow o
Resistant ’ ' ’ ’ Total 203
VR 156 68 .000 941 68 .003 ] R 65 102.30
R 238 65  .000 .865 65  .000 Invariable -
Practical - Versatile VRPH 70 103.57 X42)=128
Useless VRPH 295 70 .000 774 70 .000 VR 63 100.10 =938
R m s s e e T oo
gfnrr;ﬁ’iex _ VRPH 262700000 72170000 Modern - Classic VRILH o e X(2)=2.368
VR .357 68 .000 .694 68 .000 VR 63 106.61 =306
Invariable - R 156 65 .000 939 65 .003 Total 203
Versatile VRPH 152 70 .000 928 70 .001 Uslv - Nice R 65 82.52
VR 162 68 000 931 68 .00 8 il VRPH 70 12046 X%(2)-15.278
Modern - R 251 65 .000 .886 65 .000 8 VR 68 101.62 p=<.001
Classic VRPH 222 70 .000 875 70 .000 Total 203
e S . R
, Overelaborate VRPH 70 92.56 X¥(2)=3.842
Ugly - Nice VRPH 315 70 .000 798 70 .000 VR 68 111.06 p=146
=
Minimalist - : ’ : ’ _ R 65 83.05
Overeli(s)trate VRPH 219 70 000830 70 000 ]‘gfllzlgg:;t VRPH 70 127.79 X?(2)=23.364
VR 311 68 .000 771 68 .000 VR 63 9357 p<.001
R 188 65 .000 926 65 .001 Total 203
Vulgar - Elegant VRPH 326 70 .000 753 70 .000 Handmade - R 65 105.29
VR 260 68 000  .897 68 000 ©  Industrial VRPH 70 116,55 X{(2)=11.672
Handmade - 216 65 000 863 65  .000 8 VR P 83,88 =003
Industrial VRPH .248 70 .000 817 70 .000 Total 203
R am s ow m s Serious -pan R 65 w12
VRPH 70 108.70 X?*2)=9.455
Serious - Fun VRPH 144 70 .001 935 70 .001 VR 68 112.20 p=.009
VR 171 68 .000 944 68 .004 Total 203

* Lilliefors Significance Correction. Semantic scales in bold to identify the scales with statistically significant

differences.
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Kolmogorov-Smirnov and Shapiro-Wilk tests («=0.05) (Table IV)
showed that semantic scales did not follow a normal distribution in
all cases. Consequently, an ANOVA test proved unsuitable for testing,
and Kruskal-Wallis was selected. This is a non-parametric method for
testing whether samples originate from the same distribution. The
viewing conditions were taken as the independent variables (R, VR
and VRPH) and the scores for each semantic pair as the dependent
variables.

The null hypothesis of the Kruskal-Wallis test stated that the mean
ranks of semantic scales scores in the three experimental conditions
were the same. Firstly, four assumptions had to be checked:

1. The dependent variable should be measured at the ordinal or
continuous level. In our case, semantic scale scores were measured
from -3 to 3.

2. The independent variable should consist of two categorical
independent groups or more. In our case, we had three independent
groups (R, VR and VRPH).

3. There was no relationship between the observations in each group
or between the groups themselves.

4. The distributions in each group should have a similar shape and
variability (as seen in Fig. 4).

The Kruskal-Wallis test results (Table VI) revealed that the null
hypothesis was not confirmed (significance level .05) on many semantic
scales. As shown in bold, significant differences appeared among some
semantic differentials when comparing the three conditions.

In order to study if these significant differences appeared among
the three conditions or were due to differences between them, Dunn’s
post hoc test was performed (a=0.05) using the adjustment p-value
to make a pairwise comparison according to the Kruskal-Wallis test.
The results are shown in Table VII. As multiple tests were carried
out, Bonferroni adjustment was applied to all the Dunn’s p-values, as
presented in the last column of Table VII (adjusted p-value), which also
includes the effect size calculated as:

r= z/VN

N = total number of observations.

In Table VII, there are 13 pairwise comparisons for which there are
statistically significant differences, and the VRPH condition is present
in 10 of these pairs. Only “Uncomfortable-Comfortable” presented
significant differences for all three use conditions grouped into pairs.
The VRPH score was better than the other two, while the R score was
better than that for VR.

For “Light-Heavy”, differences were found only between R and VR,
where VR was better. Thus no differences appeared between users’
scores for “Light Heavy” when comparing VRPH with the other two
conditions, so the product’s evaluation was not harmed. Conversely,
differences were observed between users’ evaluations for “Fragile-
Resistant” or “Vulgar-Elegant” when comparing VRPH to the other
two conditions as their score for VRPH was better, as previously
observed (Table II and Fig. 4). Table VII also shows that significant
differences were found only when comparing VRPH to either of
the other two conditions, such as “Practical Useless”, “Ugly-Nice” or
“Handmade-Industrial”, with the best score going to VRPH.

Regarding the second dataset, corresponding to the “I like it”
question, Table III includes the descriptive statistics for the overall
evaluation as regards the question “I like it”. In this case, the employed
evaluation scale was a 5-interval Likert scale, use minimum value was
1 and its maximum value was 5.

The statistical descriptives in Table III reveal that on a scale from
1 to 5, the scores of all three conditions come very close and are
slightly higher in R and lower in VR. In Fig. 5, the box plot figure only
identifies the medians and lots of outliers because more than 50% of
the distribution of values takes a value of 4. Thus it was not possible to
draw boxes in the figure.

To study the differences between the scores for the question “I like
it”, due to the data non-normality (Table V), a Kruskal-Wallis test was
applied. It showed that there was no statistically significant difference
between the three viewing conditions (R, VR, VRPH), X*(2)=2.085,
p=.353.

TABLE VII. DunN’s PosT Hoc TESTS

Pairwise Diff. between

Semantic Scale . Std. Error z r P Adjust.p
comparison mean ranks
R-VRPH -33.907 9.673 -3.505 0.302 .000 .001
Uncomfort.-
Comfortable VR-R 24.456 9.741 2.511 0.218 .012 .036
VR- VRPH 58.363 9.562 6.104 0.520 .000 .000
=1 . R-VRPH -14.085 9.697 -1.453 0.125 146 439
% Light -Heavy
E‘ VR-R 25.779 9.765 2.640 0.225 .008 .025
A~ VR- VRPH 11.694 9.585 1.220 0.106 222 .667
Fragile - R- VRPH -30.842 9.827 -3.139 0.270 .002 .005
Resistant VR-R 18.936 9.896 1.913 0.166 .056 167
VR- VRPH 49.778 9.714 5.124 0.436 .000 .000
'g . R- VRPH -16.341 9.653 -1.693 0.147 .090 271
S Practical -
> Usel VR-R 8.532 9.721 .878 0.076 .380 1.000
% Useless
A~ VR- VRPH 24.873 9.542 2.607 0.222 .009 .027
° U . R- VRPH -37.934 9.707 -3.908 0.333 .000 .000
.= Ugly - Nice
g VR-R 19.095 9.775 1.953 0.169 .051 152
< VR- VRPH 18.839 9.595 1.964 0.169 .050 .149
R- VRPH -44.740 9.741 -4.593 0.391 .000 .000
Vulgar - Elegant
VR-R 10.527 9.810 1.073 0.093 283 .850
VR- VRPH 34.212 9.629 3.553 0.306 .000 .001
o H R- VRPH -11.258 9.811 -1.148 0.099 251 754
2 andmade - VRR
= Industrial - 21.417 9.880 2.168 0.188 .030 .091
VR- VRPH 32.675 9.698 3.369 0.287 .001 .002
. R- VRPH -24.585 9.864 -2.492 0.216 .013 .038
Serious - Fun
VR-R 28.083 9.934 2.827 0.241 .005 014
VR- VRPH 3.499 9.751 359 0.031 720 1.000

Pairs in bold identify significant differences when applying a .05 significant level using the adjusted p-value.
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Fig. 5. Box plot for the overall evaluation.

V1. DiscussiON

As Fig. 5 reveals, the overall evaluation that users made of the
presented furnishing product is practically the same. So we conclude
that the means employed to present this particular product does not
influence its overall evaluation.

When the evaluations of the semantic differentials were analyzed
for the three studied conditions (Table II), VRPH was highlighted in
most cases with a higher mean, as former works have found using a
similar product [60]. In Table VII we see that the biggest significant
differences in the pairwise comparison tended to appear between
VRPH and one of the other two means, and VRPH was evaluated
the best. So we conclude that when this furnishing product is
presented by VRPH, users evaluate it more favorably than for the R
or VR condition. As the statistical differences refer only to the tested
product, we cannot confidently transfer these results to other chair
models or product categories. But if the results were similar in other
further studies evaluating other products, this could mean advantages
when presenting a product in a showroom because potential buyers
could gain a better impression of it. Yet if we were to employ this
means in the design phase to predict future users’ responses, mistaken
design decisions might be made and might lead to a product being
developed that could be evaluated worse by users when presented in
other means.

According to the results in Table VI, some semantic differentials
present significant differences depending on the viewing conditions.
Thus using one means or another to present this product will depend on
the category in which evaluations with reliable results we wish to obtain.

The semantic differentials that correspond to categories Physio
and Ideo are those with the most significant differences on the whole
when comparing the various viewing conditions, where VRPH is the
condition that obtained the best valuations. If we bear in mind that
Physio refers to the pleasures deriving from sensorial organs like
touch, and Ideo refers to esthetic values, it would be logical to think
that resorting to passive haptics in an interaction condition to evaluate
furnishing products would lead to a better evaluation of the related
semantic differentials. So VRPH would be more suitable for presenting
furnishing products, where the tactile interaction and the esthetic value
are important. However, since this study is limited to a single model
of chair, it would be necessary to carry out other studies to check that
these conclusions are also applicable to other furniture products.

On the other hand, in the categories of Socio, with a social

connotation, and Ideo, with an emotional connotation, no viewing
condition would stand out from the rest. Therefore, these results may
suggest that VR could be used to present products with a social or
emotional character without harming users’ evaluations. So making a
physical product available for it to be evaluated would not be necessary
as this could be done from home without going a physical store. This
could also be useful in some design process phases to evaluate product
alternatives without having to build a physical prototype. However,
given the limitations of this study, these assumptions need to be tested
by further research.

VII. CONCLUSIONS

What the present study demonstrates is that the ways by which
this piece of furniture is presented (R, RV, VRPH) influences how
users perceive it (H1). It also demonstrates that differences are found
between the score of perceiving this product presented in a virtual
means (VR or VRPH) and presented in a physical means (R). Finally,
it demonstrates that users’ haptic interaction with this product (R or
VRPH), as opposed to only their visual interaction (VR), influences
how users perceive and evaluate it (H2).

The semantic pairs selection was done along with grouping them
into four categories according to Jordan’s model to run an accurate
analysis of how presentation means influences users’ responses. It is
worth stressing that the experimental results showed that not all four
categories performed the same with variation in presentation type.
This is very important if we wish to use these technologies in the
initial design cycle phase where the purposes are to evaluate several
design alternatives, and to use VR technologies to avoid building
physical prototypes and to speed up decision making. However,
the experiment would need to be extended to include other product
samples and categories before these conclusions could be generalised.

The scores made when observing this product in VRPH were higher,
as evidenced by the R and VR scores in most semantic pairs. So it is
worth stressing that observing and interacting with products using
VRPH could result in the product being positively valued, which could
favor purchasing decisions. VRPH was also the means in which certain
physical characteristics of this chair, like “comfortable” or “resistant”
(Physio), were more positively evaluated than in a means in which
touching is not allowed (VR). Thus using VRPH as a presentation
means seems suitable if higher evaluations are sought of consumer
products that relate well to physical and tactile characteristics, like
chairs, but it does not necessarily have to more positively influence
the evaluation of products with marked social (Socio) or emotional
(Ideo) characteristics than other means.

Again, the conclusions drawn from this study are limited by the
fact that only one product was analysed. Further research is therefore
necessary to draw more general conclusions that can also be applied
to other similar products, or to other product categories.
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Motivic pattern classification from music audio recordings is a challenging task. More so in the case of a cappella
flamenco cantes, characterized by complex melodic variations, pitch instability, timbre changes, extreme
vibrato oscillations, microtonal ornamentations, and noisy conditions of the recordings. Convolutional Neural
Networks (CNN) have proven to be very effective algorithms in image classification. Recent work in large-scale
audio classification has shown that CNN architectures, originally developed for image problems, can be applied
successfully to audio event recognition and classification with little or no modifications to the networks. In this
paper, CNN architectures are tested in a more nuanced problem: flamenco cantes intra-style classification using
small motivic patterns. A new architecture is proposed that uses the advantages of residual CNN as feature
extractors, and a bidirectional LSTM layer to exploit the sequential nature of musical audio data. We present
a full end-to-end pipeline for audio music classification that includes a sequential pattern mining technique
and a contour simplification method to extract relevant motifs from audio recordings. Mel-spectrograms of the
extracted motifs are then used as the input for the different architectures tested. We investigate the usefulness of
motivic patterns for the automatic classification of music recordings and the effect of the length of the audio and
corpus size on the overall classification accuracy. Results show a relative accuracy improvement of up to 20.4%
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when CNN architectures are trained using acoustic representations from motivic patterns.

I. INTRODUCTION

HE automatic extraction, discovery, and classification of motivic

patterns from music audio recordings is a task that has gathered
the attention of the Artificial Intelligence community in general,
and the Music Information Retrieval (MIR) community in particular
[1], [2], [3]. Repeated melodic patterns are important in the analysis
and understanding of music. More recently, research has shown that
repeated small musical patterns that are transformed up to a certain
extent, play an important role in establishing music similarity in orally
transmitted songs [4].

The computational study of orally transmitted vocal music
repertoires present different types of problems associated with
the audio signal obtained from such recordings. The high degree
of variability in the audio signal has to do with the environmental
conditions of the recordings, the improvisatory nature of the singing
styles, and the rapid fluctuation of wide vibrato ranges. In flamenco
music, these difficulties are even more acute, since intervals are
often smaller than the half-tone. A cappella flamenco cantes exhibit
characteristic melodic features such as conjunct degrees in the
melodic movement, high degree of ornamentation, extreme pitch
oscillations, microtonal variation, and constant timbre changes. These

* Corresponding author.

E-mail address: arronte@hawaii.edu

features make the automatic extraction of motivic patterns from audio
recordings an especially challenging task.

The computational study of flamenco music has concentrated on the
melodic characterization of cantes [5], [6], melodic pattern extraction
[2], and the modelling of melodic variation [7]. Pattern extraction
methods in flamenco research have used humans to extract relevant
segments and melodic motifs [2], [5]. To our knowledge, exclusively
data-driven approaches for the automatic intra-style classification of
music audio signals have not yet been developed in previous research.

Different approaches in the MIR research literature have considered
the use of Convolutional Neural Networks (CNN) for music tagging,
genre prediction, and music classification. CNN have been used for
mood and genre prediction using mel-spectrograms as the input
representation [8]; the classes used in this study include genres
(classical and pop), and moods (soft, ambient) among other label
descriptors. Image classification CNN architectures were used for
music classification based on general music style tags [9]. Other transfer
learning approaches on MIR tasks include multi-label classification
and prediction [10], and general-purpose music classification [11]. In
the audio signal processing research in general, CNN architectures
were used on large-scale audio event classification [12], showing that
image architectures can be reused for audio processing task with some
adjustments in the architectures’ filter size.

Other applications of deep neural networks to music analysis
and its computational understanding include low-level tasks such
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as beat tracking [13], onset detection [14], tempo estimation [15],
and chord recognition [16]. These low-level tasks attempt to learn
representations of acoustic phenomena directly from the audio signal.
Higher-level tasks learn representations that can map acoustic features
into more abstract musical concepts such as music style classification
[17], and singer identification [18] amongst others. MIR applications
of high-level music tasks strongly depend on pre-existing knowledge
and domain adaptation. In the approach presented in this article, no
hand-crafting or domain adaptation is needed, since motivic patterns
are extracted directly from the audio signal without prior knowledge.

This paper investigates the usefulness of motivic patterns for
the automatic classification of different styles of flamenco music by
using different CNN architectures originally conceived for image
classification tasks. This research also extends the computational
study of motivic patterns in flamenco music by presenting a pipeline
for motivic contour extraction from audio recordings based on an
approximation scheme. Then classification task is performed from
the patterns obtained using the log mel-spectrograms extracted
from the recordings’ raw audio signals by using different CNN. The
contributions of this research are the following: 1) We propose a
motivic extraction pipeline as a preprocess step, which improves the
classification accuracy of all the architectures tested. 2) It is shown
that CNN architectures from very different domains can achieve
competitive results with state-of-the-art algorithms while simplifying
the learning process and making it computationally more efficient,
mostly because of the pipeline introduced in this article. 3) A neural
architecture is presented that is able to use some of the advantages
of image classification CNN models, particularly as audio feature
extractors, while at the same time adding recurrent layers with
bidirectional LSTMs that are able to process musically relevant
sequential data, adding more explanatory power to the results. 4) We
make code and data of the experiments publicly availablel.

The different sections of this article are organized as follows: Section
1T presents the corpus of flamenco recordings (COFLA) and describes
its contents and music characteristics. Section III sets forth the motivic
pattern extraction method and audio features used as the input of the
different architectures. Section IV describes the CNN models used as
baselines in this research and the hybrid recurrent model introduced
in this article. Section V presents the experiments and data used to
test the different CNN architectures. Section VI outlines the results of
the experiments and discusses the main findings, improvements, and
shortcomings. Section VII concludes by listing the main contributions
of this research and possible future lines of work.

II. Corprus oF FLAMENCO RECORDINGS

Flamenco is an orally transmitted musical tradition from Andalusia,
aregion in the south of Spain. Its rich history and musical characteristics
are derived from the region’s cultural exchanges amongst various
populations over centuries, most notably Andalusian-Romani, Jews,
and Arabs. Some of the key characteristics of flamenco music such
as pitch instability, the use of intervals smaller than the half-tone, the
amount of variation from phrase to phrase and from singer to singer,
are derived from its improvisatory nature. Even though improvisation
plays a very important role in the conception of flamenco music, it is a
highly structured and elaborated musical tradition [19].

Flamenco music centers around the singing voice usually
accompanied by guitar, hand-clapping, and other percussion
instruments like the cajon. Melodies are characterized by a combination
of short and long notes with syllabic ornamentations (melismas), that
are placed in specific locations in a phrase [20]. Flamenco singers learn

! https://rb.gy/q3ppg0

melodies belonging to different styles and acquire singing techniques
by oral transmission.

The main focus in the computational study of flamenco music is
the development of algorithms that target the analysis of the singing
voice [19]. Flamenco music, like most orally transmitted musical
cultures, lacks music transcriptions of the repertoire. For that reason,
corpora of audio recordings, with their corresponding meta-data, are
the main source of research data. In this article corpus COFLA is used
[20]. The corpus consists of more than 1,800 music recordings taken
from flamenco anthologies. This corpus follows the research corpora
principles formulated by Serra [21]. The main characteristics of the
corpus, as summarized by its authors [20], are:

« Exhaustiveness: the corpus is composed of all anthologies
published on CD during the 20" century, and are considered
references for music critics and musicologists.

+ Representation: each anthology represents a wide variety of styles
and their variants.

« Sound quality: the audio quality varies greatly amongst recordings,
but all recordings comply with a minimum standard.

« Commercial availability: all recordings are available to the
general public, which facilitates the acquisition and allows for the
establishment of ground truth data.

In this research, the following styles and substyles are used from the
corpus COFLA: tonas (deblas, martinetes, and saetas), and fandangos.
Stylistically, the tonds is an important group of a capella cantes sung
in free rhythm, where singers choose their own reference pitch and
perform variations on a given melody. A tond normally is composed
of four verses of eight syllables each. Tempo is not strictly kept during
a single piece and ornamentation is heavily used by singers. In the
tonas style, deblas are characterized by melismatic ornamentations
with more abrupt changes than the rest of the compositions in
the tonds style. Martinetes, also a tond variant, differ slightly in its
melodic model from the debla and, even though it is mostly sung
without accompaniment, it uses a hammer and anvil as percussion
instruments. Saetas, another tond variant, have a religious content in
its lyrics and is stylistically closer to the debla in its usage of long and
sustained notes combined with melismatic ornamentations. The style
of fandango is more differentiated from the variants in the tonds. A
fandango is a musical style associated with a dance and is rhythmically
more complex than the tonds.

We select a sample from the corpus COFLA consisting of 13 deblas,
12 saetas, and 50 martinetes. The martinete subsample contains a wider
variety of singing styles, and to some researchers it can be decomposed
into 2 subtypes [22]. The current sample presents different stylistic
challenges and difficulties for the automatic classification of motifs
based on their substyle. First of all, 3 of the classes belong to the same
genre (deblas, martinetes, and saetas), which means that these substyles
share more musical traits with each other than with the fandango.
This will add another level of complexity to the computational
analysis, considering that previous studies have dealt only with the
classification of different genres of music. In this paper the analysis is
restricted to a very specific genre of music, namely flamenco, but also
it is restricted to unaccompanied vocal music of different subgenres
of flamenco.

III. Aupio FEATURES AND CONTOUR EXTRACTION METHOD

From the sample of songs described in Section II, we extract musical
motifs following a pipeline based on two main components: a contour
simplification method and the BIDE pattern mining algorithm [18].
The purpose of this pipeline is to extract statistically and musically
relevant motifs from flamenco audio recordings characterized by high
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Motif Motif
Raw audio fo Contour simplification
signal extraction and motif discovery

Fig. 1. Motivic pipeline for the extraction of patterns from raw audio signals.

instability of pitch. The pipeline here described attempts to solve the
problem of reducing the pitch variability in the audio signal, with an
approximation method that uses ranges of pitch distances instead of a
fully tempered system such as the one used in western classical music.
The steps of this motivic pipeline, as shown in Fig. 1, are the following:

1. Extract the fundamental frequency f, from the audio signals of the
songs

2. Apply a melodic contour simplification function ((f) based
on the extracted f, for each one of the songs, thus obtaining an
approximation of f]

3. Apply the BIDE algorithm on the melodic contours obtaining a
dictionary of motifs for the entire collection

4. Generate log mel-spectrograms for each motif in the dictionary

The fundamental frequency is extracted from raw audio signals
by using a sinusoid extraction and salience function [24]. A sampling
rate of 44.1 KHz and a window step of 256 samples are used. Then,
a melodic contour simplification procedure is performed to extract
meaningful motivic representations of a cappella flamenco cantes
from the fundamental frequency. In previous studies [6], contour
simplification procedures have been used to obtain consistent
representations of flamenco melodic segments by converting complex
pitch fluctuations to equal-step segments. Since we are studying
motivic patterns in complex flamenco vocal pieces, we are interested
in exploring the unequal microtonal nature of this type of music. In
order to accomplish this goal, our contour simplification process takes
into account ranges of cent-based distances instead of set of pitches as
presented in previous work [6].

We follow these steps to find a curve approximation to f, given a
step length of e=66 cents based on previous approximation approaches
[20]:

+ Given a set of points Pin f, we say that a line segment L is bounded
by all points in P given a maximum accepted step size of ¢.

» The output of this procedure is a contour simplification function
of f0.

Once this output is computed, a contour C is obtained based on the
following distance specification in cents:

« If the distance d between two points <=66 then, d=1

« If the distance d between two points >66 or d <=132 then, d=2
« If the distance d between two points >132 <=198 then, d=3

« 4 otherwise

The result is a vector of contour points represented in the time
domain. The signs + and — are used to specify whether the direction of

the contour ascends (+) or descends (-). Sudden jumps in frequency are
eliminated due to external noise conditions.

Once the approximation function is created, the BIDE algorithm
is used to discover motifs in the contour sequences. Motifs that are
repeated at least 3 times in a single song are kept. From the dictionary
of motifs, log mel-spectrograms are computed from the 2D time-
frequency motivic patches, with hop and window sizes of 25 ms. The
input size for all samples is 128x426, zero-padding smaller audio files.

IV. BASELINE AND HYBRID ARCHITECTURES

Transfer learning approaches in deep neural networks have shown
to be not only computationally more efficient in achieving competitive
results, but also show how representations from one task can be
transferred to another task. The different CNN architectures developed
initially for image classification problems and used in this article’s
experimental study are, DenseNet-161, and ResNet-50. A state-of-the-
art Convolutional Recurrent Neural Network (CRNN) architecture
developed specifically for music classification is also used as a baseline
[26]. Filter sizes and strides are kept small, 3x3 and 1x1 respectively.
This is mostly because of the small size of the audio input.

A. ResNet-50

Deep residual networks were conceived to address the problem of
learning degradation in deep nets. Residual networks are based on the
idea of stacking layers and an underlying mapping that is optimized
[27]. The model used in this study, Resnet-50, is transformed in a similar
way as in [12] by removing the stride of 2x2 in the first convolutional
layer, and reducing the size of the first convolutional filter from 7x7 to
3x3. In addition to that, and in order to maintain the input tensor size
of the mel-spectrogram and to leave the ResNet-50 architecture intact
for baseline purposes, we add an initial convolutional layer with filters
of size 3x3 and stride of 1.

B. DenseNet-161

CNN that have shorter connections between layers that are closer
to the input and output of a network have shown to be more accurate.
This paradigm is followed by the DenseNet model [28]. We make the
same modifications to the architecture as in ResNet-50.

C. CRNN

A model for music audio tagging that has shown state-of-the-art
results is the CRNN of Choi et al. [8]. This model utilizes the benefits
of CNN as feature extractors and the sequential characteristics of
Recurrent Neural Networks (RNN) to summarize time-dependent data
as the one obtained from musical pieces.
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D. Hybrid Recurrent Architecture

In this work we attempt to use and exploit the advantages of CNN
layers as feature extractors and add recurrent components in the last
layers to capture sequential characteristics present in music audio data.

Deep learning architectures for audio classification are normally
divided into front-end and back-end components [30]. The front-end,
is the part of the model that tries to learn a representation based on
the input signal. The back-end is in charge of predicting a given output
based on the representation obtained in the front-end. Our hybrid
model uses shallow residual blocks present in Resnets as a front-end,
and a recurrent neural model as a back-end. The overall goal of this
architecture is to simplify the already high cost of deep learning
methods, especially in the front-end, while trying to improve state-of-
the-art results by adding domain specific knowledge in the back-end.
We try therefore to reduce the number of parameters of very deep
networks by adding recurrent layers.

The shallow residual network proposed is composed of only 2
residual blocks, which reduces the computational cost and overall
training time when compared to denser Resnet models normally
utilized in the computer vision literature. Small filters of 3x3 with a
stride of 1 are used in all convolutional layers to capture local feature-
maps, and finer low-level spectral features. As the back-end two-
stacked Bidirectional Long Short-Term Memory (BLSTM) layers to
capture longer, time-dependent, features [31]. Fig. 2 presents a high-
level overview of the architecture described.

—

S
BLSTM
—

—=| Softm.

III|JII

Input size: Residual Residual

128x426
Conv1 [3x3; 2x2] Conv1 [3x3; 1x1]
BN1 BN1

Conv2 [3x3; 1x1] Conv2 [3x3; 1x1]
B

Conv3 [3x3; 1x1] Conv3 [3x3; 1x1]
BN3 BN3

/ VV\\A
oo e 0600

N

RelLU RelLU

Fig. 2. Neural network architecture overview. Residual blocks contain
convolutional layer dimensions (filter size, and stride), and batch size
normalization (BN) and ReLU components.

In our back-end, the BLSTM is used to process in both directions
(forward and backwards) the embedding obtained from the
residual layers. The output of this layer will be a high level, vector
representation of the time-dependent features of the motifs. The
sequential operation done by the BLTSM can be represented as an

Audio signal

input sequence X = {X1, ..., X7} that produces an output sequence
y ={¥1, -, Y1} where the input x is a vector of acoustic features at the
frame level. A BLTSM is composed of a forward and backward LSTM,
where the forward LSTM f reads the input sequence as it is ordered,
and estimates the forward hidden states ftl, . FLT from t = 1to T. The
backward LSTM f computes the sequence in reverse order obtaining
the backward hidden states iterating back from ¢ = T'to 1:

Ht = H(Wx Xt + Wﬁﬁ Ht—l + bﬁ) (1)
Et = H(Wxﬁxt + WHH Et—l + bﬁ) (2)
Ye= Wiy, he+ Wy he + by 3)

where H is the hidden layer function, W the matrix of weights, and
b the bias vector.

The final layer of the architecture presented is a fully connected
neural network (FCNN) layer with a softmax function to classify
the sequences according to the style label. Fig. 3 shows a high-level
motivic pipeline overview.

V. EXPERIMENTAL METHODOLOGY

We compare all models in the sub-style classification of musical
patterns extracted from corpus COFLA, as described in Section III, and
use 2D log mel-spectrograms as the input of the networks. The dataset
used in this study is composed of 111,076 audio motifs extracted from
the 4 sub-collections. We noted in the initial stages of the study that
extremely short motifs (<0.5 seconds) do not help in the classification
accuracy; for that reason only motifs that are >= 0.5 seconds in
duration are kept. This resulted in a corpus of only 10,640 motifs,
of which 1,573 were obtained from the debla sub-style, 129 from the
fandango, 5,027 from the martinete, and 3, 915 from the saeta. We can
see how certain sub-styles are richer in motivic patterns than others,
and note that the fandango sub-collection in particular, is much less
varied in longer motivic patterns (>= 0.5 seconds). This unbalanced
dataset allows us to test data augmentation techniques in the context
of audio musical data.

Unlike previous approaches to music classification and tagging
in MIR, the approach presented will only learn a small segment of
the entire audio signal. This segmentation based on the extraction of
relevant motivic data will greatly benefit the representation learned,
and reduce the total training time. From an information-theoretic
stand point, it can be argued that reducing the amount of irrelevant
information to the task will act as an implicit optimizer for the neural
architectures, while at the same time obtaining more explainable
results in music terms.

FO extraction

Pattern Discovery

Mel-spectogram —-L

C(fo)
aproximation

Motivic Pattern Extraction

/o
2xResidual blocs ﬂ N . Softmax
®
O

Neural Network Architecture

Fig. 3. High-level motivic pipeline overview.
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A. Data Augmentation

In this experiment a recent method for data augmentation developed
for Automatic Speech Recognition (ASR) called SpecAugment is
used [32]. Instead of producing deformations to the raw audio
signal like other audio-based data augmentation techniques [33-34],
SpecAugment operates directly on the spectrogram by warping it in
the time direction, masking frequency channels, and masking blocks
of utterances. The method follows a similar rationale as image data
augmentation techniques.

We concentrate on the two augmentation policies that seem
to be the most effective in ASR tasks [32]: frequency masking, and
time masking. Frequency masking works on m consecutive mel
frequency channels [m, m+m], where m is chosen from a uniform
distribution from 0 to the frequency mask parameter M. Time masking
works in a similar way by applying the masking to t consecutive
time steps. We compare the two data augmentation policies with
the original unbalanced dataset, and apply the following number of
transformations by class:

« For fandango style a total of 8 augmentations per spectrogram
is performed; 4 of time masking and 4 of frequency masking,
resulting in a total subset of 1,032.

+ For the rest of the styles we apply one of each augmentations in
only 50% of their respective subsets. Resulting in 3,146 deblas,
10,054 martinetes, and 7,830 saetas.

The total dataset after augmentation contains 22,062 spectrograms
of motifs. The comparative differences in motivic samples by sub-style
are presented in Fig. 4.

Motifs by style
12000

10000
8000
6000
4000

2000

0 1

Deblas Saetas Martinetes Fandangos

B No augmentation B Augmented

Fig. 4. Motivic patterns by sub-style.

B. Training

All the models use the Adam optimizer [35] and data augmentation
dynamically during training. We divide the data in training, and
validation subsets, making the 60% and 20% respectively of the entire
dataset, leaving the remaining 20% for testing. AUC-ROC, and accuracy
scores are used to perform searches over the parameter space. It was
found out during training that batch sizes of 20, and a total number of
epochs of ~40 performed best in terms of accuracy and computational
time. We found no sign of overfitting based on those measures in the
validation subset, even in non-augmented sets.

Random initialization versus pretrained weights were also tested
during training for all architectures. Results showed that pretrained
weights not only perform better overall (>~2% accuracy) than
random ones, but also decreased the training time (~10 epochs less to
converge). We used pretrained weights from image classification tasks
in our experiments.

VI. RESULTS AND DISCUSSION

Results in Table I show how the motivic pattern dataset has overall
better results, with an average accuracy improvement of 13.1% across
all models, with a maximum of 14.1% for Resnet-50, which indicates
a relative improvement of 20.4%. Precision and recall measures
also highlight the strength of motivic patterns for all models when
compared to non-motivic data, and achieve an 85% precision for the
proposed architecture with motivic patterns and no augmentation.
These results shed light in the importance of motivic patterns in
deep learning for music classification problems. This result can have
significant implications in deep learning for MIR tasks, since shorter,
more targeted audio data can significantly reduce the already huge
computational costs of deep architectures. On the other hand, for
multimedia systems in general, and MIR systems in particular, the
effective retrieval of relevant audio information from big data can be
improved with traditional sequential pattern mining techniques as a
pre-step in the computational pipeline.

From a theoretical MIR point of view, our results highlight the
importance of musically relevant features in deep learning systems
as opposed to merely general audio features. In musically complex
systems with melodic variability, microtonal ornamentations and
contours, the extraction of relevant patterns can become a challenging
task. The proposed contour simplification method takes into account
small pitch fluctuations, and extracts small patterns (~0.5 seconds)
that highlight particularities of a sub-style within flamenco music.
These patterns may reveal vibrato styles, or ornamentation tendencies
in singers for a particular style that may be difficult for the human
ear to grasp. Further study should concentrate on the exploration of
speech features combined with purely musical ones, which may aid
the classification and automatic identification not only of styles, but
singers as well.

The transferred architectures used in this study show how
pretrained image weights can optimize the overall training procedure
in music classification tasks and achieve competitive results with less
training time. Since we are using mel-spectrograms of an audio signal
as the input, the image-like 2-dimensional size of the input seems to
be the reason why pretrained weights facilitate the accuracy results
in less time when compared with random initialization. The hybrid
architecture proposed outperforms the rest in terms of accuracy,
AUC, precision, and recall. The performance values for non-motivic
datasets with recurrent layers in the architecture indicates that these
architectures can indirectly infer the temporal components of the data.
Still the motivic dataset outperforms non-motivic ones for all models.

TABLE 1. MoDEL RESULTS FOR THE MOTIVIC PATTERNS AND NON-MOTIVIC

SUBSETS

Model Dataset  Accuracy AUC Prec. Rec. F1
Resnet-50 Motivic 0.832 0.894 0.801 0.769  0.785
Resnet-50 Non-motivic 0.691 0.792  0.631 0.617 0.624
Densenet-161 Motivic 0.817 0.881 0.735 0.731 0.733
Densenet-161 | Non-motivic 0.683 0.769 0.61 0.589  0.599
CRNN Motivic 0.821 0.886  0.78  0.757  0.768
CRNN Non-motivic 0.796 0.853 0714 0.711  0.712
ResLSTM Motivic 0.911 0.91 0.848 0.813 0.83
ResLSTM Non-motivic 0.824 0.882  0.816 0.79 0.803

The results in Table II show the data augmentation classification
scores for the motivic pattern dataset. An accuracy improvement
of 2.4% on the best model when using augmentation, highlights the
importance of the data size in deep learning tasks. Since we obtain
more than double of the original size from the motivic dataset,
the improvements on the classification results seem to be logical.
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SpecAugment, however, does not show an improvement as important
as the one shown in the original study with speech data [32]. Further
research should explore different ranges of masking parameters
to determine the quality of the results and its appropriate use with
musical vocal data.

TABLE II. RESULTS FOR THE DATA AUGMENTATION POLICIES APPLIED TO THE
Mortivic PATTERN DATASET

Model Augment. Accuracy AUC  Prec.  Rec. F1
Resnet-50 Frequency 0.868 0.898 0.811 0.791 0.8
Resnet-50 Time 0.846 0.878  0.767 0763  0.76

Densenet-161 | Frequency 0.852 0.861 0.81 0.804  0.81
Densenet-161 Time 0.831 0.858 0.783  0.766  0.78

CRNN Frequency 0.87 0.887 0.83 0.796  0.813

CRNN Time 0.842 0.879 0.782 0.772  0.78
ResLSTM Frequency 0.935 0.922  0.85 0.839  0.844
ResLSTM Time 0.921 091  0.828 0.821 0.824

VII. CONCLUSION

Overall the results indicate that the effect of motivic patterns in the
classification accuracy of state-of-the-art CNN models is greater than
the effect of data augmentation when using SpecAugment. Motivic
patterns seem to provide important information in the classification
of audio samples by style. Since CNN capture local-level features of
a given audio sample, the utilization of motivic patterns seems to
highlight higher level melodic features. Recurrent models on the other
hand are less sensitive to non-motivic data. We also evaluated the
importance of transfer learning in the context of musical audio data.
The results of the transferred models are consistent with a recent large-
scale audio classification study [12], which also extends the findings
to music audio data. We specifically noted the ability of the networks
to converge up to a state-of-the-art competitive accuracy with less
training when using pretrained weights from image classification
tasks. The proposed neural architecture outperforms state-of-the-art
CRNN for music classification by taking advantage of the long-term
sequence processing that the BLSTM net does. By combining BLSTM
with shallow residual blocks, we take advantage of the smaller number
of parameters required, and less processing time, when compared with
deeper resnets.

This study presents an important case of deep learning optimization
for audio signal processing, by extracting smaller, more targeted
audio samples, discarding irrelevant information from the signal
and learning more robust representations. This approach can be
particularly interesting for low-resource MIR applications. It can also
be easily adapted to sound event recognition and identification, and to
speech recognition tasks that have a strong acoustic component such
as accent, emotion, and dialect identification.
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ABSTRACT

[
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Learning Analytics (LA) approaches have proved to be able to enhance learning process and learning
performance. However, little is known about applying these approaches for second language acquisition using
educational games. Therefore, this study applied LA approaches to design a smart collaborative educational
game, to enhance primary school children learning English vocabularies. Specifically, the game provided
dashboards to the teachers about their students in a real-time manner. A pilot experiment was conducted in a

Collaborative Learning,
Data Analysis,
Educational Games,
Language Learning,
Learning Analytics.

public primary school where the students’ data from experimental and control groups, namely learning and
motivation test scores, interview and observation, were collected and analyzed. The obtained results showed
that the experimental group (who used the smart game with LA) had significantly higher motivation and
performance for learning English vocabularies than the control group (who used the smart game without LA).

The findings of this study can help researchers and practitioners incorporate LA in their educational games to

help students enhance language acquisition.

I. INTRODUCTION

RNOLD, Greenville and Doe [1] stated that the traditional

methods for learning second languages are difficult and less
engaged, resulting in negative learning outcomes. Flores [2] stated
that Second Language Acquisition (SLA) strategies should be based
on technologies since students of this era are technological natives.
Additionally, immersive learning experiences play an important role
in facilitating SLA. This immersion experience can be achieved by
different technologies including games [3]. Several studies have proved
that integrating playing and challenge while learning can improve
students’ outcomes [4]. Consequently, educational games have started
gaining an increased attention from researchers and practitioners as
a way of engaging students in learning. Educational games are games
with the fundamental needs of learning by providing fun, motivation,
creativity and social interaction [5], [6]. Especially, while playing
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E-mail addresses: ahmed.tlili23@yahoo.com (A. Tlili), daniel.burgos@
unir.net (D. Burgos).

DOI: 10.9781/ijimai.2021.03.002

games, students are situated in a gaming scenario to complete a series
of learning tasks individually, collaboratively or even competitively.
Despite that educational games are effective tools in enhancing the
learning process, several research studies also reported that they are
black boxes where teachers cannot unlock what students did in the
learning process (except the final scores and levels cleared) and how
they behaved towards the learning goal [7], [8].

Therefore, this study describes a smart collaborative educational
game developed in this research, based on LA approaches, to teach
primary school students English vocabulary. The game collected
the students’ learning interaction data and analyzed them to create
dashboards that can help teachers understand how their students were
learning using the game. The teachers can then provide the needed
interventions to each student and each team accordingly. Additionally,
this game adopted collaborative learning strategy in which achieving
the game’s goal depends on the efforts of all the team members. While
LA approaches have been applied for several educational purposes,
little attention has been paid to use these approaches for language
acquisition [9], calling for further research in this regard. Additionally,
despite that several educational games incorporated LA in the
literature, to the best of our knowledge, none of these games applied
collaborative learning while playing for second language acquisition.
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Finally, this study compares the impact of the smart collaborative
educational game and the non-smart version of the game on students’
learning performance and motivation. The only difference between
the smart and non-smart versions of the game is that the smart version
incorporated LA to provide automatic dashboards about students’
learning progress while the non-smart version did not.

The rest of the paper is structured as follows: Section II presents
related work related to SLA and learning analytics in educational
games. Section III describes the developed Jungle animals game- a
smart collaborative educational game for teaching English vocabulary.
Section IV presents the research method, while Section V presents the
obtained results. Finally, Section VI discusses these results with the
limitation of this study and future directions.

II. RELATED WORK

A. Second Language Acquisition and Collaborative Learning

Second language acquisition is the learning and acquisition of a
second language once the mother tongue or first language acquisition
is established [10]. Hart and Risley [11] state that First Language
Acquisition (FLA) is different than SLA because FLA occurs naturally
and perhaps without any formal instruction, simply by students
being constantly exposed to language rich environments over the
course of many years. SLA, on the other hand, relies on more specific
pedagogical approaches. In these settings, a major goal frequently is
to formally teach students the elements of language that are learned
much more informally in their native language.

Specifically, this research study aims to collaboratively teach English
as a SLA. Collaborative learning is a pedagogical approach that implies
students to work in groups to complete an activity or solve a given
problem. Siemon, Becker, Eckardt, & Robra-Bissantz [12] introduce
different principles for collaboration systems, as follows: “Reciprocity”
refers to exchanging information and efforts. If a collaborator offers
more effort, the other members have to return the effort when needed.
The “common goal” is the most important factor in collaboration that
motivates every team member to work with others. “Mutual respect
and trust” enhance teamwork in a variety of ways. It is positively
linked to a team performance. “Cohesiveness” refers to the perception
of a team as one unified force. “Benevolence and commitment” mean
that team members should not intentionally work against their team
members and should deliver sufficient efforts to help their teams.

To teach SLA (individually or collaboratively), several researchers
have used educational games to motivate students and provide
learning environments and scenarios similar to real situations, as
discussed in the next section.

B. Educational Games and the Application of Learning Analytics

Several researchers have highlighted that educational games
facilitate language learning since they are interactive and motivating.
Additionally, they provide an environment similar to a real one, which
enables students to easily practice the needed language and learn it
effectively [3]. Surkamp and Viebrock [13] mentioned that games from
simple vocabulary to role-playing games could enhance the language
learning experience. However, Hung, Chang and Yeh [14] showed in
a comprehensive literature review in SSCI language learning journals
that only 4% of the published articles are related to Digital Game Based
Language Learning (DGBLL). Additionally, the same authors reported,
in their literature review, that 79% of DGBLL educators prefer to
use off-the-shelf digital games over self-developed ones in order to
reduce development cost and effort [14]. This shows the need to pay
more attention to the development and use of educational games
for language learning. Therefore, as a first contribution, this study

focuses on developing a collaborative educational game for English
vocabulary learning. In this context, Chiu, Kao, and Reynolds [15]
highlighted the importance for further research on English learning
using games beyond drill and practice genres.

Additionally, despite that educational games, including DGBLL, are
motivating and interactive, they are black boxes [7], [8]. This means
that teachers will not have the possibility to see how their students
are learning (e.g., what they mastered and what not). To change that,
researchers have thought of making use of the generated big data
from the student’s interaction with educational games by analyzing
them to understand the learning process. The analysis of learning
data is often referred to as LA, which is defined as “the measurement,
collection, analysis and reporting of data about students and their
context, for purposes of understanding and optimizing learning and
the environments in which it occurs” [16]. Hauge et al. [17] mentioned
that the provided feedback based on LA can help students do better
in an educational game. Reinders [18] further mentioned that LA in
language learning can help teachers monitor their students whether
there are learning individually or collaboratively, hence provide early
interventions and support accordingly. For instance, Youngs, Moss-
Horwitz, and Snyder [19] applied LA for online French learning (not
collaborative) and argued that one of the main purposes of LA is to
provide teachers insights on student learning and highlight where
and when they need to step in to monitor students. Consequently,
the students had better learning performances compared to the other
group of students (control group). Additionally, several studies showed
that analyzing students’ online behaviors could help in assessing their
language learning performance and obstacles, hence those students
who need more learning support could be identified [20], [21].

However, Gelan et al. [22] pointed out that little attention has been
paid on the use of LA in language learning. Similarly, Thomas, Reinders
and Gelan [9] stated that despite the promise of LA, its application
in language teaching and learning has thus far been minimal. Hung,
Yang, Hwang, Chu and Wang [23], in their literature review about
GBLL, reported that most studies used traditional instruments instead
of LA to evaluate the language learning process within games, namely
perception questionnaires, learning tests and interviews. Nonetheless,
in some studies studying LA in games [24]; [25], no study reported
the use of LA in GBLL. This highlights the need for more practical
investigations about the potential uses of LA in GBLL. Therefore, this
study develops a smart collaborative educational game for teaching
English, which incorporates LA to provide learning support for
teachers to monitor their students while learning. Table I presents
a comparison between various educational games for language
learning that were developed in the literature, and the educational
game reported in this study (last row of Table I). As the information
shown in Table I, it can be seen that a lack of attention has been paid
to develop collaborative educational games for English learning with
LA support; this is the main contribution of this study.

TABLE I. COMPARATIVE TABLE OF EDUCATIONAL GAMES IN THE LITERATURE
AND THE DEVELOPED GAME IN THIS STUDY

Tausht Incorporate
Educational game & Learning type learning
Language .
analytics
Hung, young and English Collaborativel No
Lin [26] & Ve
Hasegawa [27] English Individually Yes
Wichadee and . .
Pattanapichet [25] English Individually Yes
Gamlo [29] English Individually No
Bahari [30] English Collaboratively No
Jungle animals English Collaboratively Yes
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To summarize, this study contributes to extend the literature by
developing a smart collaborative educational game, namely “Jungle
animals game” for teaching English to primary school students. This
game applied different collaborative strategies to enhance learning
English vocabulary. It also incorporated LA approach based on K-mean
algorithm to generate automatic dashboards for teachers to monitor
their students and provide real-time interventions for them, as well
as for students to keep track of their learning progress. K-means was
chosen because of the simple implementation, speed of convergence
and adaptability to sparse data [31].

III. JuNGLE ANIMALS GAME

A. Collaborative Learning

Jungle animals is an adventure 2D — multiplayer game that aims
to teach English vocabulary, specifically animal names, as well as the
spelling of each word for primary school students. The motivation
behind choosing this topic (animal names) is that, most students are
already familiar with the names of animals in their native language.
Additionally, animals are a popular topic in early English curriculums
[32]. In a face-to-face game setting, each student can see the other
team members to ensure the individual accountability and increase
collaboration. The story of the game is that a plane fell into an
unknown forest. The survivors (students) must work together to find
a computer with the GPS in it to escape. In the first level, the students
have to find the password so they can use the computer. To do so, they
have to collect letters and sounds which will be used for the password.
During the second level, the students navigate to the nearest city
where they will meet an old man to get instructions on how to make a
city map by collecting pictures and words in the city, so they can find
the right way to the airport to go home.

The students can be in different locations or in a shared area (forest
in the proposed game) to increase interaction and collaboration among
them [33]. Specifically, the shared “objects”, such as letters, sounds
and animals, can be found by different team members and they have

then to exchange acquired information through social interaction. For
instance, as shown in Fig. 1, a student in the first level cannot find
the password without his/her team members’ help because letters and
sounds are divided among them. Therefore, they have to communicate
via the chat box and work together to insert the password. Table II
presents the different mechanisms used in the developed educational
game in this study and how they promote collaboration.

<Flagerly Wi !
<Flayeriz helie!
eFlagesly Hi gups ! whe cwns the scund of the
lezzre 3

<Flageziz Me & Rave iz

<Flagerdy Please help me te deserease the
pericde

<Flagesl> ok & will mey

Fig. 1. An example of “insert password” collaborative task using chat box.

Furthermore, the game applies the receptive vocabulary knowledge
based on the Nation’s taxonomy [34]. It also supports the main
parts of receptive knowledge of words, namely form and meaning.
The receptive knowledge of word involves being able to recognize
the form of the word when it is heard or met while reading. At the
beginning of the game, different animal names are presented with their
pictures. Students cannot move before hearing each word and seeing
its spelling. The game also includes activities that allow students to
exercise the spelling of the word in the second level, as shown in Fig. 2.
For example, to collect pictures of animals, they have to work together
to complete the missing letters.

TABLE II. THE IMPLEMENTED COLLABORATIVE MECHANISMS IN THE GAME

Principles of

Jungle animals Game

. Game mechanisms
collaboration

Level 1

Level 2

« Collaborative task
« Encrypted information

Reciprocity

find the password.

Members do the same effort/activities:

« Each one is responsible on a part of the word and
must put it in the correct place.

« Each student has parts of the password (letters
or sounds). A student cannot put the password
without the help of his/her group.

Exchanging information:
« Each student has a unique information and he/
she must share it with his/her team members to

« The students can use the chat box to share
information and communicate together.

Members have the same effort/activities:

« To collect the animal pictures, each student must
write the missing letters.

« To collect part of the words, the students must
complete the missing parts.

Exchanging information:
« The students can exchange information through
the chat box.

Common goal Collaborative task

Find the password using indices and write it with
letters and sounds that are collected together.

Connect each animal with its name to complete the
city map with the collected parts and pictures.

Trust and mutual | Collaborative task

« All roles are equally important.

« Roles are exchanged between students. Thus,

« Shared object

respect « Without the participation of all students, the they all have the same value and importance.
password cannot be written. « Without the participation of all the students, the
« Some letters are locked and the students need his/ | city map cannot be completed.
her team members to get it.
Cohesiveness « Shared space Shared interface, shared letters, shared sounds. Shared interface, shared pictures, shared words.

Benevolence and
commitment

« Shared space
« Shared object

Ensuring the cohesiveness enhances individual
benevolence and commitment.

Ensuring the cohesiveness enhances individual
Benevolence and commitment.
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Hearing animal’s name

“Collect Picture” Activity

Fig. 2. Learning the form of words by filling the missing letters.

In addition, recognizing different portions of the word are also very
important in the form part. Therefore, the game provides activities
that develop recognizing portions of the words. Specifically, each
student has a portion of the word, and they must collaborate together
to combine all the pieces together before they can move to the next
level. Regarding the meaning part, the knowledge of a word involves
knowing its meaning. Therefore, the game adopts repetition and
memory pedagogical strategy, proposed by Schmitt & McCarthy [35],
to elicit word meaning. Memory strategy refers to relating the word
with student’s knowledge using images. In this context, students will
encounter the same words and pictures in a repetitive cycle during
different times at several activities.

The smart collaborative educational game aims to provide learning
materials in a collaborative and fun way using tight coupling between
text, speech and images to make the students learn how to pronounce
each name and remember it when they see the picture of an animal.
From the pedagogical perspective, it is difficult for teachers to keep up
with each group and see how each student is behaving with his/her
team members, as well as individual student’s learning obstacles when
it comes to learning the names of animals. For instance, a student
might remember the outlook of an animal, but he/she still cannot
spell the correct name of the animal. Also, a student might still have
problems with memorizing the names of some animals. All these kinds
of questions can be easily solved by providing dashboards to teachers
and students through learning analytics (LA) approach.

B. Design of Learning Analytics

Link and Li [36] highlighted several language learning interaction
data that should be collected for LA based different theoretical
approaches (e.g., interactionist, complexity, etc.). This study has relied
specifically on “Skill acquisition theory” and “Interactionist theory”,
thus it analyzed performance data and communication activity data
respectively (see Table III). Specifically, these traces can help teachers
discover students’ learning obstacles from three aspects, the individual
aspect (the learning performance of each student), the group aspect
(the learning performance of each group and the collaboration patterns
among the members of each group) and the class aspect (the learning
performance of the whole classroom. Consequently, each teacher will
have the detailed information about how students learn from these
three different aspects (individual, group and class).

During the process of game playing, time spent in different learning
activities, wrong answers and retrying times were collected for each
student and each group. The group communication patterns were
also collected in order to evaluate the collaborative process during
the game. Finally, the collected traces were automatically saved in an
online database using PHP scripts. It should be noted that the smart

collaborative educational game supports hundreds of students and
vocabularies (animal names), and the limited number of students
during this pilot experiment (see the next section) does not affect the
technical reliability of the developed game.

TABLE III. THE COLLECTED LEARNING TRACES

Learning traces Description

The total time that the student spends in

Time of solving activities ..
each activity.

Number of wrong answers made by the
student before he/she finds the correct one
during each activity.

Number of wrong answers

Activities that the student did not answer
during the game. In addition, activities that
student did not come out a solution until
the game provides hints or answers.

Difficult activities

The total time a group spent on achieving

G ti
Toup time the common goal.

Number of wrong answers made by group
members until they achieve the common
goal of the activity.

Group wrong answers

The number of discussing messages among

G icati .
Toup communicahion the group members in the chat box.

After collecting learning data, data mining and visualization
techniques were applied to provide a detailed learning dashboard for
teachers, to help teachers monitor their class and provide the needed
interventions for each group or student accordingly. Gross, Stary and
Totter [37] recommended that visualization tools for online learning
should provide both group awareness and individual objective self-
awareness. Group awareness presents information about group
activities, collaborations and status [38], while individual objective
self-awareness presents information on the process of taking oneself
as the focus of one’s behaviors and achievements [39].

An automatic game dashboard was created to display the current
achievements of each individual student and group at any point of
time. This dashboard shows how the students are progressing in the
game. Specifically, it shows the number of completed activities by the
students, as well as the number of correct and wrong answers (see Fig.
3). For example, most of the students did not answer correctly in the
first learning activity (the yellow portion) as shown in Fig. 3, therefore
the teacher should not move to the second learning activity, instead
the teacher should help students answer the first learning activity by
providing more explanation on the classroom blackboard. Additionally,
the game dashboard shows the number of wrong answers given in each
learning activity and the time spent in this activity. These features can
provide teachers to have a global view about the learning difficulties
of their students and help them accordingly. Similarly, the students
can also access to the dashboards from their “student interface” to
understand their learning performance and problems. For instance,
students can see their own learning weakness and try to overcome it.

Furthermore, based on the group communication log data from the
chat box of the game, the dashboard presents the interaction frequency
in each group while collaborating. The communication frequency is
also presented for each student while collaboratively solving different
learning activities. Consequently, teachers can know if a group is
experiencing certain collaboration problems and can check on them
to provide needed help. Teachers can also know the communication
frequency of each student during a specific period (e.g., the first level
of the game) or during a specific activity (e.g., while solving the first
learning activity), and understand how each student is involving in the
learning process (as active or passive actor).
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Activity Time (Seconds)

Activity 1

0 20 40 60 80 100 120 140 160 180

Wrong answers

Activity 1

W Activity 2 Bl Activity 3

Fig. 3. Examples of learning dashboards generated by the smart collaborative
educational game.

Finally, the dashboard automatically generates student clustering
using K-means algorithm based on those with high, medium and
low performance (see Fig. 4). This information can help teachers to
provide required interventions to students according to different
learning performance. The K-means algorithm divides the objects into
k clusters, and iterates through the division-process as long as the
distance between all objects and the center or mean of the clusters can
be reduced. A characteristic of this algorithm is that the number k of
clusters has to be fixed. In the game, the K value is fixed to 3 (similar
to the above three groups) and two student features are used as inputs,
namely number of wrong answers and time solving the activities. Fig.
4 shows the graphic representation of the three clusters with respect
to the means of the two features. Since the first cluster has the highest
mean of wrong answers and of time spent on activities, it is labeled
“low performance”. The second cluster is “high performance” and the
final cluster is “medium performance”.

Name Wrong answers Time (Seconds)
Mol 21 123

Ha I 9 177

Am N 15 60

Sa N 12 102

No I 12 120

Ra I 12 132

Do I 15 123

250

200

150

100

20

0
Cluster 2

Cluster 1

Cluster 3

W Wrong answers M Time spent (Seconds)

Fig. 4. Examples of the generated clusters using K-means algorithm by the
smart collaborative educational game.

IV. METHOD

Unlike educational games that incorporate LA, educational
games without LA are black boxes and teachers cannot see how the
learning process is occurring. Hence, they cannot provide real-time
learning support to help students achieve better learning outcomes.
Additionally, students cannot receive any instant feedback about their
learning progress and performance. Based on this, this study aimed to
validate the following two hypotheses.

H1: Students learning with the developed smart collaborative
educational game (with LA) have significantly higher learning
performance than students learning with the non-smart version of the
game (without LA).

H2: Students learning with the developed smart collaborative
educational game have (with LA) significantly higher learning
motivation during the learning process than students learning with
the non-smart version of the game (without LA).

A. Participants

A pilot experiment, during the academic year 2018-2019, was
conducted to validate the two hypotheses at a public primary school
after receiving the approval from school review board (including
parents’ consent forms). Thirty-one sixth-grade primary school
students participated in this study where 70% of them were boys and
30% were girls. The average age of the students was 12 years old. The
students were randomly divided into two groups, namely experimental
and control groups.

B. Experimental Procedure

The teacher started by introducing the game to the students in
both groups (fifteen minutes for each group). After that, the students
in each group (experimental and control) took forty-five minutes to
answer a pre-test and a pre-motivation questionnaire to assess their
prior-knowledge and motivation related to English vocabulary. The
students in the experimental group then used the smart collaborative
educational game (with LA) to learn English, while the students in
the control group used the non-smart version of the educational game
(without LA). The learning process of both groups was in different
time slots (morning and afternoon) in order for the same teacher
to facilitate both learning processes. The learning process was for
three hours for each group (control and experimental). The game
included twenty animal names, where ten of them are herbivore and
the other ten are carnivore. The students were divided into different
teams with four members in each team; two members with high
English vocabulary achievements and two members with low English
vocabulary achievements (based on their English test results from
the previous academic year). Finally, after the learning process was
ended, the students in both groups completed a post-test and a post-
motivation questionnaire.

C. Instruments and Data Collection

Both qualitative and quantitative data from both the students and
the teacher are collected using the following three instruments. The
main idea is that the results from qualitative analysis should further
support and explain the quantitative results.

« Pre and post-test: It was designed by experienced teachers who had
taught English courses in primary school for the past fifteen years.
This test contains three different items and aims to measure each
student’s learning performance regarding animal names learned
during the game. For instance, in the first item, students were
requested to fill the missing letters of a particular given name of
an animal. In another item, students were requested to link using
arrows the animal picture with its correct name, among several
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provided names. The students took between 25 and 30 minutes
to finish this test. It should be noted that the pre and post-tests
are the same and 10 is the highest grade that a student can obtain.

« Preandpost-motivation questionnaire: The motivation questionnaire
was adapted from Wigfield and Guthrie [40]. It aims to measure
the motivation level of students during the learning process
using the game. It consists of nine items on a four-point scale (1
strongly disagree; 2 disagree; 3 agree; and, 4 strongly agree). The
Cronbach’s alpha of the questionnaire was calculated and it was
equal to 0.83. This implied that it was reliable since Cronbach’s
alpha value was greater than 0.7 [41]. It should be noted that the
pre and post-motivation questionnaires are the same.

« Interview: A semi structured interview was conducted with the
teacher to collect his feedback about using the smart collaborative
educational game and the non-smart version of it for teaching
English vocabulary. The interview took 30 minutes and it was
recorded in order to be analyzed and draw conclusions. The coding
process was done by two coders, and in case of disagreement,
the two researchers resolved it through discussion. Specifically,
four codes were used for the qualitative analysis of interviews,
namely: (1) Learning obstacle: Use this code when the teacher
is talking about how using the smart and non-smart versions
of the educational game helped him in identifying the learning
obstacle (difficulties, wrong answers, etc.) of students; (2) Timely
intervention: Use this code when the teacher is talking about
how using the smart and non-smart versions of the educational
game helped him in providing immediate or effective learning
interventions; (3) Communication: Use this code when the teacher
is talking about communication and interaction between students
while using the smart and non-smart versions of the educational
game; and, (4) Reflection: Use this code when the teacher is talking
about students’ self-reflection while using the smart and non-
smart versions of the educational game.

« Observation: During the learning processes (using the smart
collaborative educational game and the non-smart version of it),
two observers were in the classrooms to observe the effects of the
two games on the learning behaviors of students. The two chosen
observers are teachers with more than twenty years teaching
experience, and they did not have any previous relationship with
the students. The coding process was done by two coders (same
coders who coded the interview), and in case of disagreement,
the two coders resolved it through discussion. Specifically,
the coders mainly focused on two aspects which can affect the
learning motivation, namely interactivity [37], [38] and exhibiting
excitement and fun [39]. Specifically, two codes were used for the
qualitative analysis of observations, namely: (1) Interaction: Use
this code for all occurrences that illustrate teacher-student, student-
student or student-game interactions while using the smart and
non-smart version of the collaborative educational game; and, (2)
Excitement/Fun: Use this code for all occurrences that illustrate
students are exhibiting excitement or fun while using the smart
and non-smart version of the collaborative educational game.

V. RESULTS

A. Impacts on Learning Performance (Hypothesis 1)

The pre-test scores of both groups (control and experimental)
were analyzed using the two sample t-test which was reported as an
effective statistical method to deal with limited sample size [40], as
shown in Table IV. The obtained results showed that there was no
significant difference in the pre-test performance of both groups
since the p value was equal to .066 and greater than .005. To conclude,

there was no significant difference in the prior-knowledge of English
vocabulary between the control and experimental groups before the
beginning of the learning process.

TABLE IV. Two-SAMPLE T-TEST RESULTS OF THE PRE-TESTS ANALYSIS

Pair 1 Mean SD t df Sig

Pre_testl & Pre_test2 1.6 66 3.1 14 .066

After the learning process, the post-test scores were analyzed
using the two-sample t-test, as shown in Table V. The obtained
results showed that there was a significant difference in the post-test
performance of both groups since the p value was equal to .001 and
less than .05. Specifically, the experimental group achieved higher
scores in the post-tests of English vocabulary than the control group.

TABLE V. Two-sAMPLE T-TEST RESULTS OF THE POST-TESTS ANALYSIS

Pair 2 Mean SD t df Sig

Post_testl & Post_test2 6.22 3.25 4.37 14 .001

To understand how the smart collaborative educational game helped
the experimental group achieving a better learning performance, the
teacher was interviewed and the given answers were qualitatively
analyzed. The distribution rate of each coding item is presented in
Fig. 5. Specifically, it can be seen from these bar chart that the smart
collaborative educational game was more helpful for the teacher than
the non-smart version of it. To better understand the obtained results
of each coding distribution, the interview answers were analyzed and
discussed as follows:

« Learning weakness: The teacher reported that the provided
dashboards in the smart version of the educational game helped
him to identify the learning weakness of the students (individually
or in groups). However, this was not very easy when he used
the non-smart version of the game since he had to go through
every team and keep an eye on their computer screens to see
how they are performing, as no feedback was given to him (i.e.,
the game was a black box). For instance, the teacher mentioned
that, from the provided LA dashboard, he could easily see that
some students still cannot spell correctly “giraffe” and “elephant”.
He also mentioned that the smart collaborative educational
game helped him automatically identify students with different
learning performances (low, medium and high). For instance, the
teacher mentioned that he can easily see that the student <name
withheld> was struggling to solve the first activity compared to
his team members.

« Communication: The teacher mentioned that both educational
games (the smart and the non-smart version of it) enhanced the
communication level between the students as they both support
the collaborative learning strategy. This was further reflected in
the “communication” bar chart in Fig. 5, as no huge difference
was seen. However, the teacher mentioned that the provide LA
dashboards within the smart collaborative educational game
made the students more interactive compared to the students
who used the non-smart version of it. For instance, every time the
students see their team performance, through the LA dashboards,
compared to the other teams, they start discussing their learning-
playing strategies to increase their winning chances. The teacher
further mentioned that the students sometimes leave their seats
and go to their peers to talk to them, instead of using the chat box.
This was encouraging and helpful in a way that the students were
motivated to learn from each other.
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« Timely intervention: As discussed in the first coding scheme,
unlike the non-smart version of the educational game, the smart
educational game provided detailed information using dashboards
to the teacher about the learning weakness of his students.
Therefore, he provided timely interventions accordingly. For
instance, when he noticed that some students still cannot spell
correctly “giraffe” and “elephant”, he helped them write it down
on the board couple of times to memorize it. Also, he instantly
provided help to the student <name withheld> in order to correctly
finish the first activity. Furthermore, the teacher mentioned that
every time he sees that the communication frequency of some
groups is low, he goes there to encourage them to communicate
together. Finally, the teacher mentioned that the provided
dashboards helped him assess his class performance and identify
their weakness, hence easily identify the supplemental learning
materials that he needed to suggest.

« Reflection: The teacher mentioned that both educational games (the
smart and the non-smart version of it) through the collaborative
strategy helped students to have self-reflection about their
actions and achievements while communicating with their team
members via the chat box about their learning-playing strategies
to win. The teacher, however, mentioned that the LA dashboards
specifically, within the smart collaborative educational game,
further emphasized self-reflection by summarizing the learning
progress of each student in simple dashboards. Consequently, it
is seen that several students refer to the dashboard to see their
learning weakness and then start consulting their peers via the
chat box for help.

100%
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80%

70%

60%

50%

40%

30%

20%

10%

0%

Communication Reflection

Learning
weakness

Timely
intervention

M game with LA (experimental group) M game without LA (experimental group)

Fig. 5. Distribution of the four interview features based on the used version
of the game.

B. Impacts on Motivation Level (Hypothesis 2)

Similar to the first analysis, the pre-motivation questionnaire
scores of both groups were analyzed using two sample t-test as shown
in Table VI. The obtained results showed no significant difference
in the motivation levels between the experimental and control
groups towards learning English vocabulary before the experiment.
Particularly, the p value was equal to .41 and greater than .05.

TABLE VI. TWO-SAMPLE T-TEST RESULTS OF THE PRE-MOTIVATION
QUESTIONNAIRE ANALYSIS

Pair 1 Mean SD t df Sig

Pre_questl & Pre_quest2 1.21 77 -472 13 41

After the learning process, the post-motivation questionnaire
scores were analyzed as well using the two-sample t-test, as shown
in Table VII. The obtained results showed that there was a significant
difference in the post-motivation questionnaire scores of the two
groups since the p value was equal to .01 and less than .05. Specifically,
the experimental group had a higher motivation level towards learning
English vocabulary than the control group.

TABLE VII. Two-SAMPLE T-TEST RESULTS OF THE POST-MOTIVATION
QUESTIONNAIRE ANALYSIS

Pair 2 Mean SD t df Sig

Post_questl & Post_quest2 ~ 3.81 1.81 -2,14 13 .01

To understand how the smart collaborative educational game
helped the experimental group achieving a higher motivation level, the
observations of both learning processes (using the smart collaborative
educational game and the non-smart version of it) were qualitatively
analyzed. The distribution rate of each coding item is presented in
Fig. 6. Specifically, it can be seen from these bar chart that the smart
collaborative educational game made students more interactive and
exhibit high level of fun and excitement than the students who used
the non-smart version of it. Consequently, these students had higher
motivation level. To better understand the obtained results of each
coding distribution, the collected observations were analyzed and
discussed as follows:

« Interaction: It is evidenced that the LA dashboard provided by
the smart collaborative educational game made the students
very active and engaged. This is seen when they always refer
to this dashboard to start discussing strategies to win or helping
each other to increase their chances of winning. This created a
motivating atmosphere while learning. When using the non-
smart version of the game, interaction was relatively low among
students due to the absence of dashboards, where they discussed
only the learning-playing process. However, it was seen that some
students asked directly their friends about their performance and
some learning conversation happened as a result.

+ Excitement/Fun: It is evidenced that the provided learning
dashboards by the smart collaborative educational game made the
students very excited. Specifically, it was frequently seen that the
students in each team expressed excitement when they referred to
the dashboards and saw that they are wining and. However, this
was not the case in the non-smart version of the game. Particularly,
the students expressed high excitement level only at the beginning
of the learning process (during the first 15 or 20 minutes) since
using the game was fun for them.

70%

60%

50%

40%

30%

20%

10%

0%

Interaction

Excitement/Fun

M game with LA (experimental group) M game without LA (experimental group)

Fig. 6. Distribution of the two observation features based on the used
version of the game.
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VI. CoNCcLUSIONS, DISCUSSIONS AND IMPLICATIONS

This study developed and validated a smart collaborative
educational game incorporated with LA to teach English vocabulary.
The first obtained results showed that the students who learned English
vocabulary using the smart collaborative educational game achieved
a higher learning performance than students who used the non-smart
version of the game. This can be explained by the automatically
generated dashboards by the smart collaborative educational game for
teachers to get real-time information about their students’ learning
situations and provide the needed interventions in a timely manner.
From the pedagogical perspective, Reinders [ 18] found that LA can help
teachers monitor their students whether they are learning individually
or collaboratively, hence provide early interventions and support
accordingly. Additionally, the teacher during the conducted interview
revealed that displaying team achievements using LA dashboards
to the students could also help them perform better. In this context,
several researchers mentioned that providing learning achievements
information of individuals and groups in collaborative environments
could enhance online participation and learning performances [37].

The second obtained results showed that students who used the
smart collaborative educational game had a higher motivation level
than the students who used the non-smart version of the educational
game. This could be attributed to the smart collaborative educational
game can facilitate self-reflection via the provided dashboards (as
reported in the interview results), this has affected positively the
students’ learning motivation and outcomes. In this context, several
research studies showed that supporting self-reflection can enhance
students’ learning motivation [46], [47]. Particularly, the information
displayed on the dashboard provided by the smart collaborative
educational game to the students about their learning progress made
them more excited and encouraged them to do better, hence they were
very motivated. In this context, Wang [48] stated that an educational
game can motivate students while learning, but their motivation level
will start decreasing once they get familiar with the game. Therefore,
incorporating motivational strategies to encourage continuous play
is crucial [49]. An effective motivational technique in education is to
highlight a student’s accomplishments [50], thus LA dashboards that
visualize a student’s improvement could be motivating. Additionally,
it had seen that the smart collaborative educational game, through
the provided dashboards made the students more interactive by
collaborating together to win than the students who used the non-
smart version of the game. Similarly, several studies also showed
that providing interactive learning process can positively affect the
students’ learning motivation [42]; [43].

The findings of this research could enhance the educational
technology field by presenting a new learning tool (smart collaborative
educational game) that can collaboratively help in learning
English vocabulary. Specifically, this study presented examples of
implementing game mechanics and scenarios that other researchers
and practitioners could apply in their respective educational game
contexts to fulfill different collaborative learning strategies. For
instance, to fulfill memory strategy, students will encounter, during
the game, the same words and pictures in a repetitive cycle during
different times at several activities. This will elicit their memory and
help them recall the learned knowledge. Some suggestions to the
designers and teachers learned from this study are: (1) focus not only
on the learning perspective (performance, weakness and progress),
but also on the social perspective as well (communication between
peers/teachers); (2) provide feedback during the learning process
about both individual and team achievements; and, (3) provide simple
interfaces (dashboards) without detailed information (using pie chart,
histograms, etc.) to help teachers/students easily identify important
information and make use of it.

It should be noted that this study has several limitations that should
be acknowledged and further investigated. For instance, the sample
size of the experiment was limited, due to the experiment context
(public school). Also, the learning process of each group (control
and experimental) was only for three hours. However, despite these
limitations, this study presented insights, including practical examples
and recommendations for applying both collaborative learning as well
as learning analytics in DGBLL. Future research work could focus on
making the designed game smarter by providing automatic learning
support and interventions based on different learning scenarios and
conditions. For instance, when a team is having low communication
frequency, the game will start providing encouragements for students
to make them more active and share ideas together. In addition, future
directions could focus on designing a mobile version of this game,
as language learning games are gaining an increasing attention on
mobile devices [51].
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Students’ acquisition of teamwork competence hasbecome a priority for educational institutions. The development
of teamwork competence in education generally relies in project-based learning methodologies and challenges.
The assessment of teamwork in project-based learning involves, among others, assessing students’ participation
and the interactions between team members. Project-based learning can easily be handled in small-size courses,
but course management and teamwork assessment become a burdensome task for instructors as the size of the
class increases. Additionally, when project-based learning happens in a virtual space, such as online learning,
interactions occur in a less natural way. This study explores the use of instant messaging apps (more precisely,
the use of Telegram) as team communication space in project-based learning, using a learning analytics tool
to extract and analyze student interactions. Further, the study compares student interactions (e.g., number of
messages exchanged) and individual teamwork competence acquisition between traditional asynchronous (e.g.,
LMS message boards) and synchronous instant messaging communication environments. The results show a
preference of students for IM tools and increased participation in the course. However, the analysis does not find

Instant Messaging,
Learning Analytics,
Students Interaction,
Telegram, Teamwork.

significant improvement in the acquisition of individual teamwork competence.

I. INTRODUCTION

REPARING students to be successful workers or entrepreneurs

is one of the main goals of educational institutions. For
success to happen, students need to acquire competences that are
demanded by the labor market to increase their employability and
performance. However, this is easier said than done, as it requires
that: 1) companies and educational institutions match learning
curricula and business requirements; and 2) educational institutions
use the adequate tools that facilitate competence acquisition and
assessment [1]. This study addresses both issues. The first one, by
exploring the application of a methodology to facilitate students
the acquisition of Teamwork Competence (TWC) in educational
contexts. The second, by exploring the application of a Learning
Analytics tool to facilitate assessment of TWC.

The acquisition of TWC has multiple benefits for students’ learning
and development [2], [3] and is highly demanded by companies [1].
Different methodologies may facilitate its acquisition; most of them
require that students work together in groups to develop a project
or solve some problem or challenge. These methodologies share
a common hurdle: while assessing the final result of a group (e.g.,
the project delivered) is easy and quite straightforward, it is also
necessary to assess the work of each team member [4]. Strategies
to address individual assessment build on the students’ learning
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shreds of evidence, be it based on objective observation or subjective
perception. The basic types of TWC assessment techniques include
the following [5]: 1) simulating events in complex scenarios [6], [7],
which are generally used in courses with low number of students;
2) measuring the individual development of TWC based on different
scales upon observation of students’ work routines and behaviors,
[8], [9]; 3) assessing performance of peers and self-assessment [10]-
[12]; 4) analyzing objective data obtained from partial results and
students’ interactions in digital spaces [13], [14]. All these techniques
have advantages and disadvantages; for example, the former two are
based on observation and limited by the number of students; the third
one introduces an important factor of subjectivity and the last one
demands a great amount of time and effort from teachers. In addition,
these methodologies often require face-to-face activities, and thus
may prove too complex in scenarios such as the remote emergency
teaching caused by the COVID19 outbreak [15], [16].

This study focuses on the fourth type of techniques (based on
analysis of objective data) but aims to overcome the limitations
associated with this kind of approach. To do so, we apply a learning
analytics tool that facilitates assessment of TWC based on data trails
from students’ interactions with their teammates in online spaces,
irrespective of face-to-face or distance learning.

Prior research on this topic analyzes student interactions in
LMS message boards [13], [14]; this information, combined with
assessment rubrics applied to partial and final results, helps assess
the individual acquisition of TWC [4]. One relevant finding from
those research studies is that students are not comfortable with using
message boards for interaction with their peers because they consider
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that asynchronous communication is far from the real way in which
they usually interact in non-educational contexts. A potential solution
to this problem is to move the interaction space to Instant Messaging
(IM) tools and applications, which then leads to the development of
learning analytics solutions tailored to the characteristics and data
structures of these applications.

IM applications have been widely adopted by the general population,
but are particularly popular among younger generations. IM enables
communication across multiple devices and facilitates synchronous
interaction between peers, allowing for different types of messages
and data formats (e.g., text, photos, video, voice, etc.) [17]. Younger
users favor IM applications over other communication channels,
such as phone calls [18], [19]. Additionally, most IM applications do
not entail monetary costs and are available for download and use in
almost every kind of mobile and non-mobile devices. Currently, the
most popular and widely adopted IM application is WhatsApp [20].

Recent studies explored the use of learning analytics tools adapted
to the characteristics of WhatsApp [21], [22], but their implementation
requires additional data parsing to ensure anonymity, and therefore the
collaboration of students and teachers because the phone number must
be shared among group members. Other IM tools, such as Telegram,
do not have this requirement, and thus may be more suitable to foster
collaboration. Telegram offers a free open-source platform without
ads, a clean interface and some extra security layers [23]. Further, it
incorporates a bot system that facilitates collection and processing
of messages without linking them to mobile phone numbers, using
internal IDs instead.

This study analyzes the results from the combined use of Telegram
and a learning analytics tool for data extraction and processing. More
specifically, the research examines collaborative learning settings in
two different courses of a Computer Science Degree at the University
of Leon. This examination involves observing student engagement and
interactions in Telegram groups and analyzing their relationship with
the individual acquisition of TWC. We also compare the results with
those of previous cohorts. This study extends [24], which described
the learning analytics tool used to collect data in this research and was
presented at the TEEM conference 2020. A qualitative assessment of
the method based on the feedback received from students complements
the quantitative analysis.

The structure of this document is as follows: Section II describes
the materials and methods used on the study; Section III presents the
results of the analysis; Section IV discusses the main findings and
compares them with those from previous research; finally, Section V
draws the main conclusions of the study.

II. MATERIALS AND METHODS

A. Materials

Validating a learning analytics tool entails its application in an
educational context. In this study, we analyze data from two different
Computer Science courses (Operating Systems and Computer
Animation) at the bachelor’s degree in Computer Science across two
different academic years.

« Operating Systems (OS) is a second-year mandatory course
delivered to between 100 and 130 students that focuses on the
fundamentals of Operating Systems from a practical perspective
[21]. Although theoretical concepts are given as lectures, most
of the contents are developed as hands-on work. The course
assessment consists of the evaluation of theoretical and practical
concepts through questionnaires (35 percent of the final grade)
and two mandatory assignments to assess the hands-on part (65
percent of the final grade). The latter comprises two assignments:

the first one is individual and accounts for 35 percent of the hands-
on grade, whereas the second (also called final assignment) is
carried out in groups and accounts for the remaining 65 percent of
the hands-on grade. Students need to pass both the theoretical and
hands-on parts separately to pass the course. This study focuses on
the final assignment because of prior success in applying the same
methodology (Comprehensive Training Model of the Teamwork
Competence, CTMTC; CTMTC is explained in more detail in
subsection II.C.2) in project-based learning in the past [25]. The
data collected correspond to the 2018-2019 (face-to-face course
using Moodle message boards for team communication) and 2020-
2021 (blended learning course using Telegram as communication
space) academic years.

« Computer Animation (CA) is a third-year elective course where
students learn general concepts about design principles and
techniques, modeling and three-dimensional animation of objects
[24]. The main learning objective of the course is that students
experience and learn the concepts involved in all the stages of an
audiovisual production project in real contexts. Course contents
are divided in three blocks: introduction, animation fundamentals
and animation techniques.

The assessment is based on questionnaires, applied exercises
and a final project. Questionnaires (20 percent of the final grade)
are used to check students’ knowledge and understanding of
theoretical concepts. Exercises (20 percent of the final grade) assess
students’ knowledge about the application of theoretical concepts.
The development of an animation project (50 percent of the final
grade) is carried out in teams following the CTMTC methodology;
the project starts in the first classes and is worked on during the
whole semester. The remaining part of the grade corresponds to
class attendance. The study examines data collected from two
different cohorts: 2018-2019 (face-to face course using Moodle
message boards for team communication) and 2019-2020 (shifted
to emergency remote teaching due to the COVID19 outbreak and
using Telegram as communication tool).

B. Participants

The sample of the study is described in Table L. Each cell shows the
number of students actively participating in the course over the total
number of enrolled students. Students in the 2019-2020 Computer
Animation and 2020-2021 Operating Systems courses were also given
the choice to use message boards instead of Telegram, but all of them
chose to use Telegram. Participation in the study was voluntary, and
participating students had to explicitly accept and sign a consent form,
by which they allowed instructors and the research team to access
and analyze their data (the Spanish version of the consent form may
be accessed at https://forms.gle/z9dRvSiQZ1PtZKkL97). For research
purposes, data is anonymized. Students could cancel this agreement
at any given moment. Participants were also informed that there
were not risks associated with the study, nor any payment due for
participation.

From Table I, the number of students in OS doubles the number of
students participating in CA, which owes to the mandatory nature of
OS and the difference in the year they are taught (OS in second year
and CA in third year).

TABLE 1. STUDENT Di1sTRIBUTION BY COURSE AND COHORT

Course 2018/19 2019/20 2020/21
(O] 92/107 105/111
CA 44/52 42/56
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C. Applied Methods

This sub-section describes the research methods of the study, the
data collection process and a detailed explanation of the methodology
followed in the courses (CTMTC), as well as particular aspects of its
application in each of the courses.

1. Methods

The research uses a mixed-methods approach [26], combining
quantitative and qualitative analysis. The quantitative analysis
compares the number of messages and individual TWC acquisition
[21] between academic years across courses (which used different
tools for team communication purposes) and analyzes the relationship
between messages exchanged and individual TWC acquisition. The
analysis involves two-sample location tests to find differences between
cohorts in both groups, and regression analysis to test for association
between messages and individual TWC acquisition.

The qualitative data was gathered from open questionnaires with
similar questions about both the methodology (CTMTC) and the
digital spaces used for communication. Two questionnaires were
delivered: one for courses using message boards (https://forms.
gle/60FeYXEW6HR5Lohv9) and adifferent one with specific questionsfor
the instant messaging tool (https://forms.gle/51XMURZbEgCAetdd?7).

2. Course Methodology

a) CTMTC

CTMTC is a methodology designed to develop TWC. CTMTC
includes different sequential stages (storming, norming, performing,
delivery and documentation), adapted from the project management
area as defined by the International Project Management Association
(IPMA) [27]. In CTMTC, students develop a project or complex
learning activity following sequential phases and working as a team.
To complete the different stages, students must make use of different
technologies, such as wikis (where they publish their partial results),
message boards (where they hold discussions about the project), cloud
storage directories (where they upload the deliverables), etc. [13],
[28]. The methodology allows for flexibility, as the digital tools may
be adapted to different settings [4], [25], [28]-[32]. Using digital tools
makes it also possible for instructors to track and analyze students’
interactions; for example, instructors may revise the partial results
published in the wiki at each phase, or go over what students post to
the message boards, the documents they upload to the cloud or publish
in a repository, the number of commits in a version control system,
etc. These interactions facilitate observation of each team member’s
participation in every activity and, based on that information and the
final work delivered, assessment of the individual acquisition of TWC
by each student. However, accessing and analyzing that information
is often burdensome, which is why the support of learning analytics
tools (such as the one used in this study) become necessary [33], [34].

b) CTMTC Application in Operating Systems

CTMTC has been applied to the same assignment (final assignment,
total weight of 42.25 percent of the total grade) in both cohorts of
the operating systems course. In the 2018-2019 academic year and
previous editions of the course, assignation of students to teams was
open and free (i.e., students freely choose their teammates), and teams
had between three and four members. Each team had to appoint a
team coordinator, establish the team’s norms and complete the
different stages of the CTMTC. Students published the partial results
in a Moodle Wiki and interacted with the rest of team members in
Moodle message boards. They could also share and publish their
results in other virtual repositories, such as Google Drive, Dropbox or
GitHub. The rubric described in [32] was used for the assessment of
the learning evidence and individual TWC acquisition.

In the 2020-2021 academic year, a different strategy was adopted.
While the phases and team assignment did not change, the interaction
between team members unfolded in the Telegram IM app. This change
had an impact on the rubric, which was no longer applicable because
Telegram does not provide information about whether a message is
read by a specific student; in addition, the notion of short and long
messages is different in IM Tools and message boards. Therefore, a
different rubric tailored to the new discussion space [21] was used.
Despite this change, both rubrics are similar in that they observe the
partial results in the same way.

¢) CTMTC Application in Computer Animation

The application of CTMTC in the computer animation course
focused on the course project, with a weight of 50 percent of the final
grade. In the 2018/2019 academic year, the project was developed
in teams of between 8 and 9 members, and assignment of students
to groups was decided by the instructors. Students published the
partial results in Moodle wikis and used message boards to interact
and discuss. As in the operating systems course, students made use
of cloud-based software (e.g., Google Drive or Dropbox) to share and
publish the project’s intermediate documents and deliverables. The
learning analytics tool analyzed interaction logs from the message
boards to help understand and assess students’ interactions.

In 2019-2020 academic year, upon realizing that the quality of the
final outcomes of the project were subpar, the instructors made some
changes, reducing the number of team members to four, and allowing
students to freely choose their teammates. Additionally, Telegram was
used instead of message boards as interaction space. As in the case of
the operating systems course, the original rubric designed for message
boards required adaptation to analyze Telegram interactions.

III. RESuLTs

A. Quantitative Results

As mentioned above, the analysis compares number of messages
sent by students and individual acquisition of TWC. Table II
summarizes the main descriptive statistics.

TABLE II. DESCRIPTIVE STATISTICS

Indiv.
Messages  Messages Indiv.
Course N TWC
(mean) (SD) (mean) TWC (SD)
oS
(18-19) 92 29.88 21.58 6.95 1.58
oS
(20-21) 105 167.38 169.70 7.21 2.13
CA
(18-19) 44 73.45 54.56 4.98 2.80
CA
(19-20) 42 160.02 163.22 5.83 3.19

Fig. 1 shows the interaction plots comparing the results of the
analysis of both cohorts. From Fig. 1, there is an overall improvement
in individual TWC acquisition and a high increase in the average
number of messages posted by students.

To test the significance of the differences, the analysis uses
the ggbetweenstats function of the ggstatsplot package in R [35].
Ggstatsplot combines statistical details and graphical output, making
data exploration simpler and faster. Prior to the analysis, we tested
for normality of the two variables under study (messages exchanged
by each student and individual TWC acquisition) using the Shapiro-
Wilk test. Because normality could not be confirmed in the case of
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Fig 1. Interaction plots of number of messages (left) and Individual TWC scores (right) across both cohorts in the two courses (CA: Computer Animation;
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Fig 2. Results of the two samples-location tests of log(Messages) (A, C) and Individual TWC acquisition (B, D) across cohorts of the two courses.

number of messages (p<0.05) , it was necessary to apply a logarithmic
transformation of the variable, which then met the normality
assumptions. Fig. 2 shows the results of the two-samples location test.

From Fig. 2, the results confirm the significant increase in the
number of messages, but the analysis shows no significant increase in
individual TWC acquisition.

We then use linear regression to compare the relationship between
individual TWC acquisition and messages in each cohort. The analysis

includes the interaction effect due to the introduction of Telegram.
Table Il summarizes the results of the analysis.

From Table III, there is a significant positive relationship between
messages and individual TWC acquisition. Further, the results
indicate that the influence of number of messages on individual TWC
acquisition (i.e., the interaction term) is similar across both cohorts in
the two courses.
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TABLE III. RESULTS OF THE MULTIPLE LINEAR REGRESSION ANALYSIS

Estimate Std. Error p-value

0S (Adj. R* 0.78)

(Intercept) 0.65 0.44 0.14
Messages 4.57 0.31 0.00
Telegram -1.59 0.58 0.01
Messages*Telegram -0.51 0.36 0.16
CA (Adj. R* 0.63)

(Intercept) 5.62 1.30 0.00
Messages 6.12 0.74 0.00
Telegram 1.46 1.74 0.40
Messages™Telegram 1.09 0.93 0.25

B. Qualitative Results

The qualitative analysis explores students’ answers to open
questions. Participation was voluntary, and the total number of
replies is shown in Table IV. Questions about CTMTC and different
software tools other than those relative to interaction and discussion
spaces were the same across all courses; questions about Telegram
were asked only to students in cohorts that used this IM application.
We group the answers by proximity criterion for Q1 (advantages of
CTMTC), Q2 (drawbacks of CTMTC), Q3 (additional tools students
used to complete the project) and Q4 (advantages of Telegram when
compared to asynchronous tools such as message boards). The results
are presented in a matrix style, as suggested by [36].

TABLE IV. NUMBER OF REPLIES TO THE QUESTIONNAIRE BY COURSE AND YEAR

Course 2018/19 2019/20 2020/21
(O} 72 90
CA 31 22

Table V shows the responses from 40 students (the 10 first answers
from each course). In addition, it must be noted that 96.7 percent of the
students highlighted the ease of use of the Telegram bot.

IV. DISCUSSION

The results from this study are in line with previous research.
From the quantitative analysis, we can observe similarities across the
courses. For instance, the use of Telegram causes an overall significant
increase in the number of messages posted by students; the average
number of Telegram messages in the computer animation course
approximately doubles that of message boards, and in the operating
systems course this number is more than five times higher. There are
two explanations to this finding:

1. The messages sent through IM apps are generally shorter than
those posted to message boards. Therefore, communicating
the same content generally entails sending more messages. For
reference, a message sent through WhatsApp may be considered
long when the number of characters is greater than 40 [37], [38]
whereas in message boards long messages contain 150 characters
or more [28].

2. Students feel more comfortable with tools they use in their
everyday life, provide instant update notifications and are
accessible in different devices, particularly mobile devices [39],
and therefore tend to use them more often. This explanation is
supported by the students’ answers to the open question about the
use of Telegram.

In both courses and both cohorts of each course, the results show
that the relationship between the number of messages and individual
TWC acquisition is positive and significant. This result confirms the
findings of [4], [40] and shows that engagement and motivation are
related to improvement in individual acquisition of TWC [4] and could
be also related to an improvement in academic performance [41].

Despite the 3.7 and 17.0 percent increase in individual TWC
acquisition in the OS and CA courses, respectively, the analysis cannot
confirm whether the use of Telegram leads to significant improvement
in TWC acquisition when compared to the use of message boards. Even
though further research is necessary to shed light on this finding, we
may anticipate some potential causes of these finding, which can be
summarized in four explanations:

1. Issues pertaining to the use of mobile devices and instant
messaging apps for educational purposes. Although prior research
highlights the benefits associated with the use of these tools in
learning contexts, especially regarding student interaction [42]-
[47], they are also known to cause distraction from the task at
hand [48], [49]. It is possible that this effect is also present in the
courses under analysis in this study: the results reflect an increase
in interactions between team members, but the introduction
of Telegram might have led to students not paying the required
attention to the group activity. Further analysis investigating the
number of multimedia messages, emojis exchanged, as well as
discourse analysis using natural language processing could help
assess whether interactions were focused on the team activity.

2. Despite the growing use of Telegram, its acceptance is still far
from that of other widespread applications, such as WhatsApp
[20]. Therefore, students might feel that they are being forced into
using Telegram when there is still a practical gap in whether it has
already been incorporated to their everyday life. Consequently,
its effectiveness may be reduced. Further research is needed
to compare the effectiveness of both applications, given their
differences in user base and features: user ID, group management,
bots, API access, pools, emojis, keyboards or backup processes
[50]-[52].

3. Being familiar and proficient with the use of an application for
personal use in everyday life does not equate to being able to
take advantage of its potential in educational contexts; in other
words, being a digital native does not necessarily translate to
being a digital learner [53]. As a consequence, proficiency in
the use of a tool in a private context may not be associated with
an improvement in individual TWC acquisition when using the
tool in an educational setting. In addition, even though message
exchanges play an important role in individual TWC acquisition,
there are other relevant variables influencing individual TWC
acquisition, such as other evidence of collaboration activity and
leadership [21].

4. Aspects related to COVID19. Prior research suggests that student
academicachievementimproved under emergency remote teaching
during the lockdown period [54], [55]. However, scholarly research
has yet to address the effect of the pandemic on team dynamics
in project-based learning, which might be potentially hindering
TWC development. The computer animation course in the 2019-
2020 academic year was given online due to lockdown, and the
operating systems course in the 2020-2021 academic year followed
a hybrid approach, with half of the groups alternating face-to-face
and online sessions every other week. Remote learning might
hamper effective teamwork when this skill is yet to be developed
by students, and changes in the learning delivery method may
reduce both the effectiveness of project-based learning and
student motivation, making it more difficult to adequately follow
the course. Notably, the change from face-to-face instruction
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TABLE V. SELECTION OF RESPONSES TO THE OPEN QUESTIONS, CLASSIFIED IN CATEGORIES
0S1-XX: OPERATING SYSTEMS, 2018-2019 AcADEMIC YEAR; OS2-XX: OPERATING SYSTEMS: 2020-2021 ACADEMIC YEAR
CA1-XX: COMPUTER ANIMATION, 2018-2019 AcADEMIC YEAR; CA2-XX: COMPUTER ANIMATION: 2019-2020 ACADEMIC YEAR

Course Q1 (CTMTC Advantages) Q2 (CTMTC Drawbacks) Q3 (Other tools) Telegram
CA1-01 Working together and planning the tasks Some people do not know to work in teams - -
CA1-02 Distributing workload Peers’ responsibility Version control systems -
CA1-03 Learning in groups and from others Group size WhatsApp, Skype, Telegram -
CA1-04 All tasks planned and organized Initial effort - -
CA1-05 Distributing workload Use of message boards as communication tool Other messaging tool -
CA1-06 Knowledge Sharing Agreement with peers - -
CA1-07 Importance of coordination Effort required by all Other communication tools -
CA1-08 Working in groups Coordination effort - -
CA1-09 Seeing the whole work Dependent on how your partners work Other than message boards -
CA1-10 Individual participation in teamwork Message b;)s;;i;ilzélazzichoice for - -
CA2-01 Learning how to work in a team Coordination effort - Useful and easy to use
CA2-02 Working distribution Differences in engagement among team members - Very straightforward
CA2-03 Knowing other opinions and solutions Difficulty to reach consensus - Instant messages
CA2-04 Learning from peers - - Used in my daily life
CA2-05 Good for planning Following all the stages Drive I would prefer WhatsApp
CA2-06 Procedure to work in groups - Trello Good for communication
CA2-07 Distributing responsibilities Higher workload Discord Better than message boards
CA2-08 Addressing more complex projects as a group Distribution of responsibility - Direct notifications
CA2-09 Finding better solutions Effort to work as a group Skype Mobile use
CA2-10 Easier to reach a solution Involvement and consensus Discord Quick to read and answer
0S81-01 Working as a team Peers not completing their tasks - -
0S81-02 Addressing big projects Documenting the progress A better messaging tool -
081-03 Learning how to work in a team Difficulty to coordinate - -
081-04 Distributing effort - IM tools (e.g., WhatsApp) -
0S81-05 Structurinmge:r}llse\;vso;;e;irgpi);;e:ng team Reporting the work done Telegram -
0S1-06 Easy method that facilitates coordination Mandatory use of message boards - -
0S81-07 Facilitating planning and report of work Initial understanding of the methodology WhatsApp -
0S1-08 Individual assessment of team members work Unsuited for large groups Version control systems -
081-09 Proper distribution of the workload Coordination effort - -
0S1-10 Facilitates the coordination between team Moodle message boards %ﬂndering natural Instant messaging tools B

members conversation
082-01 Easy to apply - Discord Easy to i(i)fliot\:o‘{:ith daily
082-02 Workload distribution - Discord Better than message boards
082-03 Reporting the work done as a team - Discor(}i{’e\g'}sztéﬁg&]i\] otion, Comfortable and convenient
082-04 Coordination to work together - Skype Easy to use and mobile
082-05 Structure the work applying a method Reporting may be hard Repl.it para, Notion Goodnotes Better;ﬂg‘;tﬁzs:\ig; board
082-06 Assessing individual contributions Reporting Discord A commont:(li accessible
082-07 Working together Describing the work done - Better communication
082-08 Distributing work and assessing it individually - Discord More ;i:ﬁs:ll:i::ti}:lamw
082-09 Work organization and tasks distribution - - Instant messages and

notifications

082-10 Planning the work : . Easy access to information in

mobile phones
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(academic year 2018-2019) to hybrid sessions (academic year 2020-
2021) caused a rise in student participation of the course, from an
average number of students completing the final assignment of 79
percent in 2016-2017 (not considered in the study) to 88 percent
in 2018-2019 and a whopping 97 percent in 2020-2021. In previous
editions, students who were not participating or were reluctant
to participate generally did not submit the final assignment, but
in the 2020-2021 cohort almost all enrolled students submitted
the final assignment. Consequently, lower quality projects that
were organically filtered out in previous editions were delivered
in the most recent course, potentially lowering the average final
grade. In addition, other covariates related to decisions about the
instructional design might be affecting the results (e.g., different
group sizes and instructor-led versus free choice in group
configuration) [32].

From the results of the qualitative analysis, the results are in line with
findings from previous studies where CTMTC was applied, regardless
of the communication tool [29], [32]. All participants mention
advantages of the methodology, but one quarter of all students did not
find any disadvantage in the application of the methodology. Students
highlight benefits associated with project management, planning,
workload distribution, reporting and assessing the individual and
teamwork. All these aspects are related to teamwork behavior [12], a
necessary condition for TWC acquisition.

Regarding disadvantages, 16 percent of students identify the use
of message boards as a problem, 40 percent state that more effort,
coordination and reporting is necessary when applying CTMTC,
and the rest of students point at potential issues related to workload
distribution and individual team members not being able to complete
the tasks they are assigned in due time.

When observing the use of additional tools, 40 percent of respondents
did not seem to need other supporting software or applications. From
the remaining 60 percent, three-quarters suggested the adequacy
of replacing Moodle message boards (in the cohorts where this tool
was used) for IM applications. Alternative digital communication
systems used by students include Discord, Skype, and WhatsApp. The
remaining responses mention collaborative platforms for document
sharing, such as Google Drive; Version Control Systems or Repl.it for
code sharing; or Trello and Goodnotes for work organization purposes.

The opinion of the students about Telegram (in the cohorts
where it was used) may be summarized in that they find that
Telegram is a straightforward tool, simple but powerful enough,
with the added benefit that it is compatible with their everyday
life and accessible via mobile phones. Students also find positive
aspects in bot-based group management and that they do not need
to share their personal information.

V. CONCLUSION

Teamwork is a highly demanded competence by the labor market
and has gained relevance in education. This makes it necessary
to assess whether students acquire TWC during their academic
education. Assessment of TWC may be performed by observing
student interactions when they work in teams. The observation
of these interactions may be biased when students communicate
through spaces that do not feel natural to them; therefore, for real
and natural interaction to occur it is worth considering whether the
tools and devices students use are compatible with and integrated in
their everyday life. Additionally, assessment of student interactions
when working in teams is a time-consuming task, especially in
classes with high number of students. This study included the
results from the application of a learning analytics tool to facilitate
assessment of individual TWC based on student interactions across

two courses and two different communication systems (message
boards and IM applications).

The main conclusions of the study are that: 1) it is possible to collect
and analyze messages of students in IM applications, such as Telegram,
as well as to design learning analytics tools with that purpose to facilitate
instructors’ monitoring and assessment of students; 2) students use
and accept IM applications in a more natural way than other systems
that have traditionally been in place for communication in learning
environments, such as message boards; a benefit of IM applications
is that they are multi-device applications that provide students with
instant notifications and are more compatible with their lifestyles; 3)
CTMTC is flexible enough to be directly applied or easily adapted to
different educational contexts and tools; 4) student participation (as per
number of messages) has improved with the introduction of Telegram in
the courses, which might reflect higher involvement and engagement;
5) the results confirm the strong positive relationship between
messages sent and individual TWC acquisition; and 6) the research
finds contrarian evidence about the positive influence of IM apps use
over message boards as team communication and discussion spaces
[21]. The study discusses some of the reasons that could help explain
this finding, including the effects of lockdown due to the COVID19
pandemic outbreak, but further research is required to address this issue.
Future research should explore other potential educational applications
of Telegram in the same courses, beyond the COVID19 context, as well
as compare the effects of using different IM applications.
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ABSTRACT KEYWORDS

In this paper we propose a theoretical model of an ITS (Intelligent Tutoring Systems) capable of improving and
updating computer-aided navigation based on Bloom’s taxonomy. For this we use the Bayesian Knowledge
Tracing algorithm, performing an adaptive control of the navigation among different levels of cognition in
online courses. These levels are defined by a taxonomy of educational objectives with a hierarchical order

Bayesian Knowledge
Tracing, Bloom’s
Taxonomy, Computer-
Assisted Instruction,

in terms of the control that some processes have over others, called Marzano’s Taxonomy, that takes into Intelligent Tutoring
account the metacognitive system, responsible for the creation of goals as well as strategies to fulfill them. The System, Marzano’s
main improvements of this proposal are: 1) An adaptive transition between individual assessment questions Taxonomy.

determined by levels of cognition. 2) A student model based on the initial response of a group of learners which
is then adjusted to the ability of each learner. 3) The promotion of metacognitive skills such as goal setting
and self-monitoring through the estimation of attempts required to pass the levels. One level of Marzano's

taxonomy was left in the hands of the human teacher, clarifying that a differentiation must be made between

the tasks in which an ITS can be an important aid and in which it would be more difficult.

I. INTRODUCTION

HE use of computers as helping devices in education started in

the early 1960s [1], this was called Computer Assisted Instruction
(CAI), which interacted directly with the student, rather than assisting
a human professor. A text with questions was shown to the student,
who had to provide a brief answer and a set of instructions, and then
let the system continue with the next questions. The answers provided
by the student were evaluated by the system according to specific
patterns. CAIs were frame-oriented systems where, sometimes,
students' learning was stimulated while they were engaged in some
activity, such as a simulation or a game [2].

During the 70s some Artificial Intelligence (AI) techniques were
added to CAI design and were redefined as knowledge-based or
Intelligent Computer-Aided Instruction (ICAI) [2]. The teaching
strategies were provided by human teachers and written as a set of
rules that ICAIs had to apply, to lead students towards an efficient
learning process of the subject. In addition, the development of ICATs
allowed the introduction of didactic material to analyze the student’s
performance after the application of individual tutoring strategies.

Hartley and Sleeman, based on their definition of “intelligent
teaching”, described that “a necessary ingredient of an intelligent
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teaching system is a decision-making algorithm which has specific
information about the teaching domain and objectives” [3]. In addition,
they identified two types of components necessary to implement
ICAT’s decision-making procedures: first, a knowledge representation,
for the teaching task and the student model; and second, a control
strategy, based on a set of teaching operations and a set of mean-ends
guidance rules.

ICAIs were rebranded as ITS (Intelligent Tutoring Systems) and
defined as dynamic and adaptive systems for personalized instruction
based on students’ characteristics and behavior. Their design is the
outcome of integrating knowledge from various fields such as: Al,
cognitive psychology and educational research. The architecture of an
ITS is composed by four modules [4]:

« Domain model: It contains knowledge about the subjects that must
be learned. It is also called knowledge model.

« Student model. The structure that stores the student’s knowledge
status, what the student knows or does not know about the domain.

« Instructional model. It defines the teaching and tutorial strategies.
It is also called the teacher model or pedagogical module.
+ Interface. It is the media that allows the interaction between the
user and the computational system.
Fig. 1 shows the architecture based on these four modules and the

way in which the flow of information between them and the user is
performed.
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From the beginning of the development of ITS there is a very
important criticism against them, which consists in affirming that
they are not well grounded in a model of learning, and that they seem
more motivated by available technology than by educational needs [4].
That is why the authors of this work propose to start from a student
advancement system through a taxonomy of educational objectives
used in a previous CAI system [5], updating its cognitive foundations
and at the same time adding adaptability through a Bayesian model.

The purpose of this work is to propose a theoretical model of an
ITS capable of improving and updating computer-aided navigation
based on cognitive levels. Our main contribution is the articulation
of Marzano’s taxonomy of educational objectives, which takes into
account the metacognitive system, with the Bayesian Knowledge
Tracing algorithm to probabilistically model learners’ knowledge.

II. Previous WORK

We classified Intelligent Tutoring Systems into three big groups:

1. Knowledge tracing systems: The systems in the first category
model the mastery level of learners and make predictions about
it. Some examples are Bayesian Networks to implement a control
shared between the students and the machine to track the process
of studying linear equations [6], the use of Artificial Neural
Networks in children games to determine the right amount
of difficulty for each user [7] and Formal Concept Analysis to
determine the type of feedback corresponding to each student
when solving a given task [8].

2. Conversational agents: Systems in this category use natural
language processing to interact with students simulating a
human conversation, this is possible because students type text
strings either in chat like interfaces or Learning Management
Systems sections, and then they are computationally processed.
Some examples of the techniques used in these systems and their
objectives are semantic web technologies to let students inspect,
discuss, and alter their learner models [9], ontologies to model
cultural awareness of users through DBpedia database [10], and
semantic processing based on conceptual representations to
autonomously respond to students’ introductions, posted weekly
announcements, and answer frequently asked questions [11].

3. Affective tutoring systems (ATS): They are ITS that track the
emotional state of student [12]. It is worth mentioning that most
of the time a generalized emotional response is estimated, not
towards specific problems. ATS are divided into two categories,
sensor-based, and sensor-free:

Sensor based ATS: They use devices such as physiological sensors,
pressure sensors, cameras, and eye-trackers. Some examples of
these prototypes use photoplethysmographic signals to track
reading difficulty [13], a mouse with pressure sensors to measure
students’ stress [14], facial recognition and the measurement of
skin conductance to determine the affective response to concrete
problems [15], and eye-tracking to hypermedia environment
adaptation [16].

Sensor-free ATS: They aim to find a correlation between students’
emotions and characteristics like interaction logs like number of
hints seen, number of hints available, number of skipped tasks,
time spent for tasks and time between actions [17] and filled
surveys or self-assessment reports, where students report their
own feelings, emotions, or mood in a particular learning situation
[18]. There are also scopes belonging to this category or to the
conversational agents’ category and they aim to monitor students’
emotions through their interaction with chatbots [19].

Table I shows nine intelligent tutoring systems that are important
for the proposal of this work.

As we can see, Bayesian techniques are used to classify learners
according to their characteristics and to model their knowledge and
performance in an adaptive way. We can also observe that most of the
jobs in Table I are based on the level of knowledge of the learners. Our
proposal consists of a knowledge tracking system based on a Bayesian
model that guides students through specific cognitive levels, to select
these levels, we start from the navigation of a CAI system called SAGE.

III. SAGE

SAGE (Sistema de Apoyo Generalizado para la Enseflanza
Individualizada) is a CAI system developed at Tecnologico Auténomo
de México (ITAM) [5]. The system has the following characteristics:

A. Individual Teaching

SAGE allows the learner to select a sequence of topics while meeting
the prerequisites for each lesson. This individual teaching approach
allows students to take into account variations in their scores and to
compare it with the group average, noting their position inside the group.

B. Content Map

SAGE is based on a content map that organizes subjects from the
general to the particular and dependencies are established between
the course subjects. Therefore, if the students need to check subjects
where they do not need previous knowledge, they will be able to do
that, but if they do not have the pre-requirements, the system will not
allow them to see the lessons.

C. Bloom’s Taxonomy

Students can progress through lessons solving tests according
to the levels of Bloom’s taxonomy, this taxonomy operationalizes
thinking processes inside a hierarchy which helps to select, describe
and evaluate the behaviors that are going to be taught. This is derived
from a learning model that considers three domains: cognitive,
affective, and psychomotor [29]. The authors proposed six levels for
the cognitive level:

« Knowledge: Involves all those behaviors that consist of

memorization.

o Comprehension:  Understand the inside  the

communication process.

message

« Application: It is the transference of acquired knowledge to similar
or almost new situations, this means, to make generalizations.

+ Analysis: Split knowledge in their constitutive elements so the
relative hierarchy of ideas appears clearly.

«+ Synthesis: It means the reunion of the elements and parts to form
a whole.

« Evaluation: Consists in judging if a determined set of knowledge
satisfies or not a specific criterion.

SAGE covers the first four levels of Bloom’s taxonomy (knowledge,
comprehension, application, and analysis) according to specific types
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TABLE 1. EXAMPLES OF INTELLIGENT TUTORING SYSTEMS

Authors Educational field IA techniques Purposes of IA techniques Learner’s characteristics
Muiioz, Ortiz, Gonzalez,  Childhood disease « Bayesian technique (Bayesian ~ « Define and update student’s « Learner’s knowledge
Lopez, and Blobel [20] management network) knowledge level « Learner’s performance
Costello [21] Computer « Data mining technique « Presenting adaptive learning + Amalgamated learning style
programming (Intelligent clustering content « Learner’s preference

Myneni, Narayanan,
Rebello, Rouinfar, and
Pumtambekar [22]

Weragama and Reye
(23]

Hooshyar, Ahmad,
Yousefi, Yusop, and
Horng [24]

Grawemeyer et al. [25]

El Ghouch, El Mokhtar,
and Seghroucheni [26]

Grivokostopoulou,
Perikos, and
Hatzilygeroudis [27]

Mostafavi and Barnes
(28]

Physics education

Computer
programming

Computer

programming

Math

Designed for variant
courses

Al curriculum

Philosophy &
Computer science
(solving logic proof

algorithms)
Condition action rule-based
reasoning

Bayesian technique (Bayesian
network)

Bayesian-based technique
(Bayesian network)

Intelligent multi-agent
Bayesian technique (Bayesian
network)

Bayesian technique (Bayesian
network classifying and
reasoning)

Bayesian technique (Bayesian
network classifying)

Condition action rule-based
reasoning (Rule-based expert
system)

Data mining technique
(decision tree)

Bayesian-based technique
(Bayesian knowledge tracing)
Data mining technique

Adaptive recommendation
generation
Updating learning styles

Prediction adaptive learning
content

Adaptive feedback and hint
generation

student model

Adaptive feedback and
recommendation generation
Levels of knowledge

states

on learning styles

Presenting adaptive exercises
Learners evaluation
(prediction of the student
performances)

« Evaluation and prediction of
the learner’s performance
« Classification of the learners

Determining and updating the

Classifying the learners affect

Adaptive feedback generation

Classifying the learners based

« Learner’s performance

« Learner’s knowledge
+ Learner’s behavior
« Learner’s performance

« Learner’s responses to
learning activities

« Learner’s knowledge
« Learner’s feedback

« Affect states
« Reasoning stage
« Learner’s interaction

« Learning style

« Learner’s knowledge level
« Learner’s performance

« Student performance
« Learner’s knowledge

problems) (Cluster-based classification) based on their performances
TABLE II. CORRESPONDENCE BETWEEN STRATEGIES AND COGNITIVE LEVELS
Type of question Knowledge Comprehension Application Analysis Synthesis Evaluation
Brief answer v v
Completing v v
Multiple option v v v v
Matching v v
Alternative answer v v
Arranging v
Essay v v v v

of questions, Table II shows the correspondence between evaluation
strategies and cognitive levels.

Fig. 2 shows the steps that a learner must carry out in SAGE to select
and pass a lesson, and the steps carried out within each of the first four
cognitive levels of Bloom’s taxonomy (knowledge, comprehension,
application, and analysis).

IV. PROPOSAL

The characteristics and operating principles of the proposed ITS are
described below.

A. Adaptive Learning

The system will allow the navigation path between lessons to
automatically adapt to the progress of the learner’s skills. For this, the
student model starts from the performance of the group to later adapt
to individual needs through the Bayesian model.

B. Bayesian Knowledge Tracing

Transitions between lessons are defined according to the Bayesian
Knowledge Tracing algorithm, a tool developed by Anderson and
Corbett [30] that modelled the acquisition of knowledge and skills as
a Hidden Markov Model, this means, a Markov process with unknown
parameters known as hidden states that must be determined from some
observable outputs. The unknown parameters are the knowledge and
skills that students should possess when their lessons are finished, and
the observable outputs are the answers to the evaluation questions,
where two options exist: “right” and “wrong”.

A personalized sequence of questions is presented to the learner
based on probability estimates until the student has mastered each
skill. The transition probability represents the odds of a progression
between knowledge units, while the emission probability represents
the odds of an accurate evaluation. Both probabilities are calculated
through a computational procedure that is a variation on one
described by Atkinson [31] that employs two learning parameters and

-236 -



Regular Issue

Lesson
selection

Prerrequisities

fulfilled?

Yes
|

Knowledge

l

Comprehension

l

Application
l Test passed? No
Analysis
i Yes
< End > < End \/
a) b)

Fig. 2. Navigation in SAGE through the levels of Bloom’s taxonomy. a)
Workflow of a lesson. b) Subprocess that represents the steps within
knowledge, comprehension, application, and analysis.

two performance parameters: Initial Learning or p(L)) is a learning
parameter that indicates the probability that a skill is in the learned
state prior to the first opportunity to apply it, Transition or p(T) was
described before as the transition probability and it is the second
learning parameter. On the other hand, the emission probability
is decomposed into two performance parameters: Guess or p(G) is
the probability that a student will guess correctly if a skill is in the
unlearned state and Slip or p(S) is the probability that a student will
make a mistake if a skill is in the learned state. Equations (1), (2), and
(3) show the relations between parameters when Initial Learning
is updated to p(L ) [32] where n is the discrete time measure that
increases each time an exercise is answered, what is called Action .

P(Ln-1)*(1=P(S))

P(L,_,|Correct,) =

P(Ln-1)*(1=P(8))+(1-P(Ln-1))*(P(6)) (1)
- P(Ln-1)*P(5)
Plnslincorrecty) = oo S (1=P im0 @) )

P(L,|Action,) = P(L,_,|Action,) + ((1 — P(Ln_y|Action,)) * P(T)) )

Every Action_has two possible results: correct answer (Correct )
or incorrect answer (Incorrect ). In this way, the parameters p(L,),
p(T), p(G) and p(S) can be calculated from the group’s answers, and
as each student solves the questions, their p(L ) will progressively be
adjusted depending on whether their individual answers are correct
or incorrect.

C. Marzano’s Taxonomy

The questions that allow making transitions between lessons are
planned according to Marzano’s taxonomy, a taxonomy of educational
objectives that proposes a hierarchical order in terms of the control
that some processes have over others. The model presents three
mental systems: self- system, metacognitive system, and the cognitive
system. When the execution of a new task is required, the self-system

is responsible for assessing the importance of the task, the probability
of success, the present motivation to accomplish it, and the emotional
response to the task. Depending on these factors the task is accepted
or rejected. When the task is selected, the metacognitive system
is responsible for the creation of goals to be achieved, as well as
strategies to fulfill these goals. Later, the cognitive system deals with
information processing and the analytical operations through four
levels of cognition: retrieval, comprehension, analysis, and knowledge
utilization [33]. Table Il shows correspondence between systems,
levels and tasks in Marzano’s taxonomy.

The automation of the fourth level of Marzano’s taxonomy, which
corresponds to knowledge utilization, would require advanced
evaluation of texts, therefore the experimental work would be difficult
to take into account. The complexity of this level is high for the
machine while for the human tutor it is almost intuitive. According
to this, the level of utilization of knowledge will be for now in the
hands of the human tutors. On the contrary, the Bayesian Knowledge
Tracing algorithm will guide the transitions between the retrieval,
comprehension, and analysis levels in which it is more feasible to use
questionnaires with correct and incorrect answers.

TABLE III. SYSTEMS, LEVELS, AND TASKS IN MARZANO’S TAXONOMY

System Level Tasks
Cognitive Retrieval Retrieval

Comprehension Integrating, symbolizing

Analysis Matching, classifying, analyzing

errors, generalizing, specifying

Utilization Decision making, problem solving,
experimenting, investigating

Metacognitive = Metacognitive Specifying goals, process

monitoring, monitoring clarity and
accuracy

Self-system Self-system Examining importance, efficacy,
emotional response and overall

motivation

The function of the metacognitive system within the algorithm
is not a continuation of the cognitive levels, so its role within the
knowledge tracing system will be implemented as a function in which
the student will be asked how many attempts they will need before
the algorithm allows them to go to the next level, thus promoting
goal setting and self-monitoring. The system will display the number
of attempts that the learner estimated and will advise whether the
prediction was correct or not. Fig. 3 shows the steps we propose
for a student to pass a lesson, the steps carried out within each of
the first three cognitive levels of Marzano’s taxonomy (retrieval,
comprehension, and analysis), and the step when the learner is asked
to estimate the number of attempts it will take to pass.

Regarding the self-system, it is worth mentioning that the adaptive
control will let the fastest learners to move forward easily and the
slowest learners will be able to move according to their own pace,
according to the adjustment of its parameters, avoiding the states of
boredom and anxiety that appear when the level of challenge of the
activities does not correspond to the student’s abilities [34]. In the
future, an Affective Tutoring System could be linked to be in charge of
monitoring the aspects that correspond to the self-system. We would
prefer a sensor-free system to avoid the system being invasive.

V. CONCLUSION

The main improvements of our proposal compared to computer-
assisted navigation based on cognitive levels are: 1) The adaptive
transition between individual questions determined by levels of
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Fig. 3. Proposed navigation through Marzano’s taxonomy based on
probabilistic parameters. a) Workflow of a lesson. b) Subprocess that
represents the steps within retrieval, comprehension, and analysis.

cognition. 2) The possibility of starting the student model based on the
general response of the group and adjusting it according to the ability
of each learner. 3) The promotion of metacognitive skills such as goal-
setting and self-monitoring.

It is worth mentioning that SAGE is based on individualized
teaching that at the end of the lessons allows a comparison with the
general performance of the group, so its point of comparison is not
personalized and could have very different effects on students with
different levels of performance. On the contrary, our proposal starts
from common parameters that are adjusted in a personalized way, so
that the point of comparison is the learners themselves and in this way
the level of challenge can be according to their skill level.

In the field of Technology Enhanced Learning, it is important to
bear in mind that there are mechanical and repetitive activities that
are simple to perform but involve a large amount of time, and complex
activities that require considerable effort to perform in a personalized
way, especially in large groups. The first can be automated by means
of simple resources, as in this case self-grading questionnaires are
used for the first three cognitive levels. The second can be assisted by
means of artificial intelligence tools, such as personalized transitions
between levels according to the Bayesian model. However, there are
many activities in which the human teacher has a great advantage
over machines and automating them would lead to imprecise and
incomplete processes, such as the evaluation of the knowledge
utilization level of Marzano’s taxonomy. As Sanchez-Prieto et al. [35]
said, “it is the moment to reflect on the students’ perceptions of being
assessed by a non-conscious software entity like a machine learning
model or any other artificial intelligence application”.

Clearly delimiting the role of the intelligent tutor system and the
human teacher based on a learning model, as in this case, will make
it clear that the human teacher is not substitutable and that these
types of systems are auxiliary tools for learning. That is, tools can be
built to extend teachers’ capabilities; for example, in Villagra-Arnedo
et al. [36], based on a probabilistic performance prediction system,
teachers are given insights on students’ learning trends to identify
best moments for their intervention.
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