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Artificial Intelligence (AI) is a scientific discipline that aims 
to drive disruptive scenarios for science-based technical 

developments that solve complex problems. The IJIMAI journal’s 
scope is precisely to demonstrate how the combination of two factors 
— technical foundations and sought-after applications — must guide 
future AI developments to find solutions to complex real-world 
problems.

This IJIMAI publication opens with an article that considers the 
current framework for AI fundamentals: how can we improve AI 
technology to find solutions to real-unsolved problems? The 
initial answer seems to be related with a desired self-consistent 
procedure: let machines learn from our experience. In the article 
by Alotaibi et al., the analysis of neural networks in terms of the 
parameters used, how they work, and how do they respond to the 
problem itself led the authors to a rationale for decision-making 
regarding the performance of different neural models.

The immediate question that arises is whether there are any 
universal and fundamental criteria that can be used to define the 
models that guide AI methods. Apparently, there are not such 
universal methods, and we are faced with a challenging open problem.  
Subsequent manuscripts will provide readers with more in-depth 
insights into this issue.

The next articles place you at the forefront of current AI challenges, 
while using AI as a medium to assess objective results (understood as 
numerical evidence) to shed light on current problems arising from 
clearly defined, real-world areas of interest. The common factor is 
the complex nature of the issues at hand. This complexity is derived 
from the large amount of data and the development of a rationale to 
comprehend the interactions between them, i.e. data mining research 
(DM).

Real-world problems vary from highly demanding social science 
scenarios (where the huge number of variables involved is undeniable) 
to the most purely nature-inspired scenarios (where it is assumed 
that some well-defined laws should govern, reducing the freedom 
associated with the large number of natural variables). Both scenarios 
would probably find a route to further success by incorporating social 
rules and/or natural laws into the methodologies used to develop their 
associated AI algorithms. Such inclusions are essential for supporting 
the rationale behind what is known as machine learning (ML), a point 
also highlighted in this publication. From this point onwards, and 
in this IJIMAI edition, a variety of technical areas, including image 
processing, climate modelling, language processing and emotion 
analysis, are used to test current AI models.

The second contribution of this IJIMAI number is dedicated 
to numerical methods applied to image processing. Extracting 
information from image processing is one of the most challenging 
problems in information technology scenarios. Díaz-Pacheco et al. 
present methodological results that encourage the use of deep learning 
approaches for supervised (discriminative) learning and guide further 
unsupervised (generative) learning. The use of such results to inform 
decisions in the tourism sector is presented as a real-world application.

The next contribution deals with climate evolution predictions 
to create more robust forecasting systems. Such challenges rely on 
the need for more general and demanding fluid mechanics laws and 
complex systems analysis. Despite the progress made in these areas, 

the effective numerical integration of climate model projections with 
measured rainfall data remains challenging. The relevance of such 
analysis for vital sectors such as disaster prevention and agriculture-
based industries is beyond doubt. Considering the results presented 
by Oswalt et al. would therefore be a meaningful way to combine 
advanced AI models with data fusion techniques, thereby enhancing 
the accuracy and reliability of rainfall predictions.

 The articles by Paramasivam et al. and Zhang et al. are closely 
related. The manuscript presented by Paramasivam et al. deals with 
speech emotion recognition and the impact of data acquisition on the 
subsequent design of processing algorithms for machine learning-based 
solutions. The work presented by Zhang et al. deals with sentiment 
analysis in relation to AI use, which is probably a technological step 
further than the previously presented AI for ‘language analysis’.  The 
relevance of the topics addressed in both studies is widely recognised 
and encouraged by researchers who specialise in leveraging the 
strengths of AI to advance areas related to social behaviours. Examples 
include personalised healthcare, affective computing and human-
machine interactions, as well as the omnipresent market insertion and 
interferences in our daily routines, which have been conditioned by 
commercial interests.

While the huge diversity of fields claiming methodological 
applications of AI is clear from the articles presented so far, the next 
three contributions focus on more specific technical concerns. Due 
to their relevance, such technical issues must be included as part of 
well-defined branches within AI research: the aforementioned ‘data 
mining’ and ‘machine learning’.

The manuscript presented by Cartensen et al. could be considered 
a piece of research highlighting the importance of DM. The analysis 
presented therein once again raises the question regarding the need 
for fundamental rules to make data analysis more valuable in terms of 
setting guarantees for further algorithm designs. Successful contrast 
with selected experimental training data does not offer strong enough 
guarantees for AI design. However, presenting this AI problem-solving 
route is a valuable result, as it puts us at the forefront of state-of-the-
art AI technologies.

The next two articles could be highlighted as contributions that 
are more closely related to the use of AI for ML designs. The first, 
by Suruliandi et al., uses what could be considered ML algorithms 
to perform tasks related to the well-known problem of healthcare 
assistance. In this case, the authors use clinical data collected for 
the evaluation of possible cases of coronavirus as training sets. The 
article then goes on to discuss the optimisation of effective diagnostic 
algorithms. The other manuscript, by Guo et al., proposes a mechanism 
that improves the state of the art in image analysis scenarios by 
optimising network architectures. The work presented goes into 
person-re-identification control mechanisms.

The last four manuscripts in this issue of IJIMAI review the issues 
that guide the scope of this journal and of AI research in general. They 
highlight the most challenging unsolved problems and the need to 
conscientiously improve AI technologies.

Martínez Núñez et al. analyse the impact of deep learning methods 
combined with visual computing techniques to address constraints 
and enhance operational capabilities around railway tracks. Tejero et 
al. address the universal problem of treating complex systems derived 
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from the analysis of social events. However, the most notable concept 
studied and evaluated here is misinformation. There is no doubt that 
this concept is closely related to the integration of AI methods into 
societal events. The relevance of this discussion in the current context 
must therefore be highlighted. Is misinformation inherent to AI at 
this stage? The question remains open.

The potential applications of AI methods in predicting, modulating 
and controlling human behaviours are far beyond current estimates. 
There is no doubt that AI technologies are already exerting control 
over interactions involving at least one human element. This is a 
hopeful and risky promise. With these factors in mind, trial cases are 
studied in next articles, one affecting the economic sector and the 
other concerning educational scenarios.

The economy sector is inevitably modulated by client and market 
interactions. The question of how these interactions can be controlled 
to generate profit from AI results is analysed by Kollmorgen et al. 
The second trial case involves students and their educational context. 
Based on similar technological foundations, the integration of AI into 
educational contexts is opening up new opportunities and presenting 
new challenges. Sánchez-Canella et al. intend to provide guidelines 
to improve interactions between AI and the educational final targets: 
students. Is AI in education recommended? Is it useful? Is it 
challenging? Time is needed.

Once again, this IJIMAI edition supports efforts to guide researchers 
in a collaborative endeavour to establish robust methodological 
frameworks that underpin the conscious application of AI techniques 
to real-world problems. The lack of systematic methodologies for 
designing self-guided algorithms -ML- and for defining proper 
learning databases -DM-, highlights the need to consciously prioritise 
basic research in order to formalise and control the rules governing 
the behaviour of complex systems under analysis.

Finally, I would like to thank all the authors who contributed to this 
edition of IJIMAI for their valuable contributions. I encourage them 
and all the other researchers involved to use their expertise to ensure 
the safe and successful advancement of AI. 

To conclude this letter, I would like to invite you to consider the 
following questions: should AI learn from our presumed natural 
intelligence? If so, is it a good idea?

Dr. Yamila García-Martínez Eyre i Canals  

Managing Editor

Universidad Internacional de La Rioja
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Abstract

Federated learning, a distributive cooperative learning approach, allows clients to train the model locally using 
their data and share the trained model with a central server. When developing a federated learning environment, 
a deep/machine learning model needs to be chosen. The choice of the learning model can impact the model 
performance and the communication cost since federated learning requires the model exchange between clients 
and a central server in several rounds. In this work, we provide an empirical study to investigate the impact of 
using three different neural networks (CNN, VGG, and ResNet) models in image classification tasks using two 
different datasets (Cifar-10 and Cifar-100) in a federated learning environment. We investigate the impact of using 
these models on the global model performance and communication cost under different data distribution that are 
IID data and non-IID data distribution. The obtained results indicate that using CNN and ResNet models provide 
a faster convergence than VGG model. Additionally, these models require less communication costs. In contrast, 
the VGG model necessitates the sharing of numerous bits over several rounds to achieve higher accuracy under 
the IID data settings. However, its accuracy level is lower under non-IID data distributions than the other models. 
Furthermore, using a light model like CNN provides comparable results to the deeper neural network models with 
less communication cost, even though it may require more communication rounds to achieve the target accuracy 
in both datasets. CNN model requires fewer bits to be shared during communication than other models.
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I.	 Introduction

The expansion of information and communication technology has 
increased the availability of data and computing resources, resulting 

in the Big Data era. This increasing data generated in the network 
requires efficient knowledge extraction and processing mechanisms 
to benefit from it. The data generated can be utilized as training data 

to provide the edge devices in the network with intelligence. However, 
traditional machine/deep approaches necessitate the collection of data 
to a central location to train the model and extract knowledge from 
it. Collecting the data to a central location can cause a significant 
transmission delay and raise privacy concerns due to sharing some 
private information through the network. Therefore, traditional 
machine learning approaches that require data collection in a central 
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location face various challenges, such as network communication 
and data privacy [1]. To tackle these issues, Federated Learning (FL) 
was introduced [2] to allow the model to be trained locally at the 
network edge and share the learned model rather than the data. FL is a 
distributive collaborative learning process that allows devices (known 
as clients) to train the model locally using their local data and share 
the trained model with a central server. The central server aggregates 
the received local models to create the global model. The learning 
process in federated learning is performed in rounds where, in each 
round, the central server provides the global model to the clients to 
train the model locally using their data [2]. 

Federated learning technology offers numerous advantages over 
traditional learning methods. It provides for more effective usage 
of network bandwidth and protects data privacy, as raw data is not 
demanded to be transferred to the server. Moreover, federated learning 
can employ the computing resources and diverse datasets on clients’ 
devices to enhance the quality of the global model [3], [4], [5]. With 
these benefits, federated learning can be applied in various areas such 
as healthcare, transportation, IoTs, and mobile applications (such as 
next-word prediction) [6], [7]. 

However, federated learning faces various challenges because of 
its decentralized approach such as quality of the training data, the 
distributed architecture, the type of devices used to train the model, 
and the communication and aggregation mechanisms used; which 
affect the learning process in FL [8]. The clients’ data in FL is non-
Independent and Identically Distributed (non-IID) data due to varying 
device usage and location, as each client’s data is dependent on 
their device usage and location. This means that the assumption of 
the IID data used in machine learning algorithms cannot be applied 
in FL. Therefore, FL encounters the additional challenge of data 
heterogeneity [4], [9]. Furthermore, during FL training, the clients and 
the central server exchange the local and global models in multiple 
rounds. However, this communication process can be a bottleneck due 
to the network’s limited resources [10], [11]. The devices in FL vary 
in their computational power, storage, and network connectivity, and 
this heterogeneity could unbalance the training time and affect global 
model training [12], [13], [14].

Despite federated learning’s potential, most research has focused 
on overcoming challenges like communication efficiency, data 
heterogeneity, and privacy preservation. However, an overlooked 
aspect of FL is the influence of various deep learning models on 
the overall performance and efficiency of FL. Understanding the 
impact of different neural network architectures within FL is crucial 
for optimizing model performance and communication resource 
efficiency.

In contrast to the traditional centralized learning approach, FL 
perform the training in distributed manner on the clients’ devices 
and shares the local models with the central server through the 
network for several rounds. However, sharing these local models can 
be costly when using a deep neural network with many parameters. 
For that, this study aims to investigate the impact of using different 
neural networks on the model performance and communication 
cost, focusing on image classification tasks. Specifically, the research 
intends to evaluate and analyze the performance of a Convolutional 
Neural Network (CNN) model along with two complex variations of it, 
namely Visual Geometry Group (VGG) and Residual Neural Network 
(ResNet), which are widely used by the researchers when evaluating 
their proposed work in image classification tasks [15], [16], [17], [18], 
[19]. These three models are mainly used with Cifar-10 and Cifar-100 
datasets [20]. In this study, we aim to address the following research 
question: Do we need a deeper network in a federated learning 
environment? by studying the performance of VGG-11, ResNet-18, 
and comparing them with a lighter CNN model, that is the same model 

used in the study that proposed the FL approach [2]. We aim to gain 
a deeper understanding of the benefits and drawbacks of using these 
models in FL environment.

The main contributions of this study are as follows:

1.	 Conducting an empirical study that investigates the impact of 
utilizing three different neural networks (CNN, ResNet-18, and 
VGG) for image classification task in a FL environment using two 
widely recognized datasets (Cifar-10 and Cifar-100). 

2.	 We performed a comparative experiment and analyzed the 
performance of these three models under different data distribution 
settings (IID and non-IID), providing valuable insights into their 
behavior in different FL settings. 

3.	 We studied and analyzed these models’ performance and associated 
communication costs with different batch sizes and epoch values. 

4.	 We provide insights into the trade-offs between model accuracy 
and communication efficiency. 

5.	 Our findings shed light on the suitability of each neural network 
for FL, enabling researchers and practitioners to make informed 
decisions when selecting a learning model for their work.  

6.	 To best of our knowledge, this study is the first to explore how 
the choice of different neural network models impacts the 
performance of federated learning.

The remainder of this work is organized as follows: Section ‎II 
presents the literature review and highlight the datasets and local 
models in image classification tasks in federated learning. Section ‎III 
show the system model. In section IV, we show the neural networks 
design, and the experiment settings. Section V shows the experiments 
results, while section VI shows the discussion. The conclusion and 
future work are provided in section VII. 

II.	 Literature Review 

Numerous studies have attempted to tackle the FL challenges using 
various techniques. For instance, Zhong et al.  [21] uses a hierarchical 
clustering algorithm to overcome the non-IID data challenge by 
clustering the clients based on their model similarity and merge 
similar clusters. While Wu et al. [22] addresses communication cost 
and non-IID data challenges by using a threshold value to determine 
the importance of the local model to be uploaded to the server or 
skipped. Other studies [23], [24], [25] focus on non-IID data challenges 
by aiming to reduce client drift using different techniques such as  
decoupling and correction the local drift, rescaling the gradients, 
primal-dual variable that can adapt to data heterogeneity. The studies 
in [15], [16], [17] address communication challenges by reducing the 
number of bits exchanges using different compression techniques, 
such as Quantization and Count Sketch. The work in [18] improves the 
communication efficiency of FL by parallelizing the communication 
with computation to cover the communication phase with the training 
phase. Asynchronous technique is to overcome the communication 
bottleneck in FL [26], and another work uses partial synchronous 
technique to accelerate the training process in FL over the two-tier 
network using relay nodes to aggregate the model partially and reduce 
the communication rounds required [19]. The work of Li et al. aims to 
tackle the diversity in the computational capacity between devices and 
avoid waiting for slow devices by approximating the optimal gradients 
with a complete local training model using the Hessian estimation 
method to achieve the approximation, based on the heterogeneous 
local updates that has been received [27]. Another work uses a tier 
approach to overcome the latency caused by slow clients, by grouping 
clients into the same tier based on their response time to overcome 
the system heterogeneity [28]. Zeng et al. [29] proposes an energy-
efficient bandwidth allocation and client selection scheme. The work 



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 9, Nº4

- 8 -

aims to reduce energy consumption while maximizing the selection 
of clients participating by adapting to both channel states and device 
computation capability when selecting clients and allocating the 
channel for them. Jebreel et al. [30] propose a mechanism to overcome 
the label-flapping attack in the federated learning environment to 
overcome malicious clients flipping their labels to poison the global 
model. Their work clusters clients based on their gradient parameters 
and analyzes the clusters to filter any potential threat. A novel backdoor 
attack in FL is introduced by Zhang et al.  [31]. Their approach enables 
the attacker to optimize the backdoor trigger using adversarial training 
to enhance its persistence within the global training dynamics. In their 
work, they study the performance of existing techniques to overcome 
their attack and show their limitations.

These studies addressing FL challenges commonly use image 
classification tasks as their application when evaluating their 
proposed methods with different learning models. According to [20], 
[32], the most widely used datasets to test the model performance in 
FL are image datasets, and image classification tasks being the most 
commonly employed applications in FL. Furthermore, the study in [4] 
indicates that image datasets are the most used in FL. 

CNN learning model is used in the study that propose FL [2] to 
evaluate its performance with MNIST [33] dataset. Many studies [21],  
[23], [26] use the same learning model when evaluating their proposed 
work, on different datasets such as CIFAR-10, CIFAR-100, and MNIST. 
Others have opted for a deeper neural network, such as VGG and 
ResNet, mainly when using Cifar-10 and Cifar-100 as their training 
dataset [15], [16], [17]. 

Table I shows various learning models and the datasets used to 
evaluate the performance in the FL environment. The table highlights 
that deeper network such as VGG and ResNet used different datasets 
such as Cifar-10 and Cifar-100, which include colored images, unlike 

the MNIST datasets that are gray-colored images and widely used with 
simpler learning models. However, some research also uses Cifar-10 
and Cifar-100 with a simpler model, such as CNN. The table indicates 
that CNN, ResNet, and VGG are commonly used with Cifar-10 and 
Cifar-100 datasets. Therefore, this study aims to investigate the 
performance of the three aforementioned learning models on the 
Cifar-10 and Cifar-100 datasets in a federated learning environment. 

TABLE I. Learning Models and Datasets Used at Different Studies in 
Federated Learning Environment

Model Dataset Ref.

CNN

Cifar10 [21], [23], [25], [18], [26], [28]
Cifar-100 [23]
MNIST [21], [23], [25], [28], [29], [30]

Fashion MNIST [25], [26], [28]

ResNet

Cifar-10 [22], [15], [16], [17], [18], [19], [27], [30], [31]
Cifar-100 [15], [17], [18], [26], [27]
FEMNIST [17], [31]

Tiny-ImageNet [23], [31]

VGG
Cifar-10 [22], [15], [18], [24]
Cifar-100 [22], [24]

MLP
MNIST [16], [18]

Fashion MNIST [27]

Logistic 
regression

MNIST [19]
Cifar-10 [19]

Despite the extensive research addressing various challenges 
in federated learning, the impact of different learning models on 
federated learning performance has not been thoroughly investigated. 
Table I shows that some studies utilized more than learning model, 
however these models were utilized with different datasets. As shown 
in the Table II, the studies did not compare the impact of different 

TABLE II. Summary of the Literature Studies

Ref. Focus Methodology No. of Models for 
Same Dataset

Comparison 
between models

Hyper-parameter 
Tuning (Epoch-Batch)

[21] Non-IID Hierarchical clustering algorithm 1 𝑿 𝑿

[22]
Communication cost and 

Non-IID
Select model update 2 𝑿 𝑿

[23] Non-IID Decoupling and correcting local drift 1 𝑿 𝑿
[24] Non-IID Rescaling the gradient 1 𝑿 𝑿
[25] Non-IID Primal-dual variable to adapt to data heterogeneity 1 𝑿 𝑿
[15] Communication cost Compression 2 𝑿 𝑿
[16] Communication cost Compression 1 𝑿 𝑿
[17] Communication cost Compression 1 𝑿 𝑿

[18]
Communication 

efficiency
Parallelizing communication with computation 𝑿 𝑿

[26]
Communication 

bottleneck
Asynchronous technique 1 𝑿 𝑿

 [19]
Accelerating training 

process
Partial synchronous technique using relay nodes to aggregate 

the model partially
𝑿 𝑿

[27] Computational capacity
Approximating the optimal gradients with a complete local 

training model
1 𝑿 𝑿

[28] Latency Tier approach 1 𝑿 𝑿

[29] Energy 
Select client based on device computation capability and 

channel states
1 𝑿 𝑿

[30] Security
Cluster clients based on gradients parameter and filter any 

potential threat
1 𝑿 𝑿

[31] Security Optimize attack trigger through an adversarial adaptation loss 1 𝑿 𝑿

Ours
Impact of Learning 
Models in Federated 

Learning
Evaluation of various deep learning models 3 ü ü
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deep learning models on the performance of federated learning. Even 
when multiple models are utilized, they are often used with different 
datasets, which makes direct comparisons difficult. Additionally, these 
studies did not thoroughly investigate the effects of hyper-parameter 
tuning, such as varying epochs and batch sizes, on model performance 
and communication efficiency. Selecting the learning model is essential 
to federated learning, as it impacts both model performance and 
communication cost. Therefore, an evaluation that compares multiple 
neural networks on the same datasets while considering hyper-
parameter variations is important and is the focus of this study. Our 
study fills these gaps by evaluating the performance of various deep 
learning models within a Federated Learning framework, providing a 
unique contribution to the existing body of knowledge.

III.	System Model 

In this section, we will provide a detailed explanation of the system 
model used in our study. This includes the principles and mechanisms 
of FL, the utilized aggregation algorithm, and the network architecture 
that we used.

A.	Federated Learning
FL is a distributed collaborative learning process that was proposed 

by Google researchers in 2016 [2].  It is different from distributed 
(on-site) learning in that, in the latter, the central server provides the 
clients with an initial or pre-trained model, which the clients use to 
train their personalized models using their data. In this type of learning 
approach, there is no sharing of data or information [8], [34], [35].

In FL, there is a fixed set of Clients C, where each client c has its own 
datasets dc, and at each round a fraction R of the clients C is selected 
to participate in this round to train the model [2].  Fig. 1 illustrates the 
FL architecture, where the central server sends the initial model to 
the participating clients. These clients then use this model to train a 
local model using their dataset. Afterward, the clients send the trained 
models to the server. The server then aggregates all the received local 
models using an aggregation mechanism. The process will be repeated 
for several rounds until a target is reached [2]. Typically, FL aims to 
minimize the objective function shown in (1):

	 (1)

Where C is the total number of clients, pc ≥ 0 and , the  pc 
term define the impact of each client on the global model, where there 
are two natural settings existing which are: , where 
d represents the total data sample of all clients and dc represents the 
data sample for client c, and Fc is the local objective function of client 
c [2], [7]. 

Local dataset

Local learning

Local Data

Local Model

Learning process

Global Model Aggregation

Global Model
UpdateModel    Upload

Fig. 1. The federated learning architecture.

In FL, the central server plays a vital role in providing an 
initial model, receiving updated local models from participating 
clients, aggregating these received local models, and subsequently 
disseminating a new global model to the participating clients. The 
most commonly used aggregation scheme in this type of learning 
is called Federated Averaging (FedAvg). FedAvg involves averaging 
the local stochastic gradient descent (SGD) updates. This method is 
usually implemented in a few general steps as follows [2], [7], [8]:

1.	 The server sets up the initial global model.

2.	 The server selects the participating clients (R, C), and sends the 
global model to them.

3.	 The clients that receive the global model train the received model 
using their local dataset. The most used technique is using SGD to 
compute the update. 

4.	 The clients train the model for some epochs and upload the trained 
local model to the server.

5.	 The server then aggregates all the received local models using an 
averaging aggregation mechanism based on the clients’ dataset 
size to create a new global model.

6.	 The steps from 2 to 5 are repeated for several rounds until a 
predefined target is reached. 

Algorithm 1 (FedAvg):
The C Clients are indexed by c.

η: learning rate.

B: Batch size.

E: Local epochs.

Server executes:
    Initialize the initial model ω0

    for each round t = 1, 2, 3, … do

        m ← max (R.C, 1)
        Ct ← (Select random set of m clients)
        for every client c ∈ Ct in parallel do

             ← ClientUpdate (c, ωt)  ...
            mt ← 

            ωt+1 ← 

ClientUpdate(c, ω): // run on client c
     β ← Spilt client dataset into batches of size B

     for each local epoch i from 1 to E do
          for batch b ∈ β do
               ω ← ω − η ∇ l (ω; b)
     return ω to the server

Algorithm 1 illustrates the process of the FedAvg algorithm 
where the (Server executes) section shows the steps that the server 
performs. In contrast, the (CleintUpdate) section illustrates the 
process that are performed at each client. The clients train a local 
model using a deep/machine learning approach and send the locally 
trained model to the server.  

B.	Network Architecture 
The network design used in this study for FL is a centralized 

architecture. In this architecture, there is a central server S and a set of 
clients C, where each client c has its own local dataset dc. The central 
server is responsible for initializing the global model and selecting the 
participating clients (R.C) from the clients set C. For this work, the 
central server selects the participating clients randomly. 
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In this network, each participating client ci receives the global model 
from the central server and trains it locally using its own dataset dc for 
a predefined local epoch. After the completion of training, the local 
model is shared with the central server for global aggregation. The 
central server applies the FedAvg aggregation scheme to aggregate 
the local models received from all participating clients. Then, the 
process of selecting clients and providing the global model is repeated. 
The process will continue for several communication rounds. The FL 
architecture used in this work is shown in Fig. 1.

IV.	Methods

This section presents the local learning model implemented 
by the federated learning clients and the experimental settings. It 
covers the local model architecture and the specific experimental 
parameters employed. 

A.	Local Model Design 
In this subsection, we will discuss three deep learning models, 

namely CNN, ResNet, and VGG, that are utilized in a federated 
learning environment for image classification tasks. We will provide a 
general overview of their concepts and architecture in this subsection. 

1.	Convolutional Neural Network
CNN is a deep learning approach that can be utilized for tasks such 

as speech recognition and computer vision [36], [37]. CNN typically 
comprises three primary types of layers: convolutional, pooling, and 
fully connected layers. The convolutional layer is used for extracting 
features from the data. The pooling layer, on the other hand, reduces 
the size of the output from the convolutional layer and combines 
similar features to avoid redundancy. Finally, the fully connected 
layer establishes connections between the previous layer’s output 
and the subsequent layer’s input [38], [39], [40]. There are different 
well-known CNN architectures such as LeNet, AlexNet, GoogleNet, 
ResNet, VGG, which differ in terms of the used layers, the number of 
layers, the activation function used, and other factors [41], [38], [37]. 
The CNN model architecture used in this study is adopted from [2] 
and includes two convolutional layers, each followed by a max pooling 
layer, a fully connected layer, with ReLU activation function, and final 
SoftMax output layer.

2.	Visual Geometry Group
The VGG model is a deep convolution model developed by the 

Visual Geometry Group [42]. To enhance the learning process, VGG 
uses a small convolution filter (3x3), which increases the depth of the 
network [42], [43]. The VGG has three (3x3) convolutional layers, which 
are equivalent to having a single (7x7) convolutional layer. However, 
VGG uses three (3x3) convolutional layers to reduce the number of 
parameters as it contains more ReLU layers (one after each convolution 
layer), which makes the decision function more discriminatory [42], 
[44]. VGG has different variations depending on the number of layers 
used (VGG-11, VGG-13, VGG-16, and so on). The VGG-11 model consists 
of two stacks of convolution layers and a Max pool layer, followed by 
three stacks of two convolution layers and a Max pool layer, followed 
by three fully connected layers, resulting in having eight convolution 
layers and three fully connected layers [42], [45].

3.	Residual Neural Network
ResNet is a deep neural network that was proposed by He et al. 

in 2015 for image detection [46]. In ResNet, the input of the layer is 
added to the output of the residual mapping, which can contain two 
or more layers. Fig. 2 shows that a shortcut connection is established 
between the input and output of the residual mapping along with 
an additional operation. This shortcut connection helps the network 

learn more effectively, thereby improving its performance. ResNet 
is commonly used for image classification and object detection [47]. 
ResNet has different variations depending on the number of layers 
used (ResNet-18, ResNet-34, and so on). ResNet-18 comprises 17 
convolution layers and a fully connected layer. A batch normalization 
layer and activation function can follow each convolution layer. 
The first convolution layer is followed by a max pooling layer. The 
network also includes eight sets of two convolutional layers, then an 
average pooling layer, and finally a fully connected layer with SoftMax 
activation function. The residual map is applied between the output of 
the even-numbered stack of convolution layers and the output of the 
next stack. The residual function is shown in (2):

	 (2)

Where y represents the output vector of the layer, F(x) represents 
the residual mapping to be learned, and x represents the input vector. 

Weight Layer

ReLU

ReLU

Weight Layer

F(X)

X

X
identity

F(X) + X

Fig. 2. Residual learning: a building block.

B.	Experimental Setup
In this study, we evaluate the performance of the three learning 

models (CNN [2], ResNet-18 [46], and VGG-11 [42]), for image 
classification tasks using two datasets, Cifar-10 and Cifar-100 [48]. 
For ResNet-18, we replaced the batch normalization layers with group 
normalization as suggested and evaluated in [49]. The sizes of the 
three models transmitted by each client are presented in Table III. 
Cifar-10 dataset consists of 60,000 images that are categorized into 
10 different classes. Each class has 6,000 images. Out of these 60,000 
images, 50,000 are used for training and 10,000 for testing purposes. 
Similarly, the Cifar-100 dataset contains 60,000 images that have 
been classified into 100 distinct classes. Each class has 600 images. 
Out of these 60,000 images, 50,000 are used for training and 10,000 
for testing purposes. In this study, we distributed the dataset among 
100 clients in such a way that each client received 500 samples for 
training similar to [2], [22], [25]. We tried different settings and 
reported the best results obtained, we conducted the experiment over 
300 rounds, with a learning rate of 0.01 and SGD as optimizer. At each 
round, we randomly selected 10 clients to participate as many studies 
used these settings [2], [25]. We performed the test on the client’s 
side every five rounds. Following we show the experimental results 
of the three models, that highlight the model training accuracy and 
communication costs to reach a predefined target. We designed two 
cases to study the models’ performance based on the data distribution. 
The first is the IID data distribution, and the second is the non-IID 
data distribution, following a similar setting as in [2].  In the IID data 
case, each client has data from all classes, where each client holds 
50/5 samples from each class from the Cifar-10/Cifar-100 datasets. 
In the non-IID data setting, each client has data from a few classes, 
2/20 classes, where each client holds 250/25 samples from the selected 
class from the Cifar-10/Cifar-100 datasets.
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TABLE III. Model Size of the Three Models Transmitted by Each Client

Dataset CNN ResNet-18 VGG-11

Cifar-10 8.22MB 41.61MB 104.87MB

Cifar-100 8.4MB 41.87MB 107.25MB

V.	 Results

In this section, we present the experimental results of the three 
models with different numbers of epochs and batch sizes using two 
different datasets as we increase the computation per client. We 
compare the testing accuracy of the three models, communication bits 
exchanges and number of rounds to reach a predefined target accuracy. 

A.	Performance Comparison on Testing Accuracy
In this subsection, we show the performance of the three deep 

learning models using two cases when the clients have: (1) IID data and 
(2) non-IID data. Each case is evaluated using two different datasets, 
Cifar-10 and Cifar-100, and we varied the batch sizes and epoch values 
for each dataset.

1.	IID Data Setting
To evaluate the performance of the three models, we tested them 

by varying the number of epochs and batch sizes. Fig. 3 illustrates 
the performance of the three models in the Cifar-10 and Cifar-100 
dataset under the IID settings with an increase in batch size and local 
epoch value. In Cifar-10 the Fig. 3 (a) demonstrates that increasing 
the number of local epochs and decreasing batch sizes improves the 
model’s performance for CNN model. Similar results were obtained 
in ResNet-18 model and VGG-11 model under the same settings, as  
shown in Fig. 3 (b) and Fig. 3 (c). The ResNet model converge faster 
with the increase of the local epoch value as shown in Fig. 3 (b), both 
batch sizes perform comparably well when trained with the same 
epochs value, indicating that the epoch count plays a crucial role in 
enhancing model performance. The VGG model in Fig. 3 (c) show 
a slow start especially with the 1-epoch configurations, however it 
obtains a higher accuracy with the increase of the global rounds with 
the 5-epoch configurations. In CNN and VGG-11 models, the best 
performance is achieved when the epoch size is 5, and the batch size 
is 16. While ResNet-18 performs best when the batch size =16 in all 
epoch values. We compared the performance of the three models at 
epoch=5 and batch size=16, 32, as shown in Fig. 3 (d). The VGG-11 
model started slowly, but its performance improved with increasing 
rounds compared to ResNet-18 and CNN models. ResNet-18 and CNN 
provide comparable performance, as shown in Fig. 3 (d). 

In Cifar-100 datasets, the performance of the three models under 
the IID settings is shown in Fig. 3. The models were evaluated with 
different numbers of epochs and batch sizes. Fig. 3 (e) shows the 
performance of the CNN model. The results indicate that the CNN 
shows better performance with a batch size of 16 in this setting. 
ResNet-18 and VGG-11 have similar performance, and they perform 
better with a batch size of 16 for different epoch sizes, as demonstrated 
in Fig. 3 (f) and  Fig. 3 (g). The ResNet model converge faster with the 
increase of the local epoch value as shown in Fig. 3 (f), with the smaller 
batch size 16 outperforms the larger batch size 32. Also, the VGG 
model converge faster with the increase of the local epoch value as 
shown in Fig. 3 (g), with obtaining higher accuracy with the 5-epoch 
and 10-epoch configurations compared to the 1-epoch configurations 
for all batch sizes. We compared the performance of the three models 
at epoch=5 and batch size=16, 32, which is illustrated in Fig. 3 (h). The 
results indicate that VGG-11 performs worse compared to ResNet-18 
and CNN models. Among these three models, CNN performs the best 
under the specified settings, as illustrated in Fig. 3 (h).

2.	Non-IID Data Setting
In the case of non-IID data settings, Fig. 4 illustrates the 

performance of the three models when tested using the Cifar-10 
dataset and Cifar-100. In Cifar-10 the performance of all models 
improves as the number of local epochs increases and the batch size 
decreases as shown in Fig. 4 (a), Fig. 4 (b), and Fig. 4 (c). For all 
three model we observe that configurations with more epochs per 
round lead to higher accuracy, regardless of batch size. The best 
performance was achieved when the number of local epochs was 
equal to 5 for all models. However, the VGG-11 model performed 
the worst in non-IID settings compared to the CNN and ResNet-18 
models, as illustrated in Fig. 4 (d). In Cifar-100 the performance of 
all models improves as the number of local epochs increases and the 
batch size decreases as shown in Fig. 4 (e), Fig. 4 (f), and Fig. 4 (g). For 
all three model we observe that configurations with more epochs 
per round lead to higher accuracy, regardless of batch size, with a 
slight edge for the smaller batch size 16. The best performance was 
achieved when the number of local epochs was set to 5 for CNN 
and VGG-11 models. However, in non-IID settings, CNN and ResNet 
with batch size = 16 perform better than the VGG-11 model that 
need more rounds to converge, as illustrated in Fig. 4 (h).

B.	Performance Comparison on Communication Cost
Communication cost is an important metric to evaluate FL, as the 

training process in FL is known to be a distributed process between 
clients, and requires clients to share their local models with a central 
server in multiple rounds through the network. For that, the number 
of rounds needed to reach a target accuracy and the number of bits 
sent by the clients are both an essential metric in FL. In this subsection, 
we evaluate the performance of the three learning models to achieve a 
predefined target accuracy in terms of the number of communication 
rounds (RoA@XX) and training bits exchanged from clients through 
the network. Table IV and Table V show the results for Cifar-10 and 
Cifar-100 datasets under the IID data settings, respectively. The “-” 
symbol means the target accuracy could not be obtained within the 
given number of communication rounds. However, the number of bits 
uploaded from clients during training is still reported.

Fig. 5 (a) illustrates the communication costs associated with 
different learning models for the CIFAR-10 and CIFAR-100 datasets. 
The figure shows that the CNN model consistently has the lowest 
communication cost across various configuration settings. In contrast, 
the VGG-11 model demonstrates the highest communication cost 
under all configurations. Notably, ResNet-18 falls between CNN and 
VGG-11 in terms of communication cost. Although ResNet-18 requires 
fewer communication rounds to achieve the target accuracy as shown 
in Table IV, and Table V, these rounds are more costly compared to 
those of the CNN model. This indicates that the CNN model can 
achieve the target accuracy with significantly lower communication 
overhead, making it a more efficient choice for federated learning 
scenarios.

To sum up, the three models perform better when the data is IID 
data. In the Cifar-10 and Cifar-100 datasets, ResNet-18 shows faster 
convergence to reach the target accuracy compared to CNN and 
VGG-11 in most cases. However, since FL is a distributed learning 
process that shares a locally trained model instead of raw data 
to preserve privacy and provide an efficient communication, it is 
essential to consider the difference in the model weight of these 
three models. Although ResNet-18 requires fewer rounds, the 
number of bits transmitted is more than that of the CNN model as 
shown in Fig. 5.
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(a) CNN model for IID settings in Cifar-10 (b) ResNet-18 model for IID settings in Cifar-10

(c) VGG-II model for IID settings in Cifar-10 (d) The three models for IID settings in Cifar-10 with E=5

(e) CNN model for IID settings in Cifar-100 (f) ResNet-18 model for IID settings in Cifar-100

(g) VGG-II model for IID settings in Cifar-100 (h) The three models for IID settings in Cifar-100 with E=5
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Fig. 3. The test accuracy of the three models for IID setting in Cifar-10 and Cifar-100 dataset.
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(a) CNN model for non-IID settings in Cifar-10 (b) ResNet-18 model for non-IID settings in Cifar-10

(c) VGG-II model for non-IID settings in Cifar-10 (d) The three models for non-IID settings in Cifar-10 with

(e) CNN model for non-IID settings in Cifar-100 (f) ResNet-18 model for non-IID settings in Cifar-100

(g) VGG-II model for non-IID settings in Cifar-100 (h) The three models for non-IID settings in Cifar-100 with E=5
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Fig. 4. The test accuracy of the three models for non-IID setting in Cifar-10 and Cifar-100 dataset.
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VI.	Discussion

In this study, we have assessed the performance of three different 
models, CNN, ResNet-18, and VGG-11, in image classification tasks 
under two different settings. Our findings suggest that VGG-11 has a 
slower start and necessitates more communication rounds to obtain the 
same accuracy as CNN and ResNet-18. Although VGG-11 eventually 
reaches a similar performance level to CNN and ResNet-18, it requires 
more communication rounds, and these rounds are costly as the VGG-
11 model size is higher than CNN and ResNet-18. Moreover, VGG-
11 did not perform well in the case of non-IID data setting. On the 
other hand, ResNet-18 performs well and converge quickly, requiring 
fewer communication rounds than CNN in some cases. However, it 
is noteworthy that ResNet-18 communication rounds cost more than 
CNN communication rounds, as the ResNet-18 model requires sending 
more bits when uploading the model. 

The CNN model used in this study is a lighter model compared with 
ResNet-18 and VGG-11; however, it provides comparable performance 
compared to the other two models in terms of accuracy obtained in 
the predefined number of rounds. In some cases, more communication 
rounds may be required to obtain the same accuracy as ResNet-18; 
however, these rounds are less costly than ResNet-18 rounds since 
CNN requires fewer bits for exchanging the model compared to 
ResNet-18 and VGG-11. When training a model, obtaining high 

accuracy is necessary and is considered an essential evaluation 
criterion. However, as FL is a decentralized approach that requires 
sharing clients’ model with the central server, the communication 
cost is also considered a vital evaluation metric. Therefore, we must 
consider the number of rounds and the client bits sent to reach these 
results. When we use the communication costs as an evaluation metric 
to evaluate the performance of the three models, CNN provides better 
results than ResNet-18 and VGG-11. The CNN model exchanges fewer 
bits than ResNet-18 and VGG-11, providing comparable accuracy. 

Based on our analysis of the performance of the three models 
and their associated communication costs, we recommend using a 
lighter model (such as CNN in [2]) in FL, since federated learning is 
a learning process that requires sharing locally trained models with 
a central server for several rounds through the network. Moreover, 
it is essential to determine the local epoch value since the devices in 
FL are limited in resources. Setting the local epoch to a high value 
does not indicate enhancing the model performance in these settings. 
Therefore, we recommend using an adaptive local epoch that can 
start with a higher value and decrease after a certain point to avoid 
overfitting and enhance the global model performance.

Hence, to answer the research question, Do we need a deeper 
network in a federated learning environment? Our answer is that in 
FL, it is necessary to consider different factors before choosing the 

TABLE IV. Communication Rounds and Training Bits Exchanges to Reach a Target Accuracy for IID Data Settings in Cifar-10

Model CNN ResNet-18 VGG-11
Epoch 1 5 10 1 5 10 1 5 10
Batch 16 32 16 32 16 32 16 32 16 32 16 32 16 32 16 32 16 32
RoA@60 190 285 35 65 40 80 105 140 45 60 40 55 - - 75 140 155 105
Communication 
Cost (GB)

15.63 23.44 2.87 5.34 3.29 6.58 43.70 58.27 18.73 24.97 16.65 22.89 314.62 314.62 78.65 146.82 162.55 110.11

TABLE V. Communication Rounds and Training Bits Exchanges to Reach a Target Accuracy for IID Data Settings in Cifar-100

Model CNN ResNet-18 VGG-11

Epoch 1 5 10 1 5 10 1 5 10

Batch 16 32 16 32 16 32 16 32 16 32 16 32 16 32 16 32 16 32

RoA@30 240 - 95 120 105 - 205 210 185 - 220 - - - - - - -

Communication 
Cost (GB)

20.16 25.2 7.98 10.08 8.82 25.2 85.84 87.93 77.46 125.6 92.12 125.6 318.7 318.7 318.7 318.7 318.7 318.7

(a) Cifar-10 (b) Cifar-100
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Fig. 5. The communication cost for the different models using Cifar-10/Cifar-100 dataset to reach target accuracy (=60%, =30%).
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local model since the clients’ devices are limited in resources and data, 
and the learning process is performed in rounds. We may not need 
a deeper neural network model since we need to consider not only 
model accuracy but also communication cost, and it may cost more to 
share a deeper model during training. 

VII.	   Conclusion and Future Work 

Federated learning is a collaborative learning approach where 
the clients and server exchange training models for several rounds 
through the network to reach a predefined target. The choice of the 
learning model affects the model performance and the communication 
costs. Researchers have been faced with the decision of which 
learning model to choose when using FL for image classification 
tasks; several studies chose a deeper neural network model, such 
as VGG and ResNet, to evaluate their proposed work, while others 
chose a light model, such as CNN. In this study, we aimed to answer 
the question, “Do we need a deeper network in a federated learning 
environment?” Since FL is a decentralized approach, the model 
weight must be considered along with the model performance when 
choosing a neural network model since the model will be shared 
during training through the network. To answer this question, we 
conducted an empirical study investigating the impact of using three 
different neural networks in a FL environment (CNN, VGG-11, and 
ResNet-18). Our study evaluates the three models under different data 
settings (IID and non-IID) using two datasets (Cifar-10 and Cifar-100). 
We showed the performance of these models with varying numbers 
of local epochs and batch sizes. The results indicate that using CNN 
provides comparable results compared to the other models, with less 
communication cost; however, in some cases, it may require more 
rounds to reach the predefined target, but the communication cost 
(GB) is less than the other two models, making it a more practical 
choice for FL applications where communication efficiency is critical. 
We observed significant performance degradation for all models 
under non-IID settings compared to IID settings, highlighting the 
importance of addressing data heterogeneity in FL. Furthermore, our 
analysis revealed that using a 5-epoch configuration with a batch size 
16 resulted in the best performance across all three models compared 
to other configurations. Our study provided valuable insights into the 
trade-offs between model accuracy and communication efficiency, 
suggesting that CNN offers a balanced approach by maintaining high 
performance while minimizing communication costs. Our findings 
indicate that training a model using a CNN model requires fewer 
network resources to train the FL model to reach accuracy similar to 
that obtained using deeper models.

For the future research direction, we aim there is a need to analyze 
the performance of FL on client device energy consumption and 
computational resources using different models and investigate if 
they are applicable on the client devices that are limited in resources. 
Also, investigate the effect of applying different compression method 
with deep neural networks. Furthermore, investigating the effects of 
introducing an adaptive local epoch size. By initially setting a higher 
epoch size that ultimately decreases after a certain point, to enhance 
the model’s accuracy while simultaneously reducing costs.
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Abstract

Promoting a destination is a major task for Destination Marketing Organizations (DMOs). Although DMOs 
control, to some extent, the information presented to travelers (controlled sources), there are other different 
sources of information (uncontrolled sources) that could project an unfavorable image of the destination. 
Measuring differences between information sources would help design strategies to mitigate negative factors. In 
this way, we propose a deep learning-based approach to automatically measure the changes between images from 
controlled and uncontrolled information sources. Our approach exempts experts from the time-consuming task of 
assessing enormous quantities of pictures to track changes. To our best knowledge, this work is the first work that 
focuses on this issue using technological paradigms. Notwithstanding this, our approach paves novel pathways to 
acquire strategic insights that can be harnessed for the augmentation of destination development, the refinement 
of recommendation systems, the analysis of online travel reviews, and myriad other pertinent domains.
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I.	 Introduction

The World Tourism Organization reported that in 2019 the travel and 
tourism industry generated approximately $1.5 trillion (USD) and 

was the third-largest export category in the world [1]. This industry is 
of great importance to many countries around the world that devote 
considerable resources to the research and promotion of their attractions. 
It is also important to stress that the paradigms of the tourism sector 
have changed with the massification of the Internet and social networks. 
The high availability of information and social media have promoted 
the surge of new dynamics in tourism [2]–[4]. Big Social Data and User 
Generated Content (UGC) are becoming key sources of well-timed 
and rich knowledge, supporting data-driven decision approaches that 
address the management of complex relationships through the use 
of emerging and comforting technology [5]. Online information on 

climate, transport, attractions, and accommodation offers to tourists a 
starting point for planning their holidays, whose decisions are strongly 
influenced by the opinions of other tourists shared electronically [6].

One of the main activities of Destination Marketing Organizations 
(DMOs) is the implementation of marketing campaigns to promote 
tourism and to design strategies to deal with adverse circumstances 
affecting the industry [7],[8]. These situations are also present on 
the internet in the form of information coming from uncontrolled 
sources, which sometimes deteriorates the projected destination 
image. Monitoring changes in photographs that differ greatly from 
the projected destination image by the DMOs could help to design 
procedures to mitigate these effects. However, tracking these changes 
imposes certain limitations, such as the availability of experts and 
the manpower to overcome the enormous task of analyzing the huge 
number of photographs daily posted on the internet.
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In this work, we propose an approach based on deep learning 
techniques to automatically measure changes between the 
photographs used to promote a destination by the DMOs (controlled 
sources) and those published on the Internet (uncontrolled sources) 
during adverse events that negatively could influence the projected 
destination image. To our best knowledge, this is the first effort to 
propose a method to deal with this problem, which would represent 
new avenues for collecting and refining strategic information and 
potential applications for tourists or DMOs.

II.	 Destination Image in Tourism

The term Destination Image in Tourism or DIT has been around 
since the 1970s. DIT is the total impression of the destination in 
the minds of tourists and residents [9]. In a broader sense, the DIT 
is related to a set of ideas, impressions, and beliefs that a person or 
group shares about a particular place based on long-term information 
obtained from various sources that led to the construction of a 
positive/negative image [10], [11]. Several studies have extensively 
investigated the process of formation of the destination image. Among 
these, Gunn [12] influenced and contributed to identifying the levels 
of image formation based on the type of information available to the 
tourist. This framework proposes three main levels: organic, induced, 
and modified-induced. The organic level refers to general ideas that a 
person has about a particular place; this information can be obtained 
from multiple sources, such as personal conversations and television. 
The induced image is formed using information received and 
processed intentionally by the tourism industry, including brochures 
and advertisements produced by DMOs. As for the modified-induced 
image, it refers to the mental reconfiguration of the DIT derived 
from the travel experience within the destination. These levels are 
incorporated in the seven steps presented in Fig. 1. According to 
González-Rodríguez et al. [13], the choice of a particular destination is 
influenced by a more positive and stronger destination image, which 
is shaped by different secondary factors such as media on the internet 
[14], [15]; Frías et al. [16] stressed the importance of the impact of 
pictures of a destination, because the processing of an image requires 
less cognitive resources and affects all users; As for social media, the 
studies of Gallarza et al. [17] and Govers and Go [18] suggested that 
in the presence of paradigms such Big Data, the destination image 
perceived by tourists would be influenced by more diverse sources 
of information, which makes it difficult to quantify this construct 
because it tends to be complex, relativistic and dynamic.

1 ACCUMULATION of mental images of a place
through life.

ORGANIC
IMAGE

2 MODIFICATION of images through researching
prior to the decision to travel.

4 TRAVEL to a�raction may condition the image
(e.g. roadsigns, landscape, guides, etc.).

INDUCED IMAGE

MODIFIED-INDUCED
IMAGE

3 DECISION to travel based on image e�iciency,
anticipated experience but kept with in time, 
money and other constraints.

5 PARTICIPATION or experience at the destination,
the activities, accomodation and other services
all influence the image.

6 RETURN TRAVEL allows reflection and
evaluation, including discussing experiences 
with fellow travellers.

7 NEW ACCUMULATION occurs a�er the visit
because the process is circular, the end image
may be the same or di�erent to the original one.

Fig. 1. Stages in the process of DIT formation. Source: [12].

The DIT construct can be classified into different categories. The 
projected image can be defined as the ideas and impressions about 
a place that is available for the consideration of potential tourists. 
These secondary images may come from induced sources for the 
sole purpose of promoting the destination to attract tourists or from 
autonomous sources (news, travel magazines, social networks, ads, 
etc.) which are not controlled by DMOs that aim to supply information 
for travelers [19]. On the other hand, the perceived images come from 
organic sources of two main types: people who talk with their friends 
and family and UGC on different electronic media. Perceived images 
are the product of interaction between projected images and the 
characteristics of potential visitors, but the most credible source is the 
personal experience of previous visits to the tourist destination [20].

Given the importance of factors such as social networks and the 
Internet in the image formation, monitoring the variations between 
the image projected by DMOs and images on the Internet could allow 
the design of emergency strategies to mitigate the effects of this bad 
publicity on potential tourists. With new paradigms like Big Data 
and deep learning, the analysis of different aspects of the destination 
image in tourism (DIT) construct has been automated and applied to 
large amounts of information. In our research, we have established a 
classification for studies. Those who have analyzed DIT’s construct 
using computer techniques can be divided into the following 
categories: Studies that are aimed at identifying unique attributes 
of DIT using User Generated Content to get ideas for destination 
branding [21], [22]; Studies exploring the evolution of the construct 
using content analysis, such as changes in image perceived during 
economic crises [23]–[25]; Studies using social media and big data to 
analyze the construct [26]–[28]; Research interested in understanding 
the underlying factors influencing the construction [29], [30]; The 
research focused on the use of multimedia content to achieve better 
strategies for DMOs [31], [32]; Studies aimed at exploring the factors 
in tourist attractions to understand the choices of tourists [33],[34]; 
Finally, another studies do not fall into one category [35], [36]. Based 
on the many important approaches in the literature, below, we 
summarize the most influential in our research. The following studies 
propose methods for analyzing images (photographs):

•	 Leung et al. [37] carried out a three-stage analysis. In the first, they 
got pictures of flicker. The second stage tried to find popular places 
using a clustering method to differentiate images from different 
users and with certain proximity based on the coordinates of 
photos. The idea behind this logic was that many tourist photos in 
the same place mean that such a place is popular. With this data, the 
authors tried to analyze the patterns of tourist visits and to identify 
the image of the destination through the analysis of these pictures.

•	 Nixon [38] proposed a machine learning method to segment the 
audience of visual destination imagery in order to reflect that 
different types of audiences will build divergent visual destination 
images. He used the MachineBox.io service to train a visual 
classifier for image annotation and to obtain the frequency of 
these classes. Comparisons between different destination images 
were made (a ground truth of manually annotated images in 
comparison to automatic approaches).

•	 Xiao et al. [39] proposed a method for obtaining a seasonal variation 
index of the major tourist scenes in the province of Jiangxi in China. 
The 22 main scenes were analyzed using the Deep learning model 
Places365 to obtain representative labels of the destination photos, 
and they applied the Linear Discriminant Analysis (LDA) algorithm 
to get a distribution of the major themes in those scenes.

•	 Arabadzhyan et al. [40] presented a method for measuring the 
dissimilarity among destination images of different places and 
how such images are influenced by endogenous and exogenous 
factors. They used the Google Cloud Vision API for image labeling, 
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and distances were calculated as the absolute value of the average 
distances of the top K labels.

•	 Bui et al. [41], proposed a big data framework for measuring the 
DIT construct using machine learning techniques. The framework 
was able to process textual and visual data, separating it into sub-
constructs, seasons, and tourist characteristics. The measure was 
carried out in each sub-construct (Nature and landscape, people 
and culture, history, among others) through the frequency of 
words and sentiment analysis of all information.

•	 He et al. [42] explored how to analyze UGC to obtain the 
characteristics in a core-periphery scheme of the destination 
image to achieve a better selection of images for DMO’s to 
promote the destination. The DeepSentiBank algorithm was used 
to detect emotions and objects from photos of three different data 
sets (two of Organization Generated Content and one of UGC). 
Labels have been processed and used to build a semantic network 
(with the algorithm NetworkX) for representing the structure of 
the perceived Destination Image. With this network, the centrality 
scores were computed to generate a list of major adjectives and 
nouns ranked. With these metrics as a goodness measure, the best 
DMO’s photos were chosen, and a regression algorithm was used 
to evaluate their online engagement.

Concerning pertinent studies that have undertaken analogous tasks 
from a technological perspective and have exerted a notable influence 
on the current work, a delineation is provided subsequently. The above 
studies have researched different aspects of the DIT construct and 
sought marketing information by using tourist segmentation, analysis 
of popular attractions, and other techniques. The present study aims 
to measure the discrepancy between photos from controlled sources 
(DMOs) and those published online for newspapers, magazines, and 
users (uncontrolled sources) during adverse events that can negatively 
impact the pre-visit destination image. On considering the above, the 
following questions have been proposed to guide our research.

•	 How can images be used to measure differences in the projected 
destination image between controlled and uncontrolled sources?

•	 Is our method capable of pointing critical points at measured 
differences?

•	 Is our method able to measure those differences for different 
destinations?

From the analysis of the related work, we have obtained valuable 
information utilizing the convenience of deep learning and the use 
of Big Data to derive better tourism intelligence and new potential 
applications using massive amounts of multimodal data. All these 
studies influenced our work and the proposed approach is presented 
in subsequent sections.

III.	Proposed Approach

We propose a methodology to automate the process of measuring 
changes between the photographs used to promote a destination by 
the DMOs (controlled sources) and those published on the internet 
(uncontrolled sources) during events that negatively could influence 
the projected destination image. To this aim, we perform a comparative 
image analysis on three different periods: an analysis of previous the 
event, an analysis of when the event took place, and a last analysis of 
when the event has finished. In this way, we can measure the behavior 
of the uncontrolled sources in comparison to controlled sources.

To automatically perform the image (photographs) analysis, we 
used a collection of tools and methods based on three stages: scene 
recognition, characterization of features (feature management), 
and measurement of the difference between features. Each stage is 
explained in detail below.

A.	Scene Recognition
Scene recognition provides a description of the content of the image 

rather than listing objects in the scene. The main objective of this task 
is to assign semantic labels to images and, such labels are defined by 
real observers to equip computers with the ability to describe scenes 
like humans [43]. The task of object recognition, on the other hand, 
is postulated as a representation of the object being investigated with 
the image features available while rejecting the background features 
[44]. From the above, we can see that scene recognition provides 
richer descriptions not only of the objects in the scene but also of 
their surroundings and context. For these reasons, we opt for using 
the scene recognition approach. Thus, we choose the well-known 
Places-CNNs [45], which is a deep learning tool formed by a set of 
convolutional neural networks. Places-CNN uses different CNN 
architectures, but according to their results, the most precise are VGG-
16 and ResNet152, which likely are at the core of the implementation 
we used. A typical output of Places-CNN is a set of tags that describe 
the scene and objects in it. For example, the photograph of a food 
area in a shopping mall (Fig. 2) is described by Places-CNNs with the 
terms and strengths in Table I. Tags in Categories are the elements 
discovered on the scene with the deep learning modules. We have 
named strength to the degree of confidence a neural network has in 
declaring that a particular element is on the scene. Scene attributes are 
general descriptions of the image analyzed, such as closed area, which 
means that the action takes place inside. Taking into account the above 
information, we can imagine Places-CNNs as an advanced device for 
analyzing huge data loads, recognizing elements in scenes (attributes), 
and with a degree of certainty (strength) in this detection process.

Fig. 2. Scene analyzed with Places-CNNs.

TABLE I. Information Obtained by Places-CNNs by Analyzing the Scene 
in Fig. 2

Scene Recognition Strength

Categories

Food_court 0.511
fastfood_restaurant 0.085
cafeteria 0.083
dining_hall 0.040
flea_market/indoor 0.021

Scene attributes

No horizon 0.903
Enclosed area 0.495
Man-made 0.444
Socializing 0.423
Indoor lighting 0.211
cloth 0.151
Working 0.102
Congregating 0.081
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B.	Characterization of the Feature Space
Once a photo is processed by Places-CNN, we use as photo-

features only the outputs given by the attributes of the scene because, 
during the experimental phase of this work, we have experienced 
significant variations in the use of both sets of features (categories 
and attributes). Therefore, we consider that a more stable performance 
can be achieved using only attributes. That is because they are more 
descriptive characteristics in a wider scope.

Given a set of features from a set of images, we characterize them as 
a histogram, where the bins are the label of the features (attributes of the 
scene), and the sum of the corresponding strength as the frequency. Thus, 
we compute a total of four histograms: one for the set of pictures obtained 
by the DMOs from a specific destination (controlled photographs), and 
one for the event on each period to analyze (pre-event, during-event, 
and post-event), from uncontrolled sources. It is important to note that, 
the set of photographs does not necessarily have the same number of 
pictures or features, hence, we normalize the histograms to keep equal 
scales. In the following section, we briefly explain a method that can be 
used to quantify the differences between histograms.

C.	Measurement of Difference Between Features
To measure the differences between the computed histograms, we 

use the Earth Mover’s Distance (EMD). EMD is a distance metric that 
measures the dissimilarity of two histograms. The computer vision 
community has been enthusiastic with this technique [46]. Let’s 
consider two normalized histograms q = (q1, ..., qn) and p = (p1, ..., pm), 
each with n and m bins, respectively; qi and pj are frequency values of 
the histograms p and q, for the bin labels i and j, respectively. F is a flow 
matrix, where fi,j is the flow to move from qi to pj , and a cost matrix C, 
where ci,j means the cost of moving flow from the bin label i-th of q to 
the bin label j-th of p. The total cost of moving the unit flow to F and C 
between the histograms q and p can be defined as:

	 (1)

The ground distance (here called cost matrix) C can be designed, 
depending on the behind problem, by experts in the field or derived 
from a formula. It is clear that ci,j = 0 and a greater distance between 
label bins i and j means a greater ci,j > 0. As p and q are normalized, 
then , and the EMD between p and q is defined as 
follows:

	 (2)

The idea behind the equation (2) is to find the minimum cost to 
transform q to p. The computed cost represents the difference between 
histograms, it is to say, if p and q are equal then EMD(q, p) = 0; 
otherwise EMD(q, p) > 0.

Since a set of photographs is characterized as a histogram, two sets 
of different photographs can be compared by solving (2). However, a 
fundamental aspect to consider is the ground distance (or cost matrix 
C) among each bin label in the histogram. In the problem under study, 
each bin label of our histograms is a scene attribute, thus obtaining the 
distance between attribute concepts is not a trivial task. The following 
section discusses three different approaches to addressing this issue.

1.	Ground Distance
As indicated in the previous section, a ground distance matrix must 

be created to measure the differences between two histograms. When 
the histograms are about specific entities such as colors, we can use 
different analytical methods to calculate the differences among them; 
however, if the histogram is for items like different kinds of wines, 
an expert or a group of them is needed to provide a measure about 
how different are a "Pinot noir" and a "Merlot". In the problem at 
hand, we need to provide a measure of the semantic distance between 
concepts such as "man-made" and "indoor light", we opted to use two 
well-known approaches in the field of deep learning and one last 
rather straightforward. Since there are no available comparisons of 
the performance of those deep learning approaches for tasks like the 
one in this study, we have decided to use all of them to observe their 
suitability for our method. In the following, we explain three different 
proposals to compute the ground distance C.

WordNet The first proposal to compute Ground distance is based 
on Natural Language Processing (NLP). This approach is performed 
by using the WordNet database. WordNet is a large lexical database 
of English. It contains almost 80,000 noun word forms organized into 
60,000 lexicalized concepts. Nouns, verbs, adjectives, and adverbs are 
grouped into sets of cognitive synonyms (synsets), each expressing a 
distinct concept. Synsets are interlinked utilizing conceptual-semantic 
and lexical relations [47]. To measure the distance of two concepts, we 
used the Wu & Palmer similarity measure (wup), which calculates the 
relatedness by considering the depths of two synsets in the WordNet 
taxonomies, along with the depth of the Least Common Subsumer 
(LCS) [48]. The LCS of two concepts A and B is the most specific 
concept, which is an ancestor of both A and B [49]. The calculation of 
the metric is given by:

	 (3)

where s1 and s2 are the synsets to be compared, depth is the deepness 
in the taxonomic tree and lcs refers to the Least Common Subsumer.

Word embeddings The second proposal, also based on the NLP 
approach, was a technique known as word embeddings. This technique 
performs a mapping of a categorical variable (a word) to a vector of 
continuous numbers. For implementation, we use the well-known 
Word2Vec method [50]. One of the major advantages of these models 
is that the distributed representation reaches a level of generalization 
that is not possible with classic models [50]. A typical n-gram model 
operates in terms of discrete units that have no intrinsic relationship 
between them, a continuous model works in terms of word vectors, 
therefore, similar word have similar vectors. For our experiments, we 
use the GoogleNews-vectors-negative300 pre-trained model. This model 
has been trained on a part of the Google News data set and contains 
300-dimensional vectors for 3 million words and phrases [51]. By 
using a vector representation for each word that preserves semantic 
meaning, we can approach the quantification of similarity as a simple 
Euclidean distance between the points in a 300-dimensional space.

Constant Value Finally, for comparison purposes, the last approach 
to compute Ground distance is assuming that the distance between all 
elements is constant. This means that the difference between all scene 
attributes is the same. Specifically, we set the value constant equal to 1. 
For example, the distance between indoor and eating is 1 and it is the 
same for eating and man-made.

D.	Summary
Our approach follows a three-stage process: obtain the attributes 

of the scene from a set of pictures, characterize output attributes into 
normalized histograms, and compute the differences between the 
histograms (see Fig. 3 and Fig. 4). In the first stage, a set of photos 
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is processed using the Places-CNN’s tool for scene recognition. The 
result in each picture is a set of attributes and strengths (confidence 
level of the neural network) of the scene. In the second stage the 
complete set outputs are characterized on a histogram, where the bins 
are the label of the features (attributes of the scene), and the sum of 
the corresponding strength as the “frequency”. Since the strengths are 
continuous values and the set of features are not necessarily the same 
we normalize the histograms to keep equal scales. In order to have a 
baseline to compare, we built four histograms: from a reference set of a 
collection of photos of the tourist place, and three from a set of photos 
(of the same reference place) taken on the internet on different periods 
of time around an event (pre-event, during event and post-event). The 
third step is to calculate the differences between the histogram obtained 
on the reference photos of the tourist destination and the histogram 
from the three periods under evaluation. In this stage, the most 
important thing is the adequate generation of the distance matrices, 
which is necessary to calculate the difference between histograms. 
The result of this step is a symbolic measure of the differences. With 
the elements in the histograms, we can also perform set operations to 
know more about each period analyzed.
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Fig. 4. Example of a histogram of the attributes of Fig. 2.

IV.	Experimental Design

A common practice for travelers from all over the world is to search 
the Internet for details of where they are about to visit, especially 
photos. Considering the above, we want to know how the pre-visit 
destination image is affected by pictures of adverse events available 
on the internet as climatic or social phenomena. To verify whether the 
changes can be automatically quantified from photographs, we select a 

set of events with extensive media coverage that took place in Mexico. 
We employed an approach based on periods, labeled as “during” for 
the time the event took place and “before” and “after” for the pre-
and post-event times. The photos were searched and downloaded 
manually, and equal proportions of photos were gathered for all time 
periods. For the collection of images, we implemented a web scraper. 
This algorithm automates the search and downloads the pictures. We 
have used Google Images, but any web platform may be employed. 
The terms used for the search follow the structure shown below:

“City” “streets” “Larger than 800x600” “after:Date_1 before:Date_2” 
“City” “beaches” “Larger than 800x600” “after:Date_1 before:Date_2” 
“City” “news” “Larger than 800x600” “after:Date_1 before:Date_2”

The term “beaches” is used in the sun and beach destinations. The 
deep learning module needs images of at least “224x224” pixels, so the 
size can be introduced to the search to avoid smaller images. We used 
both English and Spanish for the terms. The events are described in 
Section IV.A. To make comparisons, we also need a baseline of the 
places where the events took place. We used a set of DMO’s and 
Flickr’s photographs to build it (see Section IV.B). The results are 
presented in Section V.

A.	Events Under Analysis
To test our method, we select a small sample of adverse events 

that occurred in different destinations in Mexico. To be able to ensure 
sufficient content, we choose events with extensive media coverage. 
We reduced our list only to events that affected tourist destinations 
and these are Mexico City, Guadalajara, Cancun, Acapulco, and San 
Blas. Apart from Mexico City and Guadalajara, the others are well-
known sun and beach destinations for foreign (Cancun, Acapulco) 
and domestic (San Blas) tourists. Mexico City and Guadalajara are 
recognized for their historical relevance and comprehensive range of 
tourism-related services. Mexico City was recognized by UNESCO as 
a World Heritage Site in 1987 and the Museo Cabañas in Guadalajara 
and the surrounding Agave landscape got such recognition in 1997 
and 2006 respectively. In addition to its beautiful turquoise beaches, 
Cancun is known for its World Heritage Maya ruins. In 2019, it 
was visited by 463,428,131 tourists, being the second most-visited 
destination behind Mexico City. Acapulco is a tourist attraction in 
the Mexican state of Guerrero, located on the Pacific coast of Mexico. 
With an annual average temperature of 28º Celsius, Acapulco is one of 
the few destinations in the world with year-round pleasant weather. 
It offers a variety of services to enhance the visiting experience in 
addition to its natural charms. In 2019 it was the third most popular 
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destination in Mexico with 186,377,996 visitors. San Blas is part of a 
new tourism development called Riviera Nayarit, which promises to 
bring tourism development to the coastal region of the municipalities 
of the region, an area rich in diverse natural and cultural resources. In 
2019, above 278,513 tourists visited San Blas. For the occupation data, 
we have relied on statistical information gathered by the governmental 
organism in charge of tourism in Mexico, the Secretary of Tourism or 
SECTUR under the acronym in Spanish [52].

1.	Sargassum Season in Cancun 2021
Sargassum is a species of algae that is abundant in tropical 

zones like the Caribbean coasts [53]. Since 2019, there has been 
a considerable increase in the proliferation of Sargassum, but the 
highest concentration occurs during the hottest months of the year. To 
characterize this event, we selected the photographs posted between 
March and June 2021. The images for the previous (before) period 
were from January and February of the same year. For the following 
period (after), the months of July and August were taken into account. 
Fig. 5 presents some thumbnails of representative images of the event. 
100 images were collected for each time period for this event. This 
number of images was chosen to avoid repetitions among the photos 
and to ensure diversity.

Fig. 5. Representative images of the season of sargassum in Cancun.

2.	Protesters in Mexico City During 2021
Before describing this event, we want to state that we are not against 

the protesters and their struggle for women’s rights. Our interest is 
only from the point of view of tourism to analyze the impact of this 
social phenomenon on the sector. On March 8, International Women’s 
Day, police and activists clashed in Mexico City during a march [54]. 
According to the BBC news portal, officers pushed back the protesters 
with tear gas and riot shields. For the event, we collected photographs 
from 03-08-2021 to 03-10-2021. The before period was from 02-26-2021 
to 02-28-2021. For the after period, the dates range from 04-10-2021 to 
04-12-2021. Fig. 6 shows some representative images of the event. 100 
images were collected for each time period for this event.

3.	The Effects of Hurricane Willa on San Blas, Nayarit (2018)
In October 2018, Hurricane Willa hit 8 of the 20 municipalities in 

Nayarit State. The climate phenomenon caused the flooding of the San 
Pedro and Acaponeta rivers, which affected more than 180,000 people 
[55]. Willa struck the municipality of San Blas on October 24, but their 
effects were felt a few days before. For this event, the dates envisaged 
for the periods are as follows: from 10-14-2018 to 10-19-2018 for before, 
from 10-20-2018 to 10-26-2018 for during, and from 11-10-2008 to 
11-16-2018 for after. Fig. 7 depicts some images representative of the 
event. 50 images were collected for each time period for this event.

4.	Protesters in Guadalajara During 2020
On 4 May 2020, a 30-year-old young man, Giovanni López was 

arrested for assaulting a group of police officers from the municipality 
of Ixtlahuacán, Jalisco. The next day, he died of damage caused by the 
police [56]. These events led to civil mobilizations in Guadalajara on 
days 4, 5, and 6 of June. The dates considered for the periods are: from 
05-28-2020 to 05-30-2020 for before, from 06-04-2020 to 06-06-2020 for 
during, and from 07-01-2020 to 07-03-2020 for after. Fig. 8 presents 
some representative images. 100 images were collected for each time 
period for this event.

Fig. 8. Protests in June 2020 at Guadalajara, Jalisco.

Fig. 6. Protests during InternationalWomen’s Day in Mexico City.

Fig. 7. Impacts of Hurricane Willa in San Blas, Nayarit.
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5.	Violence in Acapulco During 2017
In 2017, the municipality of Acapulco was considered the most 

violent place for women according to the United Nations. According to 
the report, the municipality contributed 3.9% of the national homicides, 
5.5% above the national average [57]. This wave of violence is still 
far from over, considering the health contingency of 2020, we think 
that with fewer people on the streets and the beaches closed, a change 
can be identified by comparing similar time periods. Therefore, we 
compared images from the months of April, May, and June in the years 
2017 and 2020. We chose these months because of increased tourist 
arrivals during the warmer months. The representative pictures are 
in Fig. 9. 50 images were collected for each time period for this event.

April to June, 2017 April to June, 2020

ACAPULCO REGISTRA EL NIVEL
MÁS BAJO EN OCUPACIÓN
HOTELERA

Fig. 9. Images of Acapulco during 2017 and 2020.

B.	Reference Pictures
To be able to identify the differences, we also need a reference base 

for the tourist destinations we want to analyze. To this end, we have 
collected around 500 photographs of the destinations where the events 
took place. As reference material, we have used photographs from local 
DMOs (SECTUR) to promote the destination, and to ensure variety we 
also used material from Flickr. The selection was done manually to 
ensure that the photos were from the place of interest and to avoid 
duplicated or bad-quality material. For our approach, there are no 
limits to the number of photographs to analyze. The reason behind the 
choice of 500 photographs is strictly linked to the variety and quality 
of the material at hand. Fig. 10 shows a set of representative pictures 
of each considered destination.

Cancun Mexico City

GuadalajaraSan Blas

Acapulco

Fig. 10. Sample of the reference images of the destinations under analysis.

V.	 Experimental Results

Three different approaches were used for the ground distance 
required to measure the similarities between histograms. As mentioned 

above, two distance matrices were obtained through NLP approaches 
(WordNet and Embeddings), as a substitute for language experts. The 
final method was to consider the difference between all the concepts 
as 1 unit. Fig. 11, Fig. 12, Fig. 13, Fig. 14 and Fig. 15 show the graphs 
of the calculated difference between the histogram of the reference 
images and the histograms of the set of pictures on each time frame. 
There is a chart for each approach adopted for the distance matrix 
(WordNet, Embeddings, and Distance = 1).

From the figures, we can highlight the existence of a triangular 
pattern in Cancun, Mexico City, San Blas, and Guadalajara. The 
peak vertex belongs to the “during” period in all these charts, and is 
pointing up in San Blas, and downwards in Cancun, Mexico City, and 
Guadalajara. The existence of this triangular pattern confirms our 
hypothesis that during abnormal conditions such as adverse events, 
the differences between the baseline images (those from the DMOs) 
and the ones from uncontrolled sources are incremented. On the other 
hand, despite there being differences between the baseline photos and 
those from normal conditions, they are shorter than the above. In this 
context, we refer to normal conditions as the time intervals previous 
to and posterior to an adverse event for the destination image. The 
intuition behind this idea is that photographs for such “normal 
conditions" present the destination with all its pros and cons while 
during adverse events, photographs reflect more flaws than qualities. 
Given that controlled sources present just the brighter side of the 
destination they promote, photographs of non-anomalous periods 
(posted by uncontrolled sources) will also have a variation regarding 
the image projected by DMOs but smaller than those resulting from 
adverse events.

As for Acapulco’s charts, it should be noted that the series for 2017 
and 2020 shows differences in magnitudes and are separable. It is 
important to note that the patterns are similar to the three ways to 
compute the distance matrix. The magnitudes obtained with WordNet 
and Embeddings are almost the same, and with distance = 1, the 
differences between the stages are more evident and, therefore the one 
that we will discuss in this section.

Even if the triangular model in the series is not pointing in the 
same direction in all destinations, the anomaly is easily identifiable. 
Table II and Table III present the score given by EMD to each period, 
the average score of a series, and the rate of change in the critical 
point given the mean. The rate of change (last column of both 
tables) presents a statistic of how much varies the score from periods 
considered "normal" and anomalous periods. This measure can help 
us understand the level of impact of factors depicted by photos during 
adverse events. Table II shows that the most drastic change occurred 
in San Blas (from the destinations in this group), with a change rate 
of 10.731%. Considering the damages inflicted by Hurricane Willa on 
this town, it is understandable those variations. Regarding Mexico 
City and Guadalajara, the damage provoked by the protesters is well 
reflected in the media and has resulted in significant changes in 
their scores, with a change rate of 8.876% and 8.299% each. Cancun 
got the smallest change rate in this comparison (4.115%). Given that 
Sargassum is just a small flaw in the landscape, this rate of change 
makes sense. Data from Acapulco (Table III) shows an important 
separation in the periods evaluated. This situation could be due to 
pictures in 2017 presenting noise and festive scenes, with different 
examples of crime and law enforcement. On the other hand, in 
2020, with quarantine and closed beaches, images of solitude in the 
landscape are free of trash and jolly chaos.

It is also interesting to know what attributes were found by the 
Neural Networks in the scenes corresponding to the critical points. 
By using this information and the changes in the series, our approach 
can provide an overview of the current situation. Table IV shows 
some scene attributes that stand out in critical points, and Table V 
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Fig. 12. Charts for Mexico City. Differences between histograms at each time frame. In the upper right corner, a label is given for each method.
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Fig. 11. Charts for Cancun. Differences between histograms at each time frame. In the upper right corner, a label is given for each method.
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Fig. 14. Charts for Guadalajara. Differences between histograms at each time frame. In the upper right corner, a label is given for each method.
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presents those attributes that were not present in the scenes of the 
during period but are part of the scenes of the reference photographs 
for all the destinations. The attributes were obtained through set 
operations between the items in the reference set and the items in 
the period under evaluation. It can be seen that the most common 
faults found by neural networks are dirt and dirty. These attributes 
are understandable for mass manifestations, sargassum, crime, and 
climatological phenomena, however, defects in scenes for Hurricane 
Willa have been detected by neural networks as bathing scenes. As for 
the negative image (obtained with the missing attributes in Table V), 
it can be observed that such elements can tell us about things that are 
absent in the photographs of a destination. For example, for Cancun, 
all the photos were aimed at showing the algae problem and did not 
reflect the fun things about the beaches as surfing or soothing. The 
same applies to San Blas with pictures showing the damage caused by 
the hurricane. For better understanding, Table VI shows the complete 
list of attributes identified in the scenes of the reference images in all 

the destinations considered. The Acapulco case is interesting, as the 
chaotic images of people enjoying the beach and those photos that 
portray law enforcement present different realities side by side, but 
also show all of Acapulco’s strengths at the same time. This series 
presented a violent season for our country and got a better score by 
EMD instead of the one that presents the loneliness of the quarantine 
(series 2020) because the last one presented only a few aspects of the 
place. We believe that this is one of the reasons behind the best score 
in the 2017 series. The other and most important reason is that, like in 
many scene recognition tools, the deep learning module was trained 
to recognize a wide range of elements, but none is unpleasing to the 
eye. That’s why problems like crime go unnoticed by neural networks, 
and flood scenes get confused with people bathing. However, despite 
these flaws, our method can assess the disparity between photographs 
to promote a destination and those of uncontrolled sources, giving 
details of attributes that are not reflected in a critical point or the 
defects that are present in the period under assessment.
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Fig. 15. Charts for Acapulco. Differences between histograms at each time frame. In the upper right corner, a label is given for each method.

TABLE II. Scores for the Differences Between Histograms (Reference and Period) With Ground-distance = 1 for All the Attributes of the Scene

Destination/Period Before During After Average Rates of change in the During period

Cancun 14.348 13.513 14.418 14.093 4.115%

Mexico City 12.542 10.905 12.455 11.967 8.876%

San Blas 9.102 10.583 8.987 9.557 10.731%

Guadalajara 18.538 16.26 18.397 17.731 8.299%

TABLE III. Scores for the Difference Between the Histograms of Acapulco (Reference and Period). The Ground-distance = 1

Month/Year 2017 2020 Difference Rates of change in the months considered

April 9.359 13.569 4.210 36.723%

May 12.688 14.764 2.076 15.124%

June 13.240 13.574 0.334 2.491%
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TABLE IV. Scene Attributes That Stand Out in the During Period in 
All Destinations

Destination Attributes
Cancun Dirty, dirt.
Mexico City Dirty, dirt, cluttered space, waiting in line, stressful.
San Blas Bathing, cold, pavement.
Guadalajara Dirty, dirt, spectating.
Acapulco (2017) Dirty, dirt, stressful, shingles.
Acapulco (2020) Dirty, dirt, rusty.

TABLE V. Attributes That Were Not Present in the Scenes of the 
During Period for the Different Destinations

Destination Attributes

Cancun
Surf, competing, shopping, soothing, vegetation.
Total: 29 attributes missing.

Mexico City
Symmetrical, soothing, playing, matte.
Total: 18 attributes missing.

San Blas
Brick, surf, aged, soothing, ocean.
Total: 17 attributes missing.

Guadalajara
Brick, soothing, glossy, concrete, symmetrical.
Total: 33 attributes missing.

Acapulco (2017)
Surf, symmetrical, soothing, camping, glossy, sports,
hiking, horizontal components.
Total: 41 attributes missing in the entire series.

Acapulco (2020)
Symmetrical, glossy, rock, playing, grass, shopping,
climbing, camping.
Total: 64 attributes missing in the entire series.

VI.	Discussion

According to scores in each time frame for the three employed 
distances on the destinations, there was a significant difference for San 
Blas, where the unfortunate event of the Willa Hurricane significantly 
increased images from uncontrolled sources. In this regard, the DIT of 

San Blas continues forming through positive and negative images [10], 
[11]. Also the DIT is related to a set of ideas, impressions, and beliefs 
about a particular place (San Blas in this case) based on medium to 
long-term experiences [9], where images from uncontrolled sources 
play a major role. Thus, the increment of pictures from adverse events 
impacts the "induced" level (one of the three levels of destination 
image formation analysis) [12]. Since such images are intentionally 
published by different uncontrolled media, they influence the 
processing of the destination image, even if it is based on negative 
aspects of the destination promotion. Consequently, once the adverse 
event has occurred, DMOs should resume promotion with positive 
images intended for potential visitors, particularly cognitive resources 
that impact more [16]. The aforementioned is also related to perceived 
changes during adverse economic events where the construction of 
such destination image changes the decisions of potential visitors 
[23]–[25].

Concerning the measures given by our approach, differences 
among histograms show that the rate of change in each critical 
point, considering the mean between normal and abnormal periods, 
contributes to understanding the level of influence of the factors 
behind the analyzed pictures of adverse events. Of the destinations 
analyzed, San Blas represented the higher rate of change of the places 
in this study for its images (Huracan Willa), followed by Mexico City 
(protestors, vandalism), Guadalajara (protestors, vandalism), and 
Cancun (sargassum). It can be said that adverse periods affecting the 
DIT by exogenous factors hurt this image [40], which presented a 
method that measures the dissimilarity between images of different 
destinations influenced by endogenous and exogenous factors 
and helps them identify the elements that influence positively or 
negatively the destination image. In this case, San Blas was severely 
damaged by the hurricane, and our approach was able to detect the 
change based on the comparative analysis of the photographs before, 
during, and after the event. The scene recognition approach that takes 
into account objects, environment, and context, is therefore preferred 
over simple object detection frameworks [43].

TABLE VI. Attributes of the Scene From the Set of Reference Photos

Destination Attributes

Cancun Surf, dry, horizontal components, cold,biking, cluttered space, glass, enclosed area, cloth, praying, plastic, socializing, sand, rugged scene, 
eating, railing, competing, shopping, glossy, semi-enclosed area, soothing, natural light, open area, pavement, spectating, vertical components, 
man-made, wood, indoor lighting, touring, moist, metal, warm, driving, transporting, shrubbery, congregating, vegetation, sports, grass, 
natural, asphalt, boating, ocean, diving, swimming, far-away horizon, stillwater, sunny, foliage, leaves, clouds, trees, reading, no horizon, aged, 
climbing.

Mexico City Warm, fencing, rusty, man-made, cold, semi-enclosed area, sports, glossy, congregating, rugged scene, matte, symmetrical, carpet, dirty, paper, 
dirt, horizontal components, metal, working, railing, plastic, transporting, soothing, rock, shingles, ocean, playing, stressful, flowers, wire, 
shopping, driving, swimming, boating, glass, brick, natural light, asphalt, biking, pavement, wood,aged, far-away horizon, cluttered space, 
socializing, dry, still water, diving, cloth, eating, competing, natural, climbing, shrubbery, touring, praying, using tools, enclosed area, clouds, 
open area, spectating, moist, no horizon, indoor lighting, leaves, trees, camping, vertical components, vegetation, sunny, foliage.

San Blas Glass, brick, using tools, indoor lighting, working, dirt, rock, driving, vertical components, transporting, praying, asphalt, wood,natural light, 
dry, warm, metal, dirty, climbing, surf, cluttered space, open area, shrubbery, grass, shingles, man-made, soothing, shopping, enclosed area, 
touring, aged, sunny, camping, moist, far-away horizon, congregating, boating, swimming, clouds, no horizon, natural, diving, leaves, cloth, 
rugged scene, foliage, still water, semi-enclosed area, vegetation, ocean, trees, biking.

Guadalajara Diving, rusty, metal, paper, brick, soothing, man-made, competing, still water, eating, glossy, congregating, plastic, wood, semi-enclosed 
area, glass, using tools, scary, railing, concrete, boating, stressful, natural light, socializing, working, waiting in line, moist, dirty, dirt, aged, 
symmetrical, shopping, camping, cloth, asphalt, horizontal components, carpet, shingles, transporting, driving, dry, warm, pavement, indoor 
lighting, natural, swimming, open area, climbing, fencing, shrubbery, biking, sand, praying, trees, cluttered space, leaves, rock, touring, grass, 
enclosed area, vegetation, hiking, far-away horizon, foliage, reading, rugged scene, vertical components, clouds, no horizon, sunny, sports, 
running water.

Acapulco Reading, congregating, semi-enclosed area, pavement, cluttered space, socializing, competing, dirty, glass, symmetrical, aged, sand, metal, 
glossy, natural light, open area, cold, driving, plastic, eating, biking, sports, shopping, horizontal components, playing, asphalt, working, paper, 
railing, hiking, cloth, enclosed area, praying, warm, wood, using tools, grass, bathing, touring, climbing, transporting, vertical components, 
spectating, surf, indoor lighting, dry, soothing, foliage, rugged scene, camping, leaves, still water, man-made, rock, vegetation, natural, diving, 
boating, moist, trees, ocean, shrubbery, dirt, swimming, far-away horizon, sunny, no horizon, clouds.
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In the Acapulco analysis, the highest rates of change were observed 
in April, followed by May and June for 2017 and 2020. Considering that 
in March of 2017, the Tourism tianguis1 took place in such destination, 
promotion images presented the beautiful sides of the city such as 
natural landscapes, urban landscapes, and related tourist products; 
Compared to the events that took place in the following months of the 
same year (insecurity, crime, social agglomerations) and the events of 
2020 at the beginning of the SARS CoV-2 pandemic (closed beaches, 
minimal hotel occupancy, emergency health measures), produced a 
different picture of the destination. Once more, the scene recognition 
approach made it possible to provide descriptions of the image and its 
content that have been useful in distinguishing the observed features 
presented on images from controlled and uncontrolled sources.

As regards the attributes of critical points in all cities, two 
coincidences have been noted: “dirty” and “dirt”; Representative 
characteristics of the identified adverse events (protestors, vandalism, 
delinquency, sargassum, and climatic factors). Regarding San Blas and 
the impact of the hurricane, the prominent attributes were “bathing”, 
“cold”, and “pavement”. Such attributes were misinterpreted by 
artificial intelligence but they pointed out inundations in the scene, 
which are negative factors for the destination promotion but that are 
considered by potential tourists. In this sense, our methodology could 
improve attribute recognition (or minimize the mistakes) by nesting 
other specialized computer vision strategies, e.g. [58] [59].

The choice of a destination is strongly influenced by different 
secondary factors [13], therefore, being able to measure an important 
part of them, communicated through powerful and simple cognitive 
resources like the photographs, could help DMOs and other entities to 
plan countermeasures to mitigate the effects of adverse events for the 
tourism industry.

VII.	Conclusions

In this work, we presented an approach based on deep learning 
techniques to automatically measure changes between the photographs 
used to promote a destination by the DMOs (controlled sources) and 
those published on the Internet (uncontrolled sources) during adverse 
events that negatively could influence the projected destination 
image. This approach was designed to automate the tracking of these 
changes, reducing the burden on experts or to be employed in the 
absence of them.

Our method uses different computing techniques and employs the 
Deep Learning paradigm as a cornerstone. Thanks to the synergy 
of these techniques, our method can detect critical points and also 
provide information about the scene attributes that stand out in such 
events. With this information, travelers and/or DMOs can design 
strategies to attenuate the factors that may discourage potential 
tourists from visiting a destination. To our knowledge, this is the first 
work to explore this issue through the use of IT techniques.

As our proposal is a pioneer in dealing with the problem of 
measuring differences between images from controlled sources versus 
images from uncontrolled sources, specifically during events that 
could alter the projected destination image, it is possible that our 
methodology could be easily adapted to other potential applications, 
for example:

•	 Destination development (Dd): Given a set of parameters, the 
present methodology can be adapted to measure the evolution of a 
destination’s infrastructure using a collection of images. This can 
also be used for the sustainable development of the destination.

1  Is an international event for tourism promotion of Mexican destinations held 
by the federal government.

•	 Recommendation systems (RS): Given the change history tracking 
in a period over some destination, it is possible to use this 
information to feedback into an RS to support tourists to avoid 
unpleasant experiences and to recommend the best periods to 
travel, minimizing witnessing undesirable situations.

•	 Online Travel Reviews (OTRs): The analysis of the OTRs has been 
studied a lot, mainly using Sentiment Analysis. However, the 
OTRs analysis does not differentiate between normal experience 
periods and those with adverse events. Thus our approach can be 
used to segment OTRs depending on the detected changes and 
have a deeper OTRs analysis.

•	 Quick response (QS): Taking into account historical records, 
DMOs, and governments can discover patterns and design 
strategies to mitigate drawbacks in advance.

•	 Ranking Systems (RaS): Destinations can be ranked according to 
their variations in the monitoring of changes. Destinations with 
fewer variations (according to a baseline) are ranked above those 
with several variations.

•	 Measurement of differences in content (MDC): Our methodology 
can be used to quantify differences between UGC and DMOs’ 
content using photos. With this measure, DMOs can evaluate 
the performance of their marketing campaigns regarding the 
experiences shared by tourists.

Finally, the proposed method provided evidence that images can 
be used to measure differences in the destination image projected 
by controlled and uncontrolled sources, it can be used for different 
destinations and it helps to detect critical points on the tracking. Using 
this method as a cornerstone, our investigation will be able to go to 
further steps to analyze the impact that those divergences have on 
tourists’ destination image through in situ analyses.
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Abstract

Rainfall prediction is considered to be an esteemed research area that impacts the day-to-day life of Indians. 
The predominant income source of most of the Indian population is agriculture. It helps the farmers to make 
the appropriate decisions pertaining to cultivation and irrigation. The primary objective of this investigation is 
to develop a technique for rainfall prediction utilising the MapReduce framework and the convolutional long 
short-term memory (ConvLSTM) method to circumvent the limitations of higher computational requirements 
and the inability to process a large number of data points. In this work, an adaptive salp-stochastic-gradient-
descent-based ConvLSTM (adaptive S-SGD-based ConvLSTM) system has been developed to predict rainfall 
accurately to process the long time series data and to eliminate the vanishing problems. To optimize the 
hyperparameter of the convLSTM model, the S-SGD methodology proposed combine the SGD and the 
salp swarm algorithm (SSA). The adaptive S-SGD based ConvLSTM has been developed by integrating the 
adaptive concept in S-SGD. It tunes the weights of ConvLSTM optimally to achieve better prediction accuracy. 
Assessment measures, such as the percentage root mean square difference (PRD) and mean square error 
(MSE), were employed to compare the suggested method with previous approaches. The developed system 
demonstrates high prediction accuracy, achieving minimal values for MSE (0.0042) and PRD (0.8450).
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I.	 Introduction

AGRICULTURE is the broadest economic sector that has 
contributed to the socio-economic development of India. The 

economy and climate are the primary factors having the major impact 
on agriculture [1]. Crop production is enhanced using advanced 
agricultural techniques, which assist the monitoring system and provide 
information regarding the environment. Crop yield information is 
essential for industrial operation as the product of agriculture is used 
in industries. Decisions regarding the supply chain are planned by 
estimating the crop production accurately. Enhancing the crop yield 
is as important as monitoring the environmental factors. Agriculture 
depends on rainfall, cultivation, irrigation, fertilizers, pesticide weeds, 
soil, climate, temperature, harvesting, and other factors [2]. The growth 
of crops becomes a critical challenge in the absence of adequate rainfall. 

It is important to know how much water is needed to get the right 
amount of water for the irrigation process [3]. 

The Indian Meteorological Department (IMD) divides the 
climatological seasons into four categories: summer or pre-monsoon, 
winter, monsoon, or rainy season, and fall or post-monsoon. 
Considering December to February, the winter season is in full swing. 
From March to May, the summer of pre-monsoon season begins. We 
experience the rainy season, sometimes known as the monsoons from 
June through September. The southwest summer monsoon, which is 
humid generally starts during late May or early June, and it moves 
slowly. The monsoon rains begin to fade at the starting period, 
especially in the early October. South India gets more rainfall than 
the rest of the nation. The post-monsoon season begins in October–
November. The Northeast Monsoon is when Tamil Nadu receives most 
of its yearly rainfall. The agricultural sector predominantly depends on 
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the monsoon. The forecasting of the amount of rain in a specific area 
is a tedious process. It requires careful observation of the atmospheric 
conditions and the development of models that stimulate cumulus 
cloud interaction and atmospheric conditions, leading to a high degree 
of complexity [4]. 

In addition, rainfall prediction is even more difficult. Estimating the 
rainfall comprises investigating the groundwater quality, soil features, 
land features, and other aspects. Misleading conclusions occur if any 
of the factors are neglected without any consideration. For example, 
when estimating the required amount of water for agriculture, if the 
amount of rainfall in the particular area does not account for and the 
water is more than predicted for the specific area, then water-logging 
occurs, resulting in salinity, which, in turn, reduces the crop yield.

On the other hand, if the water is less than indicated, it leads to 
under-irrigation, which results in reduced yield efficiency. As a 
result, predicting the appropriate quantity of rainfall is of paramount 
importance for the irrigation of crops [5]. Physical and data-driven 
models [6],[7] are the two types of models that are used for predicting 
rainfall. Physical models use physical principles to simulate the 
physical processes that contribute to the rainfall process, whereas 
data-driven models forecast the future based on historical data [8].  

Agriculture primarily depends on the soil condition and climatic 
features. There is a significant need for a system or model that can 
reliably forecast precipitation. That’s why we’re working on it in 
the first place: to create a rain forecasting system that uses deep 
learning and the MapReduce framework. This approach contributes 
by passing the data into an adaptive salp-stochastic-gradient-descent-
based convolutional long short-term memory (adaptive-S-SGD-based 
ConvLSTM) network. The optimal weights have been carefully chosen 
by the adaptive S-SGD algorithm. 

Following are the challenges found in the approaches corresponding 
to the prediction of rainfall confront:

•	 Analysis of precipitation using non-linear historical time series 
data is time-consuming [9].

•	 The dynamic nature of the weather is one of the challenges that 
need to be considered during weather forecasting as the weather 
data varies with time and space. The computation of the regression 
coefficients based on the past models during the training period 
and the observed forecast that neglects the dynamic nature of the 
weather is required [9], [10].

•	 The deviation in the spatial and the temporal rainfall conditions, 
the inaccurate initial conditions, and the complexity related to the 
physical process also pose a challenge for the prediction [11].

•	 Even though there are many tools for weather forecasting, 
predicting the weather data with a large structure and volume is a 
massive task. Thus, the prediction of weather using weather data 
is not an easy task [12].

The following are the most important contributions:

•	 The goal of this work is twofold: (1) to develop an adaptive 
S-SGD-based ConvLSTM system for predicting rainfall, and (2) to 
disseminate this knowledge to farmers so that they may maximise 
their crop yields.

•	 To demonstrate the superior performance of the proposed model, 
we have compared the results of the adaptive S-SGD-based 
ConvLSTM model to those of the S-SGD-based ConvLSTM model, 
ConvLSTM, and CLR.

In this study, we have used an adaptive S-SGD-based ConvLSTM 
system for rainfall prediction. The adaptive prediction model, built 
within the mappers of the MapReduce framework, is given to be the 
input data. The deep LSTM can be trained optimally by considering 
the optimal weights obtained using the adaptive S-SGD algorithm. 

The algorithm is evolved by hybridizing the adaptive concept in the 
S-SGD algorithm. The hybridized algorithm is applied to ConvLSTM 
to adopt the best training in the LSTM system.

A serious concern around the world is rainfall prediction. It has 
attracted the attention of industries, the government, the research, and 
development sector, and also entities related to risk monitoring and 
management. Precipitation forecasting using an adaptive neuro fuzzy 
inference system-genetic algorithm (ANFIS-GA) was developed by 
Wahyuni et al. [13]. Although the ANFIS-GA model predicted the 
rainfall accurately, this technique failed to determine the crop budding 
period. Hussain et al. [14] designed a dynamic, self-organized multilayer 
neural network model to forecast naturally occurring signals. They 
used this method for clustering by changing the output layer with the 
backpropagation algorithm. However, this method required global 
optimization algorithms to achieve accurate predictions. Bhomia et al. 
[15] modeled a dynamical-model-selection-based multimodal ensemble 
model to predict the amount of rain during the rainy season. This 
method removed the non-normality of the predictors using transfer 
functions. However, the prediction rates need to be improved. Haidar 
and Verma [16] developed a deep convolutional neural network to 
predict rainfall. Although this method performed better with high 
annual averages, the diversities in the models need to be combined with 
the ensemble techniques. Zhou et al. [17] tried the deep learning method 
for predicting the rainfall for diverse types of convective climate. 
Poornima and Pusphalatha [18] proposed a recurrent neural network 
(RNN) based on intensified LSTM towards rainfall prediction. This 
work’s limitation is that the accuracy improvement is small compared 
to the existing LSTM and RNN methods. Anh et al. [19] proposed a 
method based on a deep learning model incorporated with LSTM and 
the feedforward neural network (FFNN) for precipitation downscaling 
for regions in Vietnam. Diop et al. [20] investigated using an innovative 
hybrid method, namely multilayer perceptron-Wale optimization 
algorithm, to predict the annual rainfall and used three lags. Khan and 
Maity [21] proposed a hybrid deep learning approach based on a 
multilayer perceptron (MLP) and the grouping of a one-dimensional 
convolutional neural network for multi-step-ahead daily rainfall 
prediction. Their approach combines an MLP and the support vector 
regression method. Zhang et al. [22] suggested a short-term rainfall 
forecasting model based on MLP. Putra et al. [23] presented a deep 
autoencoder-based semi-convolutional neural network for yearly 
rainfall prediction. Hewage et al. [24] suggested a lightweight model 
named a data-driven weather-predicting model by exploring the 
temporal modeling approaches of LSTM and temporal convolutional 
networks. They compared their performance with machine learning 
and ensemble methods. Neural networks have been combined with 
many other models to achieve accurate prediction power. The variation 
in the predicting power was to use the unique features of each model to 
identify the different patterns in the data. A severe restriction of using 
neural networks is the non-interpretation of the data analysis model. 
The conventional fuzzy systems may not have any learning procedure 
to shape the analysis model. The general circulation model (GCM) does 
not provide an accurate portrayal of the local climate. In addition to 
this, issues also exist in the various rainfall prediction techniques in 
agriculture. Many machine learning models use the gradient descent 
algorithm to tune and select the parameters. SGD is used in the fast 
computation of the requirements. The SGD algorithm might not achieve 
accuracy, but it fluctuates around the region close to the global 
minimum. When combined with the techniques such as swarm 
optimization, it provides optimized results. Artificial-neural-network 
(ANN)-based methods have been extensively used for predicting rainfall 
in various regions of the world. It is observed that RNNs such as LSTM 
enhance the explicit management of order between the observations 
whenever the knowledge of a mapping function is obtained from the 
inputs to the outputs. This LSTM provides native support for the 
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sequences. To do defensible time forecasting, methods such as LSTMs 
[25] and hybrid LSTMs can be used. Ridwan et al. [26] suggested a 
rainfall forecasting model using machine learning. The prediction 
obtained using their model did not monitor the water level in the 
reservoirs. Methods such as Bayesian linear regression, boosted decision 
tree regression, and neural network regression were used in the process. 
Here, the daily error rate and the monthly error rate were calculated. 
The primary focus of the authors was to introduce the RAIN-F+ dataset, 
and only the early fusion methods were used. The results thus obtained 
were validated only for the radar observations. Jaseena et al. [27] 
executed a deep survey on the techniques based on deep learning to 
process massive datasets for rainfall prediction. Their study covered the 
idea that only small datasets were used in most of the works and that 
massive datasets needed to be utilized. The evaluation of stability was 
not addressed in this work. Ahmed et al. [28] aggregated the antecedent 
lag memory of the climate node indices and the rainfall. A hybrid LSTM 
method was used in the process and was influenced by the low-
frequency variability of the climate indices. This type of forecast was 
applied for flood forecasting and irrigation scheduling. Sun et al. [29] 
proposed a convolutional 3D gated recurrent unit model to predict 
rainfall intensity over a short period of time based on machine learning. 
The limitation of this work is that it has shortcomings in the prediction 
of rainfall within an hour. Tran et al. [30] suggested an improved rainfall 
prediction model using the combined preprocessing methods and 
FFNN. It provided better results compared to the conventional models 
but exhibited poor results compared to the hybrid models. Lin et al. [31] 
proposed a hybrid deep learning algorithm and its application to 
streamflow prediction. Their model comprised the first-order difference, 
FFNN, and LSTM. The limitation of this work is the short lead time. 
Velasco et al. [32] suggested week-ahead rainfall forecasting using the 
MLP neural networks. In this work, the hidden neurons are limited, and 
thus, the performance is observed to be minimal compared to the 
existing methods. Dewitte et al. [33] proposed methodologies related to 
weather forecasts based on artificial intelligence techniques. The model 
gave better results when machine learning and deep learning features 
were incorporated. Hussein et al. [34] demonstrated the importance of 
using well-grounded statistical techniques and compared their analysis 
results with various predictive models based on machine learning. The 
limitation of this work is that the authors have used only a single 
parameter prediction that is based on the spatiotemporal features, and 
the applicability of their model is limited in most of the cases. Yan et al. 
[35] proposed a rainfall forecast model based on the TabNet model. The 
reliability of the model was good, and if the addition of more data and 
parameter tuning had been done, the robustness could have been 
increased. Convolutional LSTM plays a significant role in the time 
series data analysis. Deep neural networks can accurately predict 
rainfall. The salp swarm algorithm (SSA) can be used as one of the 
better prediction algorithms. The hybrid algorithms provide better 
forecasts than the individual algorithms. Thus, we have incorporated 
the SSA and the SGD algorithms [34] based on a convolutional neural 
network to predict rainfall that will support the farming community 
and agriculture. In 2018, Yang and Yang [36] proposed, a modified CNN 
algorithm with dropout and SGD optimizer to enhance feature 
recognition, reduce CNN time-cost. Achieved high recognition rates on 
MNIST, HCL2000, and EnglishHand datasets, outperforming other 
methods. Table I shows the literature analysis of the current trends.

From the analysis of the existing works, we can conclude that the 
traditional approaches take a long time to process, limited data is used 
and needs more computational requirements. Neural Network has 
been used in combination with many other models to give a better 
prediction. The goal of combining these forecasting models was to 
take advantage of each one’s strengths to predict future events more 
accurately. One major drawback of Neural Networks is that the 

underlying data analysis model might not understand the results. 
The analysis model used by traditional fuzzy systems cannot be 
learned. General circulation models (GCM) fail to accurately portray 
the regional climate. Also covered are the difficulties encountered by 
various agricultural rainfall prediction methods. Gradient Descent is 
widely used in ML models for parameter selection and tuning. When 
a rapid computation is essential, SGD is used. While the SGD may 
not be able to pinpoint an exact value, it does tend to float around 
the neighbourhood of the global minimum. When combined with the 
techniques like Swarm optimization, it provides optimized results.

The ANN based techniques has been used for a long period of 
time to predict the rainfall in various regions of the world.  It is 
observed that, the Recurrent Neural networks like the LSTM adds 
explicit handling of order between the observations, whenever the 
learning of a mapping function happens from inputs to outputs. This 
LSTM gives the native support for the sequences. To do defensible 
time forecasting, methods like LSTMs and Hybrid LSTMs can be 
used. Convolutional LSTM plays a major role in the times series data 
analysis. Deep Neural Networks are likely to be used in the prediction 
of rainfall and is proved to give a better prediction. The Salp Swarm 
Optimization Algorithm can be used as one of the better prediction 
algorithms. The hybrid algorithms have given better predictions than 
the individual algorithms. So, we have incorporated the SSA along with 
the Stochastic Gradient Descent algorithm based on a convolutional 
neural network for the prediction of rainfall that will be a support to 
the farming community and agriculture. Deep Learning, when applied 
to Machine Learning, offers insightful replacements for analysing 
massive data sets and is useful for autonomous feature selection. To 
analyse data in real time and generate reliable findings and analysis, 
Deep Learning has developed fast and efficient algorithms and data-
driven models. The ability to foretell precipitation using a variety 
of methods developed over time. Precipitation forecasting is where 
Deep Learning algorithms really shine.

What follows is the rest of the paper’s outline: The ConvLSTM 
technique based on S-SGD has been addressed in Section II. Discussion 
and analysis of the results are presented in Part III. In part IV, we draw 
a final conclusion.

II.	 Methods

For planning agriculture, rainfall prediction plays a major role. The 
existing rainfall prediction methods faced issues while dealing with 
big data. Hence, in this research, the MapReduce framework is used 
to overcome the issues related to big data, such as parallel computing 
and computational complexity. The MapReduce framework used the 
adaptive S-SGD-based ConvLSTM networks for the prediction of the 
rainfall. The data regarding the weather is given as the input to the 
framework, which contains both the map and reducer functions. Here, 
weather data is considered as time-series data and its large amount of 
data is given as input for dealing with the rainfall prediction process. 
The MapReduce framework can be used to solve the complexities 
associated with big data in an efficient manner. It also has the 
capability to perform parallel computing processes.

A.	Adaptive S-SGD Method Towards Training the ConvLSTM 
Network

1.	ConvLSTM Model
Because of its ability to highlight what is most obviously 

present in the field of view, CNN is commonly employed in feature 
engineering. LSTM has the characteristic of increasing in size with 
the passage of time, making it a useful tool for time series analysis. 
With the capabilities of CNN and LSTM in mind, we create a model 
for predicting rainstorms using CNN with an LSTM. The main 
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TABLE I. Literature Survey of the Methodologies, Approach, and Limitation

Research Objectives Methods used Approach Dataset Result Limitation Advantage
(Janarthananet al. 

2021) [37]
The primary 

objective of this 
research is to 

support people 
by informing 

them about the 
unlikeable natural 

catastrophes.

Fuzzy logic is used 
to build effective 

applications or fuzzy 
base systems to 

continuously control 
and monitor the 
automatic stream 
engine. Mainly, 
qualitative, and 

imprecise expressions 
have been used in this 

research to predict 
rainfall using a fuzzy 

base system. 

Classical 
controller 

approaches that 
are also known as 
a “point to point 
control system” 
have been used 

in the research to 
control and range 

the system.

The US Department 
of Agriculture 

(USDA) scan data 
and rainfall data 

is used in this 
research.

As per the dataset, 
the rainfall volume, 
like temperature, 
wind speed, and 
humidity, is high 
resulting in heavy 
rainfall has taken 

place.

Often, predictions 
(temperature 

estimation) may 
not be accurate 
because it uses 
fuzzy datasets.

By predicting the 
forecast using 
low-cost FLC, 
it is possible to 

support humans 
and reduce the 

danger. Therefore, 
people will be able 
to receive relevant 
information about 

natural incidents in 
advance.

(Haq et al. 2021) 
[38]

The main objective 
of this research is 
to predict rainfall 

to expect danger in 
advance.

Machine learning 
methods such as 

Support Vector Machine 
(SVM), Artificial Neural 

Network (ANN), and 
mean absolute error are 

used in this research 
study. 

LSTM and deep 
learning approach 

has been used 
to predict daily 

temperature and 
rainfall.

Indian Ocean 
Dipole and EI 

Nino Index data 
3.4 is used in this 

research to enables 
researchers to 

predict the certain 
dangers and 

rainfall patterns 
simultaneously. 

The prediction 
using IOD and Nino 
parameters enables 
people to identify 
the rainfall pattern 
on the 6th week.

Mean arctangent 
absolute percentage 

error (MAAPE) 
can calculate only 
a limited range of 
values to predict 
the actual error.

The El-Nino and 
IOD characteristics 
were strong enough 
to predict rainfall in 
the Sidoarjoarea of 
East Java, according 

to the MAAPE 
prediction findings, 

with a value of 
0.9644. 

(Pham et al., 2020) 
[39]

The main objective 
of this research is to 
build and compare 
several AI models, 

such as FIS and 
adaptive network.

Critical success index 
(CSI), Probability 

of detection (POD), 
Mean absolute error 

(MAE), and correlation 
coefficient

Monte Carlo, 
MLP, decision 

tree, and 
K- Nearest 

Neighbour (KNN) 
that enables 

researchers to 
analyse which 

model is effective 
for rainfall 
predictions.

Training and 
testing dataset with 
3653 sample data.

From January to 
April, SVM and 

ANN models have 
predicted a small 
volume of rainfall 

Accurate prediction 
of rainfall

There is a chance 
of predicting the 

accuracy of rainfall 
with an appropriate 

AI model. 

(Zhao et al. 2021) 
[40]

The main objective 
of this research is to 
build an AI-based 
prediction model 
for calculating the 

flow of debris.

Model evaluation 
method, Tsfresh 

rolling technique, data 
processing methods, 

and ensemble methods 
(gradient descent and 

extra tree).

Machine learning 
approach

Cost validation 
dataset

The researcher 
has been able 

to make a good 
balance between 
missing alarms 

and false alarms. 
Furthermore, this 

AI-based prediction 
model is able to 

reduce the timing 
of false alarms.

The limited sample 
size is used to 
target 70% of 

random data for 
training purposes. 
Otherwise, it can 
take more time to 
train more data.

Early warning 
on the flow of 

debris and receive 
accurate rainfall 
and threshold 

prediction model.

(Shrestha et al. 
2020) [41]

The primary 
objective is to 

analyze the use 
of intelligent 
computing in 

robotics.

Kernel method, 
Network embedding 

method, and SVM

Parallel random 
forest and MAV 
with a low-cost 

approach

Standard image 
dataset and GRU 
network dataset

The robot can 
monitor the 

person’s activity 
and their shopping 

actions.

Calculation in 
server related 

index, fingerprint 
scan through the 

offline and limited 
control device.

Data collection 
through offline 

mode is possible.

(Chhetri et al. 
2020) [42]

The primary 
objective is the 

pattern recognition 
technique for 

rainfall prediction. 

Numeric weather 
prediction and deep 
learning methods

Pattern 
recognition and 
gated recurrent 
unit approach 

Weather dataset of 
the period of 1979 

to 2009

MLP provides 
better results about 
rainfall prediction 
as compared to the 
short-term model 

Limited 
computational 

resources

Improvement of the 
future prediction 

model can be 
possible with the 
MLP technique.

(Diez-Sierra and 
del Jesus, 2020) 

[43]

The primary 
objective is to 

predict the long-
term pattern of 

rainfall by utilizing 
an atmospheric 

synoptic pattern. 

Machine learning and 
statistical methods 

SVM, KNN, 
k-means, and 
random forest

Rainfall dataset for 
managing agency 

and water planning 
of Tenerife Island

The f-score metric 
is beneficial for 
identifying the 

accuracy of each 
model while 

working with an 
unbalanced dataset. 

Limited sample size The specific 
application of 

the PCA method 
enables people to 

receive original and 
accurate predicted 

data. 

(Zhang et al., 
2020) [44]

The main objective 
is to propose a 

Tiny RainNet by 
joining CNN along 
with “bi-directional 

long short-term 
memory.” 

Optical flow method, 
machine learning 

method (SVM), and 
radar quantitative 
rainfall prediction 

(QPF)

Machine learning 
and big data 
algorithm

CIKM AnalytiCup 
2017

Tiny RainNet 
requires only 3 ms 
time to check the 

whole dataset

Limited data in a 
single mapRader

This tiny RainNet 
model provides 
accurate results 
about rainfall 

prediction within a 
minimum time.
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Research Objectives Methods used Approach Dataset Result Limitation Advantage
(Li et al. 2021) 

[45]
The primary 

objective of this 
research is to 

develop a data-
driven model of 

food predicting the 
streamflow with 

precipitation. 

Gridded surface 
subsurface hydrologic 

and LSTM

Feature selection 
approach

US National 
Elevation, 

validation, and 
calibration datasets

The result section 
discussed that the LSTM 
model is able to predict 
rainfall patterns with a 
good performance level.

Limitation about 
the computational 

expense

Accurate prediction 
of rainfall with 
LSTM network.

(Hewage et al. 
2021) [46]

The main objective 
of this research is 

to forecast accurate 
weather in a reliable 
NWP that includes 
WRF and met office 

models.

Dynamic ensemble 
method, persistent 
precision method, 

and traditional cross-
correlation method.

Statistical 
(quantitative) 
approach and 

machine learning 
approach 

(feedforward 
neural network)

Training, testing, 
and validation 

dataset.

The result section 
exhibits that ANN is 

more reliable in terms 
of weather forecasting 

than the cross-validation 
method.

Ineffective design 
methodologies 
for specifying 

parameters 
and massive 

computational 
requirements.

Advancement of 
technology and 
identification of 

accurate models for 
weather forecasting 

is possible in the 
future. 

(Venkatesh et 
al. 2021) [47]

The primary 
objective of this 

research is to 
develop a rainfall 
prediction system 

by utilizing an 
adversarial network 
to predict the rainfall 

data and future 
rainfall of India.

Financial method, 
finite difference 
method, deep 

learning method, and 
GAN based method.

ANN and 
regression 
approach.

A real rainfall 
dataset is used in 

this research study 
to validate the 

rainfall prediction 
system effectively. 

The experimental results 
exhibit that the proposed 

system offers 99% of 
accurately predicted 

results of rainfall. 

This proposed 
system is unable 
to distinguish the 
generated data of 
rainfall from the 

original data.

The designed GAN 
model can generate 

higher predicted 
rainfall values than 

the real rainfall 
data.

(Ren et al. 
2021) [48]

The main objective 
of this research is to 
predict accurate and 

timely weather.

Numerical weather 
prediction (NWP), 
deep learning, and 

data-driven methods.

Deep learning-
based weather 

prediction 
(DLWP) and 
a data-driven 

approach are used 
in this research.

Observation dataset 
that includes 

situation analysis 
data, remote 

sensing data, and 
simulation analysis 

data of the NWP 
model.

The result section 
reveals that weather 

forecasting results vary 
based on climate change.

Massive 
computational 
requirements

The timeliness and 
accuracy of DWLP 
are better than the 

NWP that, supports 
people in analysing 
the weather pattern 

in advance. 

(Kumar et al. 
2021) [49]

The primary 
objective of this 

research is to 
develop a deep 

learning-enabled 
downscaling model 
for analysing India 
summer monsoon 

rainfall data.

Super-resolution 
convolutional neural 
network (SRCNN), 

SVM, and other deep 
neural methods.

Researchers 
have tracked 
traditional SR 
approach, ML-

based approach, 
and correlation 

coefficient 
approach to 
inspect the 

summer monsoon 
rainfall pattern.

IMD gridded 
dataset

The result section 
reveals that high-

resolution data that 
is derived from deep 

learning models provides 
accurate results rather 

than linear interpolation.

Limited in spatial 
resolution 

Accurate 
information 

based on India’s 
summer monsoon 
rainfall data can be 

inspected.

(Fayaz et al. 
2022) [50]

 The main objective 
of this work 

to develop the 
rainfall prediction 

method in the 
worst-case weather 
scenarios that will 

be anticipated 
in advance, and 

appropriate 
warnings will be 

delivered.

Methods from 
both the nonlinear 
autoregressive with 

exogenous input 
(NARX) neural 

network and the 
adaptive grey wolf 

levenberg-marquardt 
(GWLM) network 
were combined.

Trained using 
the grey wolf 

optimizer 
(GWO) and 

the Levenberg-
Marquardt (LM) 

algorithms

past weather data of 
Kashmir province, 

India

The MSE and R-values 
of the suggested model 
were examined, and the 
value of error should be 
minimized for successful 
outcomes, as shown in 
the results section. In 
addition, performance 
parameters, including 
specificity, sensitivity, 

specificity, recall, 
accuracy, and Cohen 
kappa are assessed.

Takes a long time 
to construct these 
models and look 
into the different 

datasets.

Reaches the best 
accuracy measures

(Rahman et al. 
2022) [51]

novel real-time 
rainfall prediction 
system for smart 

cities using a 
machine learning 
fusion technique.

Naive Bayes, 
K-nearest Neighbors, 

Support Vector 
Machines, and 
Decision Trees 

are employed. For 
accurate precipitation 

forecasting, the 
framework employs 

fuzzy logic, also 
known as fusion, to 
combine the results 
of various machine 
learning techniques.

Machine learning 
techniques with 

fuzzy logic

12 years of 
historical weather 
data (2005 to 2017) 

for the city of 
Lahore

The proposed work is 
compared with different 
techniques in terms of 
Accuracy rate and Miss 

rate.

The data which 
will be used for 

prediction is 
compromised

higher accuracy
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components of this model are the input layer, the one-dimensional 
convolution layer, the pooling layer, the long short-term memory 
(LSTM) hidden layer, and the fully connected layer. The complete 
approach is shown in Fig. 1. All the components of Fig. 1 have been 
discussed subsequently in this section. 

At-1

Bt-1

At

LSTM

Output Prediction

Bt

Bt

Mapper

Adaptive Algorithm

Feature Extraction

Intermediate Change

Fig. 1. Computational aspect of the proposed approach.

Here, the ConvLSTM network architecture that effectively handles 
the time-series data for rainfall prediction is described. This network 
has inputs as A1,….At, hidden statesB1,…..Bt, along with the gates Ct, Dt, 
Et and the outputs F1,….Ft. The future is predicted using the past states 
associated with the neighbors and the inputs that are assisted by the 
two operators, namely convolutional operator, which is represented 
as (●) and the Hadamard product, that is represented as (*). Effective 
prediction is provided by organizing the ConvLSTM network into 
forecasting and encoding layers, especially when we employ a large 
transitional kernel. The LSTM network consists of memory units 
that have cells and gates. The gates and the memory cells control the 
information flow. The forecast is assured based on the spatiotemporal 
sequences of ConvLSTM. The new input is updated in the state of 
the memory cell of the ConvLSTM, the unnecessary contents are 
forgotten, and the outputs are obtained. The input gate and output of 
the memory unit are computed as follows: Equation (1) describes the 
output at the input gate.

	 (1)

where the input vector is At, the gate activation function is 
represented as γ,  is the weight among the input layer and the 
cell output then we have the weight among the input layer and the 
memory output layer that is given as , Ft−1 and Bt−1 are the output 
of the previous memory unit and cell, respectively,  is considered 
as the weight among the input gate and the input layer the bias of 
the input layer is given as σC, * and • are the multiplication operator 
which is considered element-wise and the convolutional operator, 
respectively. Forget gate Dt’s result is expressed as Equation (2).

	 (2)

where the weight amongst the forget gate mode and the input layer 
is , weight between the cell and the output gate is , the weight 
between the memory unit of the earlier layer and the output gate is , 
and the bias of the forget gate is βD. The output at the output gate is 
given by Equation (3).

	 (3)

where , ,  are the weights that link theinput layer present 
and the output gate, the memory unit and the output gate, and the cell 
and the output gate, respectively. σE is the bias at the output gate. The 
activation function of the weights is determined as the output of the 
temporary cell and is expressed as Equation (4).

	 (4)

where  is the weight among the cell and the input layer,  is 
considered as the weight among the cell and the memory unit, and σH 

is the bias at the cell. The sum of the difference between the memory 
unit of the earlier layer and the current layer and the temporary cell 
state is the output of the cell. The output is given by Equation (5) and 
Equation (6).

	 (5)

	(6)

The memory unit’s output is given by Equation (7).

	 (7)

where Et is the output gate and Bt is represented as the memory 
block output. The output layer’s output is given as Equation (8).

	 (8)

where σP is the bias of the output layer, Pt is considered as the 
output vector,  is the weight between the memory unit and the 
output layer. The bias and the weight of the ConvLSTM are given by  
β ∈  and σ ∈ , 
respectively. For the final prediction, the output that is received from 
the LSTM’s encoding layer is served into the forecasting layer. The 
proposed S-SGD algorithm optimally tunes the weight and the biases 
of ConvLSTM. 

2.	Training Algorithm for ConvLSTM
The weights obtained through the ConvLSTM are trained by the 

adaptive S-SGD algorithm, which is the hybridization of the adaptive 
concept in the S-SGD algorithm, whereas the S-SGD algorithm is the 
alteration of the available SGD algorithm using the methodology in 
the SSA algorithm. The modification of the SGD algorithm with SSA 
helps in enhancing the ideal universal convergence capability of the 
algorithm [52]. The algorithmic processes of the proposed adaptive 
S-SGD algorithm are given as follows:  

Process a: Initialization Step: At the initial stage, we have to initialize 
the weights which are represented by the solution vector, k(t). At a 
certain time, t, kd(t); (1<=d<=e) is the representation of the solution 
of the algorithm

Process b: Objective Function Evaluation: The second step is where 
the objective function is evaluated. Here, the classifier is trained 
for getting the optimal solution. The optimal function is given by 
Equation (9).

	 (9)

The minimum value of the objective function is selected as the 
optimal solution.

Process c: Updating the weights using the S-SGD algorithm: The 
proposed algorithm is obtained by adapting the SGD algorithm 
along with SSA. The proposed algorithm updates the weights by 
altering the S-SGD algorithm with the adaptive concept. The SGD is 
mathematically expressed Equation (10).

	 (10)

Where imt the feature is vector and jmt is the mth training sample. 
The weights at iteration(t+1) are given by kd (t+1) and kd (t), 
respectively. Based on the training input and the weights of the 
previous iteration, the standard update equation is computed. The 
chosen sample will have a target at a time t and is represented as mq 
and imt, jmt are the mth training samples. Among the training data, the 
randomly chosen training sample is given by (imt, jmt). The SSA update 
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equation is given by Equation (11).

	 (11)

Where kd (t+1) is the dth salp position at iteration(t+1) is the 
iteration. The SGD is modified by replacing the updated equation of 
SSA in the SGD, which is given by Equation (12).

	 (12)

where kd (t+1) is the newly updated weight, kd−1 (t) is considered 
as the weight at each iteration which is evolved from the previous 
iteration, and (imt, jmt) is the sample of training. The classifier is trained 
for articulating the optimal weights using the Equation (12). For 
adaptive prediction of the optimal weights, the adaptive concept is 
included in Equation (13).

	 (13)

Here, as Equation (13) depends on iteration; it can be considered as 
an evolutionary factor that can be taken from PSO. The Equation (13) 
then becomes Equation (14).

	 (14)

Where . From Equation (14), the finest result is 
selected based on the objective function that is minimum, and the 
best solution is generated centered on the objective function of 
the preceding iteration and the training sample (Equation (15) and 
Equation (16)). 

	 (15)

	 (16)

Process d: Termination: Steps b and c are repetitive until the iteration 
reaches its maximum number. 

An example of the pseudo code for the proposed adaptive S-SGD 
algorithm is shown in Algorithm 1, with the goal of deriving optimal 
weights via ConvLSTM network training. 

Algorithm 1: Adaptive S-SGD algorithm

INPUT: Solution vector, kd (t), (1 ≤ t ≤ q)

OUTPUT: Optimal weights, kd (t + 1).

Begin

Initialization

      Population Initialization is done

Evaluation of Objective Function     

      Train the classifier using optimal function in Equation 9

Update the weights

     Modify the S-SGD with adaptive concept as in Equation 10

     SSA update as in Equation 11            

     Modify SGD by substituting update equation of SSA in SGD as  
     in Equation 12

      Adaptive prediction of optimal weights is included as in Equation 13

     Take the evolutionary factor from PSO as in Equation 14

      Best solution is generated on the objective function of the preceding  
     iteration and the sample training data

Repeat the process

End

B.	MapReduce Framework Along With Deep Learning Approach 
for Rainfall Prediction

The forecast of rainfall is one among the vital part in agriculture 
development and planning. Most rainfall prediction models utilizing 
weather data have failed to deal with the available massive amount of 
data that is called as big data [14]. As an example of huge data, consider 
the weather data, which can be time-series data. The MapReduce 
framework can solve the problems associated with big data, reducing 
the computational complexity and providing parallel computing. The 
input to the MapReduce framework is the weather data that uses the 
adaptive S-SGD-based ConvLSTM network and the map and reduce 
functions for an active rainfall prediction process. Using the suggested 
adaptive S-SGD algorithm, the weights of a ConvLSTM network are 
trained. This algorithm modifies the adaptive notion found in the 
S-SGD algorithm. Various delays are applied to the outputs of the 
individual mappers to train them. Finally, the output of the mapper is 
concatenated and provided as input to the reduction, which produces 
the final forecast. Fig. 2 depicts the suggested method for rainfall 
forecasting. Using the MapReduce framework, the input meteorological 
data is considered to be F and is utilised to predict precipitation.

1.	Rainfall Prediction Based on the MapReduce Framework
The visualization is improved and the MapReduce framework 

provides an efficient prediction of rainfall. The framework’s 
processing power is reduced by the given MapReduce framework 
by storing and distributing the datasets through a large number of 
servers. The ConvLSTM is trained by passing the weather data into 
the individual mappers. The input data is mapped using the mapper 
and reducer functions of MapReduce programming. These two 
functions of the framework based on the MapReduce model utilizes 
the adaptive S-SGD-based ConvLSTM network. Weather data, which 
acts as the input is processed using the number of mappers available 
in the mapper module. The mapper’s output is used with intermediate 
data to train the reducer for the final prediction.

Mapper Phase: The first module, entitled mapper, is operated using 
the adaptive S-SGD algorithm that has been proposed. Consider the 
availability of a total of x mappers that are denoted as Equation (17).

	 (17)

Where Qn is the nth mapper. The input weather data which has 
various delays are trained using the ConvLSTM in the individual 
mappers. For example, mapper-1 with the ConvLSTM is trained using 
F (b − [D + 1]) to yield the predicted output, F (b + w ). In the same 
way, mapper-2 is trained using F (b − [D + 2]) to give the predicted 
output as F (b + w − 1). The weather data, F (b), is used for training 
the xth mapper for providing the predicted output of F (b + 1). The 
prediction is performed by the individual mapper considering the 
previous records with a delay of [D + 1], [D + 2], etc. The output that is 
predicted at the mapper is denoted as, 

	 (18)

	 (19)

	(20)

The mapper output trains the inbuilt function with ConvLSTM 
called reducers.

Reducer phase: ConvLSTM performs the final rainfall prediction 
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with the reduce function. Using the suggested adaptive S-SGD 
technique, the ConvLSTM is optimally tuned during the reducer 
phase.  The data input at the reducer is represented by Equation (21). 

	 (21)

In order to get the final prediction, the intermediate data (Finter) 
trains the reducer. The expected result is F (b + 1).

Testing phase: The testing phase is one of the critical phases 
in the process. During the testing step, the concatenated output is 
obtained by feeding test data to the mappers with varying delays. The 
reducer of the MapReduce framework then generates the precisely 
predicted results.

III.	Results and Discussion

This part discusses the findings obtained using the adaptive S-SGD-
based ConvLSTM algorithm suggested in the previous section. To 
demonstrate the effectiveness of the suggested method, a comparison 
with existing methodologies has been conducted.

A.	Experimental Setup
The recommended method was implemented in MATLAB software, 

and the rainfall forecast dataset was analysed [28]. The dataset contains 
subdivision-specific precipitation data from 1901 to 2015 spanning 
115 years. The column-by-column data are presented as follows: 
The first twelve columns contain precipitation data from January to 
December. The following column has the annual precipitation data, 
followed by four columns containing quarterly precipitation data: JF 
(January and February), MAM (March, April, and May), JJAS (June, 
July, August, and September), and OND (October, November and 
December). The dataset was obtained from both data.gov.in and the 
Indian Meteorological Department in Pune.

These datasets were obtained via India’s Open Government Data 
website. The dataset contains monthly rainfall information for Tamil 
Nadu districts. This dataset has been subdivided into three subsets 
containing information on annual, monthly, and quarterly precipitation. 

In dataset 1, monthly rainfall series data were extracted from the 
dataset, including India’s rainfall data. In dataset 2, annual rainfall 
series data were extracted from the dataset, including India’s rainfall 
data. In dataset 3, quarterly rainfall series data were extracted from the 

dataset, including India’s rainfall data. The dataset 4 comprises rainfall 
data for Tamilnadu, as well as a sequence of rainfall data by month. 
The dataset 5 provides rainfall data for Tamilnadu that is organised 
by year, and the dataset 6 contains rainfall data for Tamilnadu that is 
organised by quarter.

Deep analysis was performed using these six datasets, and the 
results were compared based on the performance metrics.

B.	Performance Metrics
The proposed adaptive S-SGD-based ConvLSTM method was 

analyzed using the performance metrics, such as the mean square 
error (MSE) and the percentage root mean square difference (PRD). 

MSE: MSE is the mean square difference between the expected 
output and estimated output. The value of MSE should be small if the 
method is efficient. MSE is computed as follows Equation (22):

	 (22)

where S is the total number of samples, Ri is the estimated output, 
and R is the target output. 

PRD: PRD is used to assess how trustworthy a certain approach is in 
producing precise results. It is formulated as Equation (23).

	 (23)

The proposed adaptive S-SGD based ConvLSTM method 
was compared with the existing methods, namely, S-SGD-based 
ConvLSTM, ConvLSTM, and CLR. This section presents the results 
of a comparative investigation of different rainfall prediction systems, 
wherein the MSE and PRD performance metrics were calculated using 
the six datasets.

Using dataset 1:  The comparative results obtained from the 
various rainfall prediction methods for different training data size 
using dataset 1 are shown in Fig. 3 and Fig. 4. 

The MSE-based analysis is shown in Fig. 3. For a training data 
size of 0.8, the MSE produced by the proposed adaptive S-SGD based 
ConvLSTM method, the existing S-SGD based ConvLSTM, and the 
CLR are 0.00851, 0.00871, 0.01887, and 0.00871, respectively. When 
compared to other methods currently in use, it is clear that the MSE 
value of the suggested method is the lowest.
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concept

Data
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Fig. 2. Proposed rainfall prediction model’s Block diagram.
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Fig. 4 shows the comparative analysis based on PRD. Considering 
the training data size as 0.8, the PRD obtained by the proposed adaptive 
S-SGD based ConvLSTM and the existing S-SGD-based ConvLSTM, 
ConvLSTM, and CLR is 1.1377, 1.1633, 9.5547, and 5.3480, respectively.

Using dataset 2: Fig. 5 and Fig. 6 show the comparative results 
obtained from the various rainfall prediction methods for different 
sizes of training data using dataset 2. Prediction methods are assessed 
based on their MSE, as illustrated in Fig. 5. For a training data size 
of 0.8, the adaptive SSGD-based ConvLSTM achieves MSE values of 

0.0112, 0.0115, 0.9169, and 0.0115, respectively.

The analysis of PRD-based prediction methods is presented in Fig. 
6. For instance, at a training data size of 0.8, the proposed adaptive 
S-SGD-based ConvLSTM, the existing S-SGD-based ConvLSTM, 
and the ConvLSTM yield PRD values of 0.8340, 0.8527, 16.6927, and 
0.8527, respectively. In comparison to other approaches, the suggested 
method demonstrates the lowest MSE and PRD values.

Using dataset 3: The comparative results obtained from the various 
rainfall prediction methods for different training data size using 
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dataset 3 are shown in Fig. 7 and Fig. 8.

Fig. 7 represents the analysis based on MSE. When the training data 
size is 0.85, the MSE obtained by the proposed adaptive S-SGD based 
ConvLSTM, and the existing S-SGD-based ConvLSTM, ConvLSTM, 
and CLR is 0.0848, 0.0867, 0.1050, and 0.0995, respectively. From the 
values, it is clear that the MSE value of the proposed method is the 
lowest compared to those corresponding to the other existing methods.

Fig. 8 depicts the comparative analysis based on PRD. Considering 
the training data size as 0.85, the PRD corresponding to the proposed 
adaptive S-SGD based ConvLSTM and the existing S-SGD-based 

ConvLSTM, ConvLSTM, and CLR is 3.2199, 3.2923, 12.5674, and 
10.7774, respectively.  

Using dataset 4: Fig. 9 and Fig. 10 show the comparative results 
obtained from the various rainfall prediction methods for different size 
of training data using dataset 4.

Fig. 9 depicts the analysis of the prediction methods based on MSE. 
MSE obtained by the proposed adaptive S-SGD-based ConvLSTM 
and the existing S-SGD-based ConvLSTM, ConvLSTM, and CLR for 
a training data size of 0.85 is 0.00097, 0.00099, 0.00157, and 0.00117, 
respectively. 
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Fig. 10 depicts the analysis of the prediction methods based on PRD. 
PRD corresponding to the proposed adaptive S-SGD-based ConvLSTM 
and the existing S-SGD-based ConvLSTM, ConvLSTM, and CLR 
for a training data size of 0.85 is 3.3828, 3.4589, 9.5439, and 7.8748, 
respectively. The proposed method exhibits the lowest MSE and PRD 
values compared to the other existing methods.

Using dataset 5: The comparative analysis of the various rainfall 
prediction methods for different training data size using dataset 5 is 
shown in Fig. 11 and Fig. 12.

Fig. 11 depicts the analysis based on MSE. Considering the training 
data size to be 0.85, the MSE obtained by the proposed adaptive 
S-SGD-based ConvLSTM and the existing S-SGD-based ConvLSTM, 
ConvLSTM, and CLR is 0.15259, 0.15603, 0.96569, and 0.15604, 
respectively. The analysis shows that the MSE value of the proposed 
method is the lowest compared to the other existing methods.

Fig. 12 shows the comparative analysis based on PRD. Considering 
the training data size as 0.85, the PRD obtained by the proposed 
adaptive S-SGD-based ConvLSTM and the existing S-SGD-based 
ConvLSTM, ConvLSTM, and CLR is 2.5377, 2.5948, 14.8740, and 
3.0397, respectively. 

Using dataset 6: Fig. 13 and Fig. 14 show the comparative analysis 
of the rainfall prediction methods for different size of training data 
using dataset 6. 

Fig. 13 depicts the analysis of the prediction methods based on MSE. 
MSE values corresponding to the proposed adaptive S-SGD-based 
ConvLSTM and the existing S-SGD-based ConvLSTM, ConvLSTM, 
and CLR for a training data size of 0.85 are 0.2673, 0.2733, 0.8215, and 
0.8270, respectively. 

Fig. 14 depicts the analysis of the prediction methods based on PRD. 
The PRD values corresponding to the proposed adaptive S-SGD-based 
ConvLSTM and the existing S-SGD-based ConvLSTM, ConvLSTM, 
and CLR for a training data size of 0.85 are 1.9996, 2.0446, 8.1656, and 
8.2950, respectively. The proposed method exhibits the lowest MSE 
and PRD values compared to the other existing methods.

The performance of the proposed Adaptive SGD-based ConvLSTM 
as well as existing methods such as convLSTM CLR and S-SGD based 
ConvLSTM is evaluated using performance measures such as MSE and 
PRD. According to the overall performance study of adaptive S-SGD 
based ConvLSTM in terms of MSE for the 6 datasets, the adaptive 
S-SGD based model performs best for Tamilnadu monthly rainfall 
prediction, followed by India’s quarterly rainfall prediction. According 
to the overall performance study of adaptive S-SGD based ConvLSTM 
in terms of PRD for the 6 datasets, the adaptive S-SGD based model 
performs best for India’s yearly rainfall forecast, followed by India’s 
monthly rainfall prediction. 

The overall performance analysis of adaptive S-SGD based 
ConvLSTM in terms of MSE for the 6 datasets with 100 hidden neurons 

is observed, and it is stated that the adaptive S-SGD based model 
performs well for monthly rainfall prediction of Tamilnadu, followed 
by the quarterly rainfall prediction of India. The next priority is given 
to the monthly and yearly prediction of rainfall in India, followed 
by Tamilnadu’s yearly and quarterly rainfall prediction. It has been 
shown in Fig. 15 and Fig. 16.

Some of the major findings of the proposed method for rainfall 
prediction in agriculture are illustrated below.

•	 The simulation results of the proposed Adaptive SGD-based 
ConvLSTM and SGD-based ConvLSTM are compared with the 
existing techniques, like ConvLSTM and CLR.

•	 The proposed Adaptive SGD-based ConvLSTM provides MSE as 
0.00292 and PRD value as 0.84501.

•	 The proposed SGD-based ConvLSTM has values of 0.00298 and 
0.86402 as MSE and PRD, respectively.

•	 Among all the comparative methods, the proposed Adaptive SGD-
based ConvLSTM has improved performance for MSE and PRD.

•	 Thus, it is clearly shown that the proposed Adaptive SGD-based 
ConvLSTM considerably increases the system performance. 

•	 The proposed algorithms can efficiently predict the monthly, 
quarterly, and yearly rainfall.

The main limitations of this study and the future suggestions are 
as follows:

•	 This study can be extended to discover other interesting patterns 
in the time series data analysis using optimization algorithms. 

•	 In this paper, we have not considered rainfall prediction in a short 
span.  

•	 The future studies may focus on getting the prediction accuracy 
without directly using the processed data for analysis. 

•	 Other datasets need to be adopted to check the validity of schemes 
in real-time. 

IV.	Conclusion 

As part of this effort, an adaptive SSA-based ConvLSTM system 
was created to reliably predict precipitation from a given set 
of meteorological inputs. For the weather forecast, we took in 
dynamically updated time series data processed with the MapReduce 
framework. Implementing the proposed adaptive S-SGD-based 
ConvLSTM model in the MapReduce framework proved highly 
helpful in dealing with the big data problems. The mapper and 
reducer components of this architecture are helpful in estimating 
precipitation. The suggested adaptive S-SGD-based ConvLSTM was 
fed the input data, and its weights were fine-tuned using a MapReduce 
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framework. The suggested rainfall prediction model was evaluated 
using six datasets taken from the Rainfall Prediction database. The 
MSE and PRD evaluation metrics were used for the performance study 
of the proposed approach. The proposed technique was shown to have 
better prediction accuracy, with an MSE and PRD of 0.0042 and 0.8450, 
respectively. To improve the accuracy of this technique, a hybrid fusion 
model for forecasting precipitation should be created. However, only 
two measures of efficiency were considered in this paper. Accuracy, 
Precision, F-measure, and Recall are just a few examples of future 
performance metrics that will be analysed.
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Abstract

Speech Emotion Recognition (SER) plays an important role in emotional computing which is widely utilized in 
various applications related to medical, entertainment and so on. The emotional understanding improvises the 
user machine interaction with a better responsive nature. The issues faced during SER are existence of relevant 
features and increased complexity while analyzing of huge datasets. Therefore, this research introduces a well-
organized framework by introducing Improved Jellyfish Optimization Algorithm (IJOA) for feature selection, 
and classification is performed using Convolutional Peephole Long Short-Term Memory (CP-LSTM) with 
attention mechanism. The raw data acquisition takes place using five datasets namely, EMO-DB, IEMOCAP, 
RAVDESS, Surrey Audio-Visual Expressed Emotion (SAVEE) and Crowd-sourced Emotional Multimodal 
Actors Dataset (CREMA-D). The undesired partitions are removed from the audio signal during pre-processing 
and fed into phase of feature extraction using IJOA. Finally, CP-LSTM with attention mechanisms is used for 
emotion classification. As the final stage, classification takes place using CP-LSTM with attention mechanisms. 
Experimental outcome clearly shows that the proposed CP-LSTM with attention mechanism is more efficient 
than existing DNN-DHO, DH-AS, D-CNN, CEOAS methods in terms of accuracy. The classification accuracy 
of the proposed CP-LSTM with attention mechanism for EMO-DB, IEMOCAP, RAVDESS and SAVEE datasets 
are 99.59%, 99.88%, 99.54% and 98.89%, which is comparably higher than other existing techniques.
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I.	 Introduction

THE advent in the era of artificial Intelligence has attracted a greater 
number of researches to work on human-computer interaction 

[1]. The affective computing plays a significant role in interaction 
among human and the computer which is endowed in computers 
with the ability to observe and exhibit the emotion of the humans [2]. 
In general, the emotional state of the humans is evaluated based on 
the speech, body language and their facial expression. Among these, 
speech is a kind of natural method utilized for human communications 
which is comprised with linguistic and paralinguistic information [3]-
[5]. The information related to context and language is present in the 
linguistic information whereas the paralinguistic information has 
information of gender, age, emotions and some more unique attributes 
[6]. Several researches reveals that the audio signal acts as a simple 
mean to execute the link among human and computers which in turn 
become familiar with human voice and helps to predict the emotion 

[7]. An affective Speech Emotion Recognition (SER) is characterized 
by features on the basis of speech signals such as bandwidth, duration 
and frequency. Automatic approach involved in SER helps in various 
real time applications based on recognizing and detecting the mental 
and emotional state of individuals [8], [9]. SER is vastly utilized in real 
time applications such as human-computer interaction, call centers, 
healthcare and automated translation systems.

Speech emotion recognition has received a great deal of attention 
in Psychology and cognitive science, but data science has recently 
contributed significantly to the advancement of SER by highlighting 
a particularly captivating and motivating feature of human-machine 
interaction in voice communication. Further, it can be applied to the 
field of e-learning, automobile board systems, autonomous remote 
call centers, and student emotions recognition during lectures. 
This motivates the researchers to work on a few well-known voice 
computation and classification techniques to extract sentiments from 
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audio inputs, utilizing deep learning techniques like audio signal 
preprocessing, feature extraction and selection approaches, and 
eventually determining the accuracy of the suitable classifier. The 
process of recognizing the human emotion is complex process due to 
the dependency on various factors such as speaker, gender, age and 
dialect. In every individual stage of SER, the data processing, feature 
extraction, feature selection and classification plays a major role [10]-
[12]. The stage of pre-processing is based on normalizing the signals, 
removal of noise and artifacts. The feature extraction helps to mine 
out the salient features of emotion using different feature extraction 
techniques. Next to this, feature selection takes place which has a great 
role in reducing the complexities of SER and finally, the classification is 
performed with the help of machine learning/deep learning techniques 
[13], [14]. Additionally, most of the datasets based on speech emotion 
are comprised only with utterance level label classes that hold the 
information of the emotion [15]-[17]. The researches have utilized 
different machine learning and deep learning techniques for an 
effective SER, but the usage of deep learning architectures exhibits 
better results in modelling emotions [18], [19]. The usage of deep 
learning techniques provides promising results, having the ability to 
define the low-quality attributes to higher attributes. Moreover, they 
have tendency to handle the unlabeled data, manage with complex 
speech attributes and processing large datasets [20]. By considering 
this, this research focuses on introducing an optimization-based 
feature selection approach and an effective recognition of emotion 
using a novel deep learning approach.

A.	Contribution
The major contribution of this research study is listed as follows:

1.	 The acquisitioned raw data is pre-processed and fed into the stage 
of feature extraction where the prosodic features and the acoustic 
features are extracted.

2.	 The feature selection performed using the proposed Improved 
Jellyfish Optimization Algorithm (IJOA) by introducing sine and 
cosine factors at stage of exploration and premature convergence 
strategy is utilized in the stage of exploitation.

3.	 Finally, the SER takes place with the help of the Convolutional 
Peephole Long Short-Term Memory (CP-LSTM) with attention 
mechanism. The combination of the proposed CP-LSTM with 
attention mechanism helps in an effective SER by recognizing the 
signal pattern and results in better classification accuracy. 

The remainder of the manuscript is structured in the following 
manner: Section II presents details about the recent research based 
on SER and Section III presents the overall process involved in the 
proposed framework while recognizing the human emotions; Section 
IV presents the experimental outcome while evaluating CP-LSTM and 
finally, overall conclusion of this research is described in Section V of 
the manuscript.

II.	 Related Work

In this section, the recent researches based on speech emotion 
recognition are discussed along with their advantages and drawbacks.

Yildirim et al. [21] introduced a modified feature selection approach 
for speech emotion recognition. This research utilized cuckoo search 
algorithm along with the non-dominated sorting genetic algorithm. 
The generation phase of the initial population is modified and the 
feature selection is performed by maximizing the classifier accuracy 
and minimizing the number of features using binary cuckoo and non-
dominated sorting genetic algorithm. At last, the results are evaluated 
based on machine learning techniques. However, performing an 
exhaustive search for all subset space is infeasible. 

Agarwal and Om [22] introduced the optimized Deep Neural 
Network (DNN) for speech emotion recognition. The speech signals 
are de-noised using Adaptive Wavelet Transform with Modified 
Galactic Swarm Optimization (AWT-MGSO). The de-noised output is 
provided to the phase extracting the features and the feature selection 
is performed using Adaptive Sunflower Optimization (ASFO). Finally, 
classification is performed using DNN-Deer Hunting Optimization 
(DHO). However, implementing a greater number of optimization 
techniques results in computational complexity.

Manohar and Logashanmugam [23] developed a hybrid deep 
learning approach along with feature selection for recognizing the 
emotion of speech using Deer Hunting with Adaptive Search (DH-AS). 
The acquisitioned data is pre-processed by median filtering and artifact 
removal, then it is subjected to the stage of feature extraction. After 
this, the selection of optimal features takes place using DH-AS and the 
classification is performed using hybrid DNN and Recurrent Neural 
Network (RNN). However, the suggested approach was suitable only 
for the balanced dataset and was complex due to its recurrent nature.

Mustaqeem and Kwon [24] developed an optimal feature selection 
approach using two stream Deep Convolutional Neural Network 
(D-CNN). The spectrum and the spectrogram of the speech signals are 
considered, then the high-level discriminative features are obtained 
using 2D and 1D CNN. The Iterative Neighborhood Component 
Analysis (INCA) was utilized in the process of selecting the optimal 
features by removing the redundant information. Finally, the 
classification was performed using a softmax layer. However, the 
improper pre-processing leads to discrepancies and redundancies that 
diminish the efficiency of the overall model.   

Chattopadhyay et al. [25] introduced a hybrid feature selection 
approach using Clustering based Equilibrium Optimizer and Atom 
Search Optimization (CEOAS) for recognizing emotions from speech 
signals. The features such as Linear Prediction Coding (LPC) and 
Linear Predictive Cepstral Co-efficient (LPCC) were extracted from 
audio signals. At last, the results are evaluated with two classifiers 
like K-Nearest neighbor and Support Vector Machine (SVM). The 
suggested approach diminishes the feature dimension and helps to 
enhance the classification ability. However, CEOAS exhibits premature 
convergence at the time of iterative searching process.

Kanwal et al. [26] developed a Density based Spatial Clustering 
with Noise Genetic Algorithm (DGA) to recognize the type of emotion 
from the speech. The obtained data is pre-processed by removing 
the unvoiced audio segments and the optimization of feature was 
performed using DGA. After this, the reduction of features takes 
place using Principal Component Analysis (PCA) and finally, the 
classification was performed using Support Vector Machine (SVM). 
However, the PCA was computationally imprecise for huge datasets. 

Barsainyan and Singh [27] introduced optimized speech emotion 
recognition using 1D CNN. The obtained data is augmented using 
glottal inverse filtering, silent elimination and noise addition. After 
this, the feature selection based on spectral contrast, zero crossing rate 
and amplitude energy are considered. Finally, the classification was 
performed using normalized CNN and XGB algorithm. However, the 
suggested framework was not vulnerable to higher datasets due to 
limited model training.

Sun et al. [28] introduced a speech emotion recognition approach 
using Improved Masking based Empirical Model Decomposition and 
Convolutional Recurrent Neural Network (IMEMD-CRNN). Initially, 
the decomposition of speech was performed using IMEMD, which 
is based on disturbance assisted EMD that determines the nature of 
signals. After this, the 43-dimensional time frequency features are 
used to characterize emotion and the acquired features are fed into 
CRNN to recognize the emotions. However, the mode mixing occurs 
which diminishes the capability of IMEMD to decompose the signal.
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Ottoni et al. [29] introduced a deep learning approach based on 
CNN and Long Short-Term Memory (LSTM) which is used to recognize 
the speech emotions based on meta learning approach. After the stage 
of data acquisition, the optimizers such as Adam optimizer, Stochastic 
Gradient and Adagrad were used to select the optimal learning rate 
for the dataset. Then, data augmentation is performed to enhance the 
diversity of audio samples. The augmented output is provided to the 
phase of extracting features and the extracted features are fed into 
classification which is performed using CNN-LSTM. However, the lack 
of feature selection leads to computational complexity and diminishes 
the efficiency of classification.

Nhat Truong Pham et al. [30] proposed Hybrid Data Augmentation 
(HDA) and Modified Attention-Based Dilated Convolutional and 
Recurrent Neural Network (mADCRNN) methods for speech emotion 
recognition. The mADCRNN model learns and extracts utterance-
level features from 3D log MelSpec low-level data by combining 
dilated CNNs and dilated LSTM models with an attention mechanism. 
While dilated recurrent neural networks solve complex dependencies 
and the vanishing and inflating gradient problems, dilated CNNs gain 
wider receptive fields. In addition, the loss functions are rearranged to 
identify different emotional states by merging the SoftMax loss and the 
center-based losses. However, the number of layers and parameters in 
the suggested mADCRNN model made it complicated.

Zengzhao Chen et al. [31] demonstrated a parallel network for 
multi-scale SER based on connection attention mechanism (AMSNet) 
for speech emotion recognition. In the meantime, AMSNet enhances 
feature characterization and feature enrichment by using several 
speech emotion feature extraction modules based on the temporal 
and spatial properties of speech signals. varying types of features 
are given varying weight values by the network fusion connection 
attention technique. The model’s capacity to recognize emotions has 
increased as a result of the integration of different features through 
the use of weight values. However, because of their less conspicuous 
characteristics, neutral emotions are less often recognized. Since the 
characteristics of neutral emotions were not sufficiently evident and 
it was challenging to categorize the corresponding voice signal, this 
problem also occurred here.

Mustaqeem Khan et al. [32] demonstrated a Multimodal Speech 
Emotion Recognition (MSER) system to effectively identify the speech 
emotions. The suggested model makes use of both text and audio to 
accurately predict the emotion label. The suggested model uses CNN 
to process the text and raw speech signal before feeding the results to 
appropriate encoders for the extraction of semantic and discriminative 
features. In order to improve text and auditory cues interaction, the 
cross-attention mechanism has been implemented to both elements. 
This allows crossway to extract the most pertinent information for 
emotion recognition. Eventually, the deep feature fusion technique 
allows for interaction between various layers and routes by merging 
the region-wise weights from both encoders. Yet, in order to address 
the restriction of the complicated interaction between speech signals 
and transcripts, these investigations disregarded the limitations of 
past knowledge. Francesco Ardan Dal Ri et al. [33] demonstrated an 
extensive validation using CNN for speech emotion recognition. Here, 
the suggested CNN integrated with a Convolutional Attention Block 
was tested in a sequence of experimentations including a collection 
of four datasets namely RAVDESS, TESS, CREMA-D, and IEMOCAP. 
After analyzing the datasets, they executed a cross-validation among 
emotional classes belonging to every specified dataset, through the 
purpose to examine the generalization capabilities of extracted 
features. Apart from the accuracy improvement once it was trained, 
the minimum accuracies only attained by testing validates the 
individuality of the individual models on the feature extraction. 

Heuristic Multimodal Real-Time Emotion Recognition (HMR-TER) 

approach has been developed for enhancing e-learning, which was 
introduced by Du, Y. et al. [34]. By promptly offering feedback based 
on learners’ facial expressions and vocal intonations, the e-learning 
was enhanced. This approach uses gesture recognition analysis to 
enhance participation and interaction and hybrid validation dynamic 
analysis to solve the low learner motivation. On the other hand, a few 
tests with a limited range of accuracy were made available. An Audio-
Visual Automatic Speech Recognition (AV-ASR) system was proposed 
by S. Debnath et al. [35] to enhance the educational experience of 
those with physical disabilities by enabling hands-free computing. 
For visual speech data, the Local Binary Pattern-Three Orthogonal 
Planes (LBP-TOP) and Grey-Level Co-occurrence Matrix (GLCM) are 
suggested. The results of the study demonstrate that the suggested 
system obtains 96.50% accuracy for audio speech recognition and 
76.60% accuracy for visual speech. However, as cluster size grows, 
accuracy decreases. This is due to the fact that a larger cluster size 
exhibits a dispersed representation of the data, lowering accuracy.

An Automatic Speech Recognition (ASR) system for the Lithuanian 
language was reported by L. Pipiras et al. [36]. It depends on deep 
learning techniques and  recognizes spoken words only based on 
their phoneme sequences. The ASR task is solved using two different 
encoder-decoder models: a conventional model and a model with 
an attention mechanism. These models’ effectiveness has been 
evaluated in two tasks: extended phrase recognition and isolated voice 
recognition. With shorter input sequences, the proposed model works 
merely well; however, it struggles with larger sequences. Bidirectional 
Long Short-Term Memory (BiLSTM) neural network and Wavelet 
Scattering Transform with Support Vector Machine (WST-SVM) 
classifier were developed by A. Lauraitis et al. [37] to identify patients’ 
speech impairments at the beginning of central nervous system 
disorders (CNSD). The voice recorder from the Neural Impairment Test 
Suite (NITS) has been employed to capture speech data. Pitch contours, 
auditory spectrograms, Mel-frequency cepstral coefficients (MFCC), 
Gammatone cepstral coefficients (GTCC), and Gabor (analytic Morlet) 
wavelets are the sources of features that are extracted. Although there 
is a significant association among phoneme and grapheme sequence 
lengths in the corpus of data, not all patterns have the same length.

Table I shows the summary of literature reviews based on speech 
emotion recognition.

A.	Problem Definition
The collected literature works show that the overall outcome of the 

existing approaches and the recognition ability to classify speech got 
affected due to the inappropriate techniques for selecting the relevant 
features; further, the complexity faced by the model to evaluate the 
huge datasets and poor classification methods relies as the reason to 
diminish the classification accuracy. Moreover, the results achieved 
superior values in training stage, while got affected in testing stage 
to classify the corresponding voice signal. Therefore, this research 
focused on two stages (i.e., feature selection and classification) which 
probably improvises the SER ability and helps to achieve better results 
in terms of accuracy, precision, recall and F1-score.

III.	SER Using CP-LSTM With Attention Mechanism

The SER is a well-versed area which helps to perform communication 
among computers and humans. However, due to certain factors, 
overall efficiency of the recognition systems get diminished with poor 
accuracy. Therefore, more efforts have been put forward to enhance 
the efficiency during speech recognition but it had faced issues due 
to presence of undesired noises in the input signal. So, this research 
developed an effective framework using optimization-based feature 
selection and a novel deep learning approach. Initially, the data is 
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acquisitioned from five different datasets and it is pre-processed to 
neglect the undesired information from the audio signal. After this, 
the pre-processed data is used to acquire the features. The extracted 
features are provided to phase of selecting features that takes place 
using Improved Jellyfish Optimization Algorithm (IJOA). As the final 
stage, classification takes place using the Convolutional Peephole 
Long Short-Term Memory (CP-LSTM) with attention mechanism. The 
overall process involved in the proposed Speech Emotion Recognition 
(SER) framework is presented in Fig. 1.

A.	Dataset Description
The SER proposed in this research utilized five different types of 

datasets such as Berlin Database of Emotional Speech (EMO-DB) 
[38], Ryerson Audio Visual Database of Emotional Speech and Song 

(RAVDESS) [39], Interactive Emotional Dyadic Motion Capture 
(IEMOCAP) [40], Surrey Audio-Visual Expressed Emotion (SAVEE) [41] 
and Crowd-sourced Emotional Multimodal Actors Dataset (CREMA-D) 
[42]. The aforementioned datasets are described as follows:

EMO-DB: It is obtained from Berlin emotion speech corpus that 
is recorded by a total of 10 actors where five were males and the 
remaining five were females. The dataset is comprised with a total 
of 535 audio files with an average time of 3-5 seconds and a sampling 
rate of 16kHz. Moreover, it is one of the vastly used datasets used 
in machine learning and deep learning techniques due to its clarity, 
which facilitates high recognition rates.

RAVDESS: It is one of the newly launched databases that is vastly 
utilized in evaluating the emotion of speech. This dataset is comprised 

TABLE I. Summary of Literature Review

Author Methodology Disadvantage

Yildirim et al. [21] Modified feature selection approach for speech emotion 
recognition. 

Performing an exhaustive search for all subset space is 
infeasible.

Agarwal and Om [22] An optimized Deep Neural Network (DNN) for speech emotion 
recognition. 

Implementing a greater number of optimization techniques 
results in computational complexity.

Manohar and 
Logashanmugam [23]

A hybrid Deer Hunting with Adaptive Search (DH-AS) along 
with feature selection for recognizing the speech emotion. 

The suggested approach was suitable only for the balanced 
dataset and complex due to its recurrent nature.

Mustaqeem and 
Kwon [24]

An optimal feature selection approach using two stream Deep 
Convolutional Neural Network (D-CNN). 

The improper pre-processing leads to discrepancies and 
redundancies that diminishes the efficiency of the overall model.

Chattopadhyay et 
al. [25]

A hybrid feature selection approach using Clustering based 
Equilibrium Optimizer and Atom Search Optimization (CEOAS) 
for recognizing emotions from speech signals. 

CEOAS exhibits premature convergence at the time of iterative 
searching process.

Kanwal et al. [26] A Density based Spatial Clustering with Noise Genetic Algorithm 
(DGA) to recognize the type of emotion from the speech. 

The PCA was computationally imprecise for huge datasets.

Barsainyan and Singh 
[27]

An optimized speech emotion recognition using 1D CNN. The suggested framework was vulnerable to higher datasets due 
to limited model training.

Sun et al. [28] A speech emotion recognition approach using Improved Masking 
based Empirical Model Decomposition and Convolutional 
Recurrent Neural Network (IMEMD-CRNN). 

The mode mixing occurs which diminishes the capability of 
IMEMD to decompose the signal.

Ottoni et al. [29] A deep learning approach based on CNN and Long Short-Term 
Memory (LSTM) which is used to recognize the speech emotions 
based on meta learning approach. 

The lack of feature selection leads to computational complexity 
and diminishes the efficiency of classification.

Nhat Truong Pham et 
al. [30]

A Hybrid Data Augmentation (HDA) with Modified Attention-
BasedDilated Convolutional and Recurrent Neural Network 
(mADCRNN) methods are proposed for speech emotion 
recognition. 

The number of layers and parameters in the suggested 
mADCRNN model made it complicated.

Zengzhao Chen et 
al. [31]

A parallel network for multi-scale SER based on connection 
attention mechanism (AMSNet) is proposed for speech emotion 
recognition. 

Because of their less conspicuous characteristics, neutral 
emotions are less often recognized, since the characteristics 
of neutral emotions were not sufficiently evident and it was 
challenging to categorize the corresponding voice signal.

Mustaqeem Khan et 
al. [32]

Multimodal Speech Emotion Recognition (MSER). In order to address the restriction of the complicated interaction 
between speech signals and transcripts, these investigations 
disregarded the limitations of past knowledge.

Dal Ri et al. [33] An extensive validation using CNN for speech emotion 
recognition.

An appropriate selection of features was mandatory for further 
enhancing the recognition. 

Y. Du et al. [34] Heuristic Multimodal Real-Time Emotion Recognition (HMR-
TER) approach.

A few tests with a limited range of accuracy were made 
available.

S. Debnath et al. [35] An Audio-Visual Automatic Speech Recognition (AV-ASR) system 
was proposed to enhance the educational experience of those 
with physical disabilities by enabling hands-free computing.

As cluster size grows, accuracy decreases. This is due to the fact 
that a larger cluster size exhibits a dispersed representation of 
the data, lowering accuracy.

L. Pipiras et al. [36] An Automatic Speech Recognition (ASR) system was developed 
for the Lithuanian language.

With shorter input sequences, the proposed model works merely 
well; however, it struggles with larger sequences.

A. Lauraitis et al. [37] Bidirectional Long Short-Term Memory (BiLSTM) neural network 
and Wavelet Scattering Transform with Support Vector Machine 
(WST-SVM) classifier.

Although there is a significant association among phoneme 
and grapheme sequence lengths in the corpus of data, not all 
patterns have the same length.
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with total of eight kind of emotions which are recorded by 24 actors in 
a total of 12 sessions. The sampling rate of RAVDESS dataset is 48kHz 
with an average time of 3.5 s. 

IEMOCAP: It is another type of vastly utilized SER datasets, which 
consists of improvised and scripted dialogues obtained from 10 actors 
in 5 sessions. This dataset is comprised with the audio clip of 12 hours 
and the utterances are annotated with emotion labels. IEMOCAP 
dataset is comprised with four stages such as anger, sad, neutral and 
happiness.

SAVEE: This dataset is comprised with a total of 480 utterances 
with varying emotions recorded by 4 actors at Centre for Vision, 
Speech and Signal Processing (CVSSP). Every speaker speaks 120 
phonetically balanced English sentences based on 7 emotional classes. 

CREMA-D: This dataset comprises 7,442 original clips from 
91 actors. These clips have been gathered from 48 male and 43 
female actors among the ages of 20 and 74 from a diversity of races 
and ethnicities (African America, Asian, Caucasian, Hispanic, and 
Unspecified).

B.	Data Pre-Processing
Next to data acquisition, the pre-processing is performed to neglect 

the undesired information from the raw data. In this research, the data 
pre-processing is performed using pre-emphasis, removal of artifacts 
and removal of unvoiced segments. The process involved in the 
aforementioned techniques are presented in the following sub-sections.

1.	Pre-Emphasis
The speech signal pre-emphasis is the initial level of pre-processing 

in higher frequency. Here, the speech signal is transferred via high 
pass filter for enhancing the high-frequency band’s amplitude. In 
specific, this research makes use of Finite Response (FIR) filter that 

helps in the process of flattening high frequency audio signal. The 
process involved in pre-emphasis is represented in (1).

	 (1)

Where the pre-emphasized output is represented as P( y), the audio 
signal is represented as y and the filter co-efficient is represented as h.

2.	Removal of Artifacts
After flattening the high frequency signals, the process of removing 

artifacts takes place which is used to remove the useless data and 
helps in effective recognition of emotions. In this research, the artifact 
removal takes place using the Fast Fourier Transform (FFT) that helps 
to remove the useless artifacts so the power spectrum of individual 
signals is evaluated using (2) as follows:

	 (2)

Where the spectral power of improved speech signals are 
represented as Sm (e) and the total number of audio samples is 
represented as V.

3.	Removal of Unvoiced Segments 
Next to the stage of artifact removal, the unvoiced segments in 

the audio signals are removed, which increases the computational 
complexity while processing the audio signals. This research utilized 
Zero Cross Rate (ZCR) to remove the unvoiced segments. ZCR offers 
transition of signal over zero line which denotes noiseless measure in 
speech signals.  ZCR is evaluated using (3) as follows:

	 (3)

Where sign is the function that presents 1 for positive arguments 
and 0 for negative arguments. The time domain signal at the frame t is 
denoted as 𝑥[𝑛] which provides a measure of noiseless signal.

Thus, the pre-processing performed based on the fore mentioned 
techniques helps to remove the undesired information from the 
audio signal and helps to achieve better classification results thereby 
minimizing the complexity of the data. The pre-processed data is 
provided to the phase of extracting features. 

C.	Feature Extraction 
Next to pre-processing, the feature extraction is performed to 

extract the relevant features from the pre-processed output. This 
extraction of features will be based on prosodic and acoustic features. 
The prosodic features such as energy, entropy, pitch and formants are 
utilized to extract the relevant features. In a similar way, the acoustic 
features such as Linear Predictive Coding (LPC), Linear Prediction 
Cepstral Co-efficient (LPCC), Mel-Frequency Cepstral co-efficient 
(MFCC), spectral flux and Zero Cross Rate (ZCR) are extracted from 
the pre-processed output. 

1.	Prosodic Features
The prosodic features such as energy, entropy and pitch are 

considered. Among the three, energy acts as the fundamental speech 
signal processing. In emotion recognition, energy plays a major 
role in recognizing the speech signals. Secondly, pitch acts as the 
periodic standard where high frequency harmonics are captured. The 
characteristics can be retained for every individual frame and it is pre-
processed using short term analysis approach. The energy (E) , pitch 
(P) and entropy (H) are evaluated based on  (4)-(6) respectively. 

	 (4)

	 (5)

	 (6)

Input speech audio

EMO-DB IEMOCAP

RAVDESS

CREMA-D

SAVEE

Removal of unvoiced segments

Removal of artifacts

Data pre-processing

Pre-emphasis

Feature selection

Convergence based IJOA

Prosidic features

Feature extraction

Acoustic features

CP-LSTM with
a�ention mechanism

Classification

Fig. 1.  Workflow of the proposed SER framework.



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 9, Nº4

- 50 -

Where energy of speech frame is denoted as E, total count of frames 
is denoted as N and number of samples in the frame is denoted as 
Nw. The entropy is denoted as H, pitch frame is represented as P and 
the sampling frequency is represented as Fs. The low pitch frequency 
and high pitch frequency is represented as Fl and Fh respectively, 
measurement metric of glottal velocity is denoted as argmax.

2.	Acoustic Features
Other than prosodic features, the acoustic features are considered 

while extracting the features. The fore mentioned acoustic features 
such as LPC, LPCC, MFCC, spectral flux, and ZCR are considered 
while extracting the acoustic based features. 

LPC: The LPC computes the intensity of the input signal thereby 
eliminating the frequency of left over buzz. The remaining portion of 
the signal is achieved as residual signal that is represented in (7):

	 (7)

Where the linear co-efficient is denoted as α1, α1,… αp. 

LPCC: It is similar to the feature extraction performed by LPC 
where the Cepstral co-efficient is extracted from the features of LPC. 
Next to this, the representation of co-efficient is performed using the 
derivative of Fourier transform.

MFCC: It is the illustration of short time power spectrum of sound 
where the square magnitude of windowed speech signal is evaluated. 
The Mel scale filters along with log power spectrum is employed by 
overlapping the critical band filters. The co-efficient is assessed by 
performing Discrete Cosine Transform (DCT) of Mel-bin log energies 
is denoted in equation (8). 

	 (8)

Where, Mel cepstral coefficients are denoted as Ci, an amount of 
Mel filters at the filter bank is specified as B, i = 1, 2, …, p, amount of 
DCT points is denoted as p and the triangular filter bank function is 
represented as b.

Spectral flux: The speech signals which are pre-processed are 
obtained using the spectral flux to extract the various features of 
emotions. The spectral flux of the speech signal is denoted as SFm  
which is evaluated using (9) as follows: 

	 (9) 

Where the spectrum value of the speech signal at frame 𝑚 and 𝑚 − 
1 in frequency bin G are represented as E𝑚 (G) and E𝑚−1 (G) respectively, 
and total amount of points in the spectrum is denoted as pt.

ZCR: It is a general type of feature insert which quantifies the 
amplitude of the speech signal, which has a zero value threshold in 
a particular time frame. ZCR has the ability to distinguish among the 
voiced and unvoiced signals and mathematically ZCR is evaluated 
based on (10) as follows:

	 (10)

Where the length of signal S is represented as T and 1R<0 is the 
indicator function. 

Finally, the features which are extracted based on the prosodic 
features and the acoustic features are concatenated which is fed into 
the stage of feature selection to select the optimal features.

D.	Feature Selection
Next to the stage of extraction of features, the selection of optimal 

features is performed with the help of proposed Improved Jellyfish 
Optimization Algorithm (IJOA). The existing Jellyfish Optimization 
Algorithm (JOA) is based on the searching pattern while searching for 

the food. Initially, the jelly fish goes through ocean current then moves 
within the group based on two motions specified as type A and type 
B. A brief explanation about the iterative process involved in IJOA 
along with the enhancement made to select the relevant features are 
represented in the following sub-sections. 

1.	Overview of JOA
The movement of jelly fish is based on their active and passive 

behavior represented as type A motion and type B motion. The 
time control principle plays a major role in determining those two 
time varying motion types and this plays an important role in the 
development of controlling variation among type A and type B.

a)	 Initialization of Population 
In general, the population of optimization algorithms are initialized 

in a random manner. This randomized initialization results in minimal 
precision and limited running value. So in JOA, the initialization is 
performed using logistic maps and randomness is generated using 
chaotic maps. This is represented in (11) as follows:

	 (11)

Where logistic chaos value based on candidate’s position is 
represented as Pi and the population at initial stage is represented as 
P0.

b)	 Behavior of Following Ocean Current
The direction of each variable for candidate solution from the 

position to optimal position is represented as current direction 
 which is expressed in (12) as follows:

	 (12)

Where N, ec and μ represents population of individual candidates, 
attraction factor and position of jelly fish correspondingly. The optimal 
position of individual candidate is represented as P * and the variation 
among the optimal and the average location is represented as df = ec μ.

c)	 Movement of Jelly Fish
The movement of jelly fish is based on two types such as type A 

and type B. In type A, most of the candidate solutions do not show 
ability and in type B, the jelly fish starts the move in passage of time. 

(1) Movement of type A
It is the type of passive movement where individual candidate 

changes along the own position which is updated using (13) as follows:

	 (13)

Where upper and lower limit of the search space is denoted as Uh  
and Lb correspondingly, movement factor is represented as γ and the 
value of r3 lies among the range of (0,1).

(2) Movement of type B
It is the type of active movement where the individual candidate 

(j) is selected in a random manner. When the total quantity of food 
exceeds the location of selected candidates, the position of Pj exceeds 
the own location Pi . Every individual candidate migrates from one 
direction to another in search of food where the position of the 
candidate gets updated on the basis of (14) 

	 (14)

Where  is calculated as expressed in equations (15) and (16).

	 (15)

	 (16)
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d)	 Time Control Mechanism  
After the stage of capturing the movement, time control theory 

is utilized to adjust the varying candidate solutions. The candidate 
individuals present in the population of ocean current are denoted 
in (17).

	 (17)

Where the iterations at current stage and the maximum stage is 
denoted as t and T correspondingly.

2.	Convergence Based IJOA
The existing JOA faced issues related to poor precision value 

and tends to fall into the local optima. So, this research introduced 
improvisation in JOA by introducing sine and cosine learning factors, 
and a premature convergence strategy. The sine and cosine learning is 
based on stage of exploration and the premature convergence strategy 
is based on exploitation stage. The inducement of learning strategy 
and the premature convergence strategy helps to overcome the issues 
related to poor precision and poor convergence rate.

a)	 Factors Based on Sine and Cosine Learning for Exploration
In the exploration phase, jelly fish performs type B motion in the 

whole population. The jelly fish learns from the other individual in 
current population that results in certain inappropriateness and lacks 
a proper exchange among the population. This results in placement 
of proper candidate solution and slows down the convergence speed. 
Therefore, the learning factors such as ω1 and ω2 based on sine and 
cosine functions are introduced to enhance the capability of jelly 
fish to learn from random and best individuals. The presentation of 
learning strategies in the exploration stage helps to enhance the quality 
of candidate solution by identifying the optimal location and helps 
to improvise the convergence speed. The mathematical equations of 
sine and cosine learning factor are represented as ω1 and ω2 which are 
presented in (18) and (19) as follows:

	 (18)

	 (19)

During the stage of updating the type B movement, the location of 
the jelly fish got updated as is denoted in (20)

	 (20)

Where the value of  is represented in (15) and (16). The actual 
JOA utilizes a random learning technique to learn from their individual. 
Moreover, the poor fitness functions of the jelly fish limit the speed 
of convergence. Then, the sine and cosine factors help to learn from 
random solutions and help to enhance the quality of solution with 
quick convergence rate.

b)	 Premature Convergence Strategy for Exploitation
The existing JOA experience low exploitation due to the inability 

of algorithm to accelerate the convergence for an optimal solution. 
Additionally, the capacity of swarm exploitation for accomplishing 
a search in the population is restricted. This problem occurs in 
exploitation, that is important in updating solutions and enhancing the 
search in the population. The capacity of the algorithm is restricted, 
when the small solution is enhanced, and the capacity of swarm for 
searching other area maximizes when the r is high. The mathematical 
expression for premature convergence rate is denoted in (21).

	 (21)

Where the indices of three solutions which are picked up in a 
random manner from r1, r2 and r3, where the control parameter 
is represented as r. The value of control parameters lies in the 
range of 0 and 1 which is utilized in controlling the movement of 
current solution. The premature convergence strategy is used to 
accelerate the rate of convergence with randomly selected solutions 
from the population. This entire process involved in selecting the 
optimal features is performed using the proposed IJOA and emotion 
categorization from speech is carried out using CP-LSTM with 
attention mechanism.

E.	 Classification Using CP-LSTM With Attention Mechanism
The various forms of Long Short-Term Memory (LSTM) with 

various architectures are vastly utilized in the applications related to 
speech emotion recognition. The traditional architecture of LSTM is 
widely utilized in SER. However, there are issues because dependencies 
among the cells are not strong, which affects the overall classification 
efficiency. Then, this research introduced an effective classification 
approach using the proposed CP-LSTM with attention mechanism. 
Even with the closed output gate, the suggested CP-LSTM permits 
access to the previous cell state. Moreover, the content of previous 
memory cell helps to capture the complete dependency to improve 
the model accuracy. Also, the attention strategy is included in the final 
layer of CP-LSTM model that assists to choose the important term 
and capturing the complete pattern of training data. The addition 
of attention layer supports the model to generate syntactically and 
semantically [43]; the brief details about the traditional architecture of 
LSTM and the proposed CP-LSTM with attention mechanism for SER 
is explained in following sections.

1.	Convolutional Peephole LSTM With Attention Mechanism
The LSTM is a kind of Recurrent Neural Network (RNN) which has 

the capability to hold and remember the information for a particular 
period of time. The LSTM is highly recommended in processing the 
sequences from the selected features. The architectural diagram of the 
LSTM model is presented in Fig. 2. 
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Fig. 2.  Architectural diagram of the traditional LSTM model.

The architecture of LSTM is comprised with memory cells and 
three gates like forget, input and output gates in which data is stored 
using the memory cell and the control cell states are controlled using 
the remaining three gates. From Fig. 1, the line which is passed 
over architecture is represented as a memory pipe. The memory in 
previous state of memory line is denoted as Ct−1 and the memory pipe 
is organized based on three gates. The sigmoid function is used to 
convert output of forget gate from 0 to 1. The bitwise summation 
integrates the temporary memory which is created using input gate 
with prior memory state along with the final memory which is 
represented as Ct. 
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The forget gate is a single layered neural network which takes place 
in different operation and regulate the memory content of previous 
cell. The forget gate obtains output state ht−1, input vector 𝑥t and bias 
input bf . The final output generated from the forget gate is represented 
as ft among the range of 0 to 1 and it is multiplied with Ct−1. The lower 
value of ft prohibits the content of previous memory where the high 
value of ft permit prior memory state to contribute the current state. 
The forget gate is represented in (22).

	 (22)

The temporary memory state is comprised with sigmoid function 
and hyperbolic tangent function where sigmoid function produces 
output 𝑖t, which is integrated in previous state, and the tanh is a kind 
of activation function whose value lies among 0 and 1. The temporary 
memory with large tanh function contributes better to the memory cell 
which is represented in (23) and (24).

	 (23)

	 (24)

The output gate distinguishes the content ht at a time t and the 
value of ot in the range 0 to 1. When the value of Ot is equal to 1 then 
ht = Ct where the entire Ct is passed to next state ht. The outcome through 
the output gate and hidden state of succeeding layer is represented as 
ot and ht which is represented in (25) and (26) respectively.

	 (25)

	 (26)

Based on the architecture of LSTM, the control gates are not 
incorporated with memory cell. Moreover, the output gate of LSTM is 
in closed state during training time, which may result in inappropriate 
classification result in SER. Therefore, this research introduced an 
advanced LSTM architecture known as CP-LSTM with attention 
mechanism to rectify the issues aroused while performing emotion 
recognition from speech. 

a)	 CP-LSTM With Attention Mechanism for SER
The traditional LSTM architecture faced issues related to poor 

configuration among gates which prohibits the memory usage of prior 
memory states. The fore mentioned issue in traditional LSTM can 
be overwhelmed by introducing connection among individual gate 
and memory content which is referred as CP-LSTM. The peephole 
connection of CP-LSTM helps all the gates to access memory content. 
In CP-LSTM, the previous cell state Ct −1 is linked with the controlling 
gate which is referred as peephole connections and the presence of 
this peephole permits an additional parameter and a memory state 
as the input of CP-LSTM. The inclusion of this additional input in 
each gate allows admission to memory content of prior cell state. 
The architectural diagram of CP-LSTM with attention mechanism is 
represented in Fig. 3. The architecture of CP-LSTM is similar to the 
architecture of traditional LSTM which is based on the mathematical 
expressions listed in (27)-(31)

	 (27)

	 (28)

	 (29)

	 (30)

	 (31)

The proposed CP-LSTM utilized memory content of prior cell as 
input and the connection of Ct−1 in CP-LSTM enhances the accuracy 
of prediction tasks. The attention mechanism present in the CP-LSTM 
architecture evaluates weight for every individual word which is based 

on probability function that is used to evaluate the significant factors 
of input. The attention value of the signal is based on how much 
attention need to be paid while generating the recognition output from 
speech signals. When the speech signal is passed to the final hidden 
layer, the average weight of the speech signal is evaluated. Next to 
this, it is passed to the softmax layer with memory content of final 
hidden layer to predict emotion from speech. The attention weight of 
input features of speech signal is evaluated based on (32) as follows:  

	 (32)

Where last hidden layer which is created next to processing features 
is represented as . The attention mechanism in the CP-LSTM 
architecture helps to handle the problems of mapping large source 
to a static length. Moreover, the softmax layer is utilized to remove 
the outliers from output and map the vector. Thus, combination of 
proposed CP-LSTM with attention mechanism helps in an effective 
SER by recognizing the signal pattern, which results in better 
classification accuracy. 

IV.	Results and Analysis

This section presents the analysis of the results achieved by 
evaluating the proposed CP-LSTM with attention mechanism with 
the state of art techniques and the existing approaches. Moreover, 
the efficiency of IJOA is evaluated with state of art optimization 
techniques while selecting the relevant features.

A.	Experimental Setup and Evaluation Metrics
The efficiency of the CP-LSTM with attention mechanism based on 

the features selected using IJOA is implemented in python software 
and the system has configuration such as 16 GB RAM, i7 processor and 
windows 11 OS. The efficiency of the proposed approach is evaluated 
by considering the performance metrics such as accuracy, precision, 
recall and F1 score. Table II presents the performance metrics and the 
respective formula used while evaluation.

TABLE II. Evaluation Metrics

Metrics Formulae

Accuracy (A)

Precision (P)

Recall (R)

F-1 score (F)

A�ention layer (weighting of features)

Selected features
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Fig. 3.  Architectural diagram of CP-LSTM with attention layer. 
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Where TP and TN denote true positives and true negatives 
whereas the false positives and false negatives are represented as 
FP and FN respectively.

B.	Performance Analysis
In this section, the performance of the proposed CP-LSTM with 

attention mechanism along with the proposed feature selection 
approach using IJOA is evaluated. The datasets EMO-DB, IEMOCAP, 
RAVDESS and SAVEE are used to evaluate the efficiency of IJOA and 
CP-LSTM. The quantitative analysis of the proposed method with all 
five datasets is presented in Table III.

TABLE III. Quantitative Evaluation of Proposed Approach

Datasets Accuracy (%) Precision (%) Recall (%) F-1 score (%)
EMO-DB 99.59 98.76 98.21 99.82

IEMOCAP 99.88 98.12 98.40 98.36
RAVDESS 99.54 99.83 99.57 98.36

SAVEE
CREMA-D

98.89
99.12

98.57
98.83

98.19
98.76

98.43
98.81

The Table III shows that the proposed approach accomplished an 
accuracy of 99.59%, 99.88%, 99.54%, 98.89% and 99.12% respectively for 
EMO-DB, IEMOCAP, RAVDESS, SAVEE and CREMA-D datasets. The 
following section presents the detailed analysis of the experimental 
outcome possessed by IJOA and CP-LSTM with attention mechanism 
for the different datasets.

1.	Evaluation Based on Feature Selection
In this sub-section, the performance of IJOA utilized in feature 

selection is evaluated with the state of art optimization techniques such 
as Whale Optimization Algorithm (WOA), Grasshopper Optimization 
Algorithm (GOA) and Jellyfish Optimization Algorithm (JOA). The 
evaluation is performed by considering the five datasets utilized in 
this research. First, the efficiency of IJOA is evaluated with the existing 
optimization techniques such as WOA, GOA and JOA for EMO-DB 
dataset. The experimental outcome achieved while evaluating IJOA 
with existing ones for EMO-DB dataset is presented in table IV.

TABLE IV. Evaluation of IJOA for EMO-DB Dataset

Method Accuracy (%) Precision (%) Recall (%) F-1 score (%)
WOA 97.35 96.22 96.81 96.05
GOA 97.62 96.75 96.87 96.27
JOA 96.81 97.20 96.15 96.69
IJOA 99.24 97.61 97.48 96.81

Experimental outcome from Table IV shows that IJOA achieved 
better results than the state of art optimization techniques. The 
accuracy of the proposed IJOA is 99.24% which is comparably higher 
than WOA, GOA and JOA with accuracies of 97.35%, 97.62% and 
96.81%. Fig. 4 shows the graphical depiction of IJOA’s performance for 
EMO-DB dataset.
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Fig. 4. Graphical representation of optimization techniques performance on 
EMO-DB dataset. 

Secondly, the performance of IJOA is evaluated with WOA, GOA 
and JOA for IEMOCAP dataset. Table V shows the experimental 
results achieved while evaluating IJOA with state of art optimization 
techniques.

TABLE V. Evaluation of IJOA for IEMOCAP Dataset

Method Accuracy (%) Precision (%) Recall (%) F-1 score (%)

WOA 96.12 95.23 95.39 95.28

GOA 95.66 96.21 96.58 96.59

JOA 97.18 96.68 96.19 96.17

IJOA 99.37 99.82 99.76 99.10

Table V shows IJOA achieved better results than state of art 
optimization techniques. The accuracy of the proposed IJOA is 99.37% 
which is comparably higher than WOA, GOA, and JOA with accuracies 
of 96.12%, 95.66% and 97.18% respectively. Fig. 5 shows the graphical 
depiction of IJOA’s performance for IEMOCAP dataset.
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Fig. 5. Graphical representation of optimization techniques performance on 
IEMOCAP dataset.

Thirdly, the performance of IJOA is evaluated with WOA, GOA 
and JOA for RAVDESS dataset. Table VI shows the experimental 
results achieved while evaluating IJOA with state of art optimization 
techniques.

TABLE VI. Evaluation of IJOA for RAVDESS Dataset

Method Accuracy (%) Precision (%) Recall (%) F-1 score (%)

WOA 94.21 96.90 96.01 96.22

GOA 96.59 97.55 95.89 95.97

JOA 97.82 96.81 96.27 96.80

IJOA 99.98 98.81 99.89 99.82

Table VI exhibits IJOA achieved better results than state of art 
optimization techniques. The accuracy of the proposed IJOA is 99.98% 
which is comparably higher than WOA, GOA, and JOA with accuracies 
of 94.21%, 96.59% and 97.82% respectively. Fig. 6 shows the graphical 
depiction of IJOA’s performance for RAVDESS dataset.

100

98

96

94

92

90

Va
lu

es
 (%

)

Methods
WOA GOA JOA IJOA

Accuracy Precision Recall F1- score

Fig. 6. Graphical representation of optimization techniques performance on 
RAVDESS dataset. 
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Finally, the performance of IJOA is evaluated with WOA, GOA 
and JOA for SAVEE dataset. Table VII shows the experimental 
outcome achieved while assessing IJOA with state of art optimization 
techniques.

TABLE VII. Evaluation of IJOA for SAVEE Dataset

Method Accuracy (%) Precision (%) Recall (%) F-1 score (%)
WOA 96.82 96.78 96.82 96.29
GOA 97.11 97.80 97.99 97.87
JOA 97.56 97.25 97.69 97.58
IJOA 98.81 98.66 98.85 99.82

Table VII exhibits IJOA achieved better results than state of art 
optimization techniques. The accuracy of the proposed IJOA is 98.81% 
which is comparably higher than WOA, GOA, and JOA with accuracies 
of 96.82%, 97.11% and 97.56% respectively. Fig. 7 shows the graphical 
depiction of IJOA’s performance for SAVEE dataset.
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Fig. 7.  Graphical representation of optimization techniques performance on 
SAVEE dataset.

The table VIII shows the experimental results accomplished while 
evaluating IJOA with state of art optimization methods on CREMA-D 
dataset.

TABLE VIII. Evaluation of IJOA for CREMA-D Dataset

Method Accuracy (%) Precision (%) Recall (%) F-1 score (%)

WOA 95.38 94.18 95.44 95.26

GOA 95.91 95.73 96.19 96.43

JOA 96.56 96.49 96.38 96.71

IJOA 98.91 98.19 97.91 98.05

Table VIII shows that IJOA attained best results than state of art 
optimization methods. The accuracy of the proposed IJOA is 99.91% 
which is greater than WOA, GOA, and JOA with accuracies of 95.38%, 
95.91% and 96.56%, respectively. Fig. 8 displays the graphical depiction 
of IJOA’s performance for CREMA-D dataset.
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Fig. 8.  Graphical representation of IJOA’s performance on CREMA-D dataset.

The overall results from Table IV – VIII show that the proposed 
IJOA achieved better results in overall performance metrics when it 

is compared with existing optimization techniques. For example, the 
accuracy of the proposed IJOA for SAVEE dataset is 98.81% which is 
comparably higher than WOA, GOA, and JOA methods. The optimal 
outcome of proposed IJOA is due to inclusion of the sine and cosine 
learning factors for exploration and the premature convergence 
strategy for stage of exploitation.

2.	Evaluation Based on Classifier
In this sub-section, the performance of the proposed CP-LSTM 

with attention mechanism is evaluated based on its efficiency in SER 
with the five datasets utilized in this research. The performance of 
CP-LSTM with attention mechanism is evaluated with Recurrent 
Neural Network (RNN), Deep Belief Network (DBN) and Long Short 
Term Memory (LSTM) with attention mechanism. The performance 
is evaluated with the five publicly available datasets EMO-DB, 
IEMOCAP, RAVDESS, SAVEE and CREMA-D. Table IX  shows the 
results achieved by the suggested classifier for EMO-DB dataset. 

TABLE IX. Comparison of Different Classifiers With Attention 
Mechanism for EMO-DB Dataset

Method Accuracy (%) Precision (%) Recall (%) F-1 score (%)

RNN 96.11 95.23 95.90 95.57

DBN 95.26 96.20 96.96 96.58

LSTM 97.02 96.53 96.62 96.57

CP-LSTM 99.59 98.76 98.21 99.82

The classification accuracy of CP-LSTM with attention mechanism 
is 99.59% which is comparably higher than the existing RNN, DBN and 
LSTM with accuracies of 96.11%, 95.26% and 97.02%.

Secondly, the performance of CP-LSTM with attention mechanism 
is evaluated for IEMOCAP dataset. Table X shows the results achieved 
by the suggested classifier for IEMOCAP dataset. 

TABLE X. Comparison of Different Classifiers With Attention 
Mechanism for IEMOCAP Dataset

Method Accuracy (%) Precision (%) Recall (%) F-1 score (%)

RNN 96.35 97.91 96.12 96.61

DBN 96.82 98.53 97.34 96.62

LSTM 97.25 97.75 97.96 97.42

CP-LSTM 99.88 98.12 98.40 98.36

The classification accuracy of CP-LSTM with attention mechanism 
is 99.88% which is comparably higher than the existing RNN, DBN and 
LSTM with accuracies of 98.12%, 98.12% and 98.40%.

Thirdly, the performance of CP-LSTM with attention mechanism is 
evaluated for RAVDESS dataset. Table XI  shows the results achieved 
by the suggested classifier for RAVDESS dataset. 

TABLE XI. Comparison of Different Classifiers With Attention 
Mechanism for RAVDESS Dataset

Method Accuracy (%) Precision (%) Recall (%) F-1 score (%)

RNN 97.23 97.87 98.33 97.59

DBN 98.28 95.64 95.80 95.87

LSTM 97.53 98.82 98.97 98.48

CP-LSTM 99.54 99.83 99.57 98.36

The classification accuracy of CP-LSTM with attention mechanism 
is 99.54% which is comparably higher than the existing RNN, DBN and 
LSTM with accuracies of 97.23%, 98.28% and 97.53%. Table XII shows 
the results achieved by the suggested classifier for SAVEE dataset. 
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TABLE XII. Comparison of Different Classifiers With Attention 
Mechanism for SAVEE Dataset

Method Accuracy (%) Precision (%) Recall (%) F-1 score (%)
RNN 96.21 95.09 97.56 96.41

DBN 96.09 97.02 96.78 96.89

LSTM 97.78 97.54 96.99 97.57

CP-LSTM 98.89 98.57 98.19 98.43

The classification accuracy of CP-LSTM with attention mechanism 
is 98.89% which is comparably higher than the existing RNN, DBN 
and LSTM with accuracies of 96.21%, 96.09% and 97.78%. Finally, the 
performance of CP-LSTM with attention mechanism is evaluated for 
CREMA-D dataset which is shown in Table XIII. 

TABLE XIII. Comparison of Different Classifiers With Attention 
Mechanism for CREMA-D Dataset

Method Accuracy (%) Precision (%) Recall (%) F-1 score (%)
RNN 95.83 95.16 96.16 95.93

DBN 96.76 96.43 96.82 96.59

LSTM 97.98 97.59 97.38 97.17

CP-LSTM 99.12 98.83 98.76 98.81

The classification accuracy of CP-LSTM with attention mechanism 
is 99.12% which is comparably higher than the existing RNN, DBN and 
LSTM with accuracies of 95.83%, 96.76% and 97.98%.

Table IX - Table XIII show the results achieved while evaluating 
the proposed classifier with the five publicly available dataset utilized 
in this research. The performance of the proposed classifier seems to 
be high when it is compared with the existing state of art classifiers. 
The outstanding result of the proposed classification approach is due 
the peephole connection of CP-LSTM helps all the gates to evaluate 
memory content. In CP-LSTM, the prior cell state linked with the 
controlling gate represented as peephole connections and the presence 
of this peephole permits an additional parameter and a memory 
state as the input of CP-LSTM. The attention mechanism in the CP-
LSTM architecture helps to handle problems of mapping large fixed 
length. Thus, combination of the proposed CP-LSTM with attention 
mechanism helps in an effective SER by recognizing the signal pattern 
and results in better classification accuracy. 

C.	Comparative Analysis 
In this section, the efficiency of the proposed classifier is assessed 

with existing techniques based on SER. The comparison is performed 
with existing techniques such as DNN-DHO [22], DH-AS [23], D-CNN 
[24], CEOAS [25], CNN-LSTM [29] and CNN [33]. Table XIV shows 
the results achieved while evaluating the suggested approach with 
existing techniques and different datasets.

In an overall, the suggested method attained better results than 
existing ones due to the effective feature selection performed using 
IJOA and the efficient classification performed using the proposed 
CP-LSTM with attention mechanism. For example, the classification 
accuracy of CP-LSTM for RAVDESS dataset is 99.54% which is 
comparably higher than DNN-DHO, DH-AS, D-CNN and CNN-LSTM 
with accuracies of 97.5%, 95.6%, 85% and 97.01% respectively. 

D.	Discussion
This sub-section provides a brief discussion about the results 

achieved while evaluating CP-LSTM along with its advantages. In 
performance analysis, the efficiency of CP-LSTM with attention 
mechanism is evaluated with five publicly available datasets (EMO-DB, 
IEMOCAP, RAVDESS, SAVEE and CREMA-D). The proposed IJOA used 
for feature selection outperforms state of art optimization techniques 

such as WOA, GOA, and JOA. Similarly, CP-LSTM outperforms state 
of art classification approaches such as RNN, DBN and LSTM. The 
comparative analysis demonstrates that the CP-LSTM with attention 
mechanism offers better performance than the existing techniques 
such as DNN-DHO, DH-AS, D-CNN, CEOAS and CNN-LSTM. The 
sine and cosine functions incorporated in exploration stage of IJOA 
help to improve the candidate solution’s quality while searching 
for optimum subset of features. This enhanced searching capacity 
of IJOA helps to mitigate the irrelevant features which is helpful in 
enhancing the recognition. On the contrary, the designed CP-LSTM 
allows the access to the previous cell state that leads to acquire the 
complete dependency for enhancing the SER performances. Further, 
the attention strategy included in the final layer of CP-LSTM is used 
for selecting the significant term and obtaining the complete pattern 
of training information for an additional improvement in the SER.

V.	 Conclusion

This research study introduced an effective classification approach 
using CP-LSTM with attention mechanism where the selected 
features are provided as input using IJOA. The major contribution of 
this research is to produce a robust framework for speech emotion 
recognition using five datasets namely, EMO-DB, IEMOCAP, 
RAVDESS, SAVEE and CREMA-D. These five datasets are pre-
processed using pre-emphasis, removal of artifacts and removal of 
unvoiced segments to remove the undesired information from the 
signals. Then, the extraction of features takes place using prosodic 
features and acoustic features. The prosodic features such as energy, 
entropy, pitch and formants are utilized to extract the relevant 
features. In a similar way, the acoustic features such as LPC, LPCC, 
MFCC, spectral flux and ZCR are extracted from pre-processed output. 
Next to the feature extraction, the IJOA is used to select the relevant 
features which are fed into the classification that is performed using 
CP-LSTM with attention mechanism. The experimental results exhibit 
effectiveness of suggested approach by analyzing the classification 
accuracy for EMO-DB, IEMOCAP, RAVDESS and SAVEE datasets, 
which are 99.59%, 99.88%, 99.54% and 98.89% respectively, which is 

TABLE XIV. Comparative Table

Method Dataset Accuracy 
(%)

Precision 
(%)

Recall 
(%)

F-1 score 
(%)

DNN-DHO [22] RAVDESS 97.5 97.52 97.75 97.19

DH-AS [23] SAVEE 95.73 98.21 94.6 96.37

RAVDESS 95.6 98.33 94.26 96.25

D-CNN [24] EMO-DB 95 95.5 85 85.2

SAVEE 82 74.8 72.9 73.7

RAVDESS 85 85.4 85.4 85.4

CEOAS [25] EMO-DB 98.72 DNA DNA DNA

SAVEE 98.01 DNA DNA DNA

IEMOCAP 74.25 DNA DNA DNA

CNN-LSTM [29] SAVEE 90.62 DNA DNA DNA

RAVDESS 97.01 DNA DNA DNA

CNN [33] IEMOCAP 63 DNA DNA DNA

RAVDESS 83 DNA DNA DNA

CREMA-D 68 DNA DNA DNA

CP-LSTM 
with attention 

mechanism

EMO-DB 99.59 98.76 98.21 99.82

SAVEE 98.89 98.57 98.19 98.43

IEMOCAP 99.88 98.12 98.40 98.36

RAVDESS 99.54 99.83 99.57 98.36

CREMA-D 99.12 98.83 98.76 98.81
*DNA- data not available
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comparably higher than the existing state-of-the-art models. Similarly, 
while working on RAVDESS dataset, the existing DNN-DHO, DH-AS, 
D-CNN and CNN-LSTM attained an accuracy of 97.5%, 95.6%, 85% and 
97.01% respectively which is lower than proposed approach which 
has 99.54% accuracy.  In the future, the suggested framework will be 
further implemented for time scenarios in industries and healthcare to 
analyze the classification accuracy.

Notation List

symbol Description
P(y) Pre-emphasized output

y Audio signal
h Filter co-efficient

Sm (e) Spectral power of improved speech signals
V Total number of audio samples

sign Function
𝑥[n] Time domain signal 

E Energy of speech frame
P Pitch frame
H Entropy 
N Total count of frames
Fs Sampling frequency
Fl Low pitch frequency 
Fh High pitch frequency 

argmax Measurement metric of glottal velocity 
S(n) Residual signal

α1, α1, … αp Linear co-efficient

b Triangular filter bank function
SFm Spectral flux of the speech signal

Em (G) Spectrum value of speech signal
S Signal 
T Length of signal

1R<0 Indicator function
Pi Candidate’s position
P0 Population at initial stage is represented as 

Direction of each variable
N Population of individual candidates
ec Attraction factor
μ Position of jelly fish
P* Optimal position of individual candidate

df Variation among the optimal and the average 
location

Ub and Lb Upper and lower limit
γ Movement factor
j Individual candidate 

Pj Position 
Pi Location 
t Current iterations
T Maximum iteration

ω1 and ω2  Sine and cosine learning factor
r1, r2 and r3 Random variables

r Control parameter
Ct−1 Previous cell state 

exp( ) Last hidden layer

TP True Positive

TN True Negative

FP False Positive

FN False Negative
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Abstract

Aspect-based multimodal sentiment analysis under social media scenario aims to identify the sentiment polarities 
of each aspect term, which are mentioned in a piece of multimodal user-generated content. Previous approaches 
for this interdisciplinary multimodal task mainly rely on coarse-grained fusion mechanisms from the data-level or 
decision-level, which have the following three shortcomings:(1) ignoring the category knowledge of the sentiment 
target (mentioned in the text) in visual information. (2) unable to assess the importance of maintaining target 
interaction during the unimodal encoding process, which results in indiscriminative representations considering 
various aspect terms. (3) suffering from the semantic gap between multiple modalities. To tackle the above 
challenging issues, we propose an optimal target-oriented knowledge transportation network (OtarNet) for this task. 
Firstly, the visual category knowledge is explicitly transported through input space translation and reformulation. 
Secondly, with the reformulated knowledge containing the target and category information, the target sensitivity 
is well maintained in the unimodal representations through a multistage target-oriented interaction mechanism. 
Finally, to eliminate the distributional modality gap by integrating complementary knowledge, the target-sensitive 
features of multiple modalities are implicitly transported based on the optimal transport interaction module. 
Our model achieves state-of-the-art performance on three benchmark datasets: Twitter-15, Twitter-17 and Yelp, 
together with the extensive ablation study demonstrating the superiority and effectiveness of OtarNet.
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I.	 Introduction

Social media websites provide interactive platforms to facilitate 
the creation and sharing of individuals’ expressions through 

multiple social activities (for example, ’like’, ’reply’, ’retweet’, ’@’, 
’share’ in Twitter) [1]. Fine-grained sentiment analysis over these user 
generated content (UGC) in social websites (e.g., Twitter, Flickr) are 
effective in understanding public opinions toward social hotspots or 
figures, and it has drawn increasing recent attention in both academia 
and industry [2]. For example, socialists and psychologists have strong 
interests in understanding individual reactions toward specific social 
issues. Companies are willing to acquire online evaluations of their 
products as feedback to make further improvements. Therefore, how 
to incorporate heterogeneous multimodal information to conduct 
fine-grained sentiment analysis over the mentioned aspect terms has 
become an emerging interdisciplinary research problem, proposed as 

Aspect-Based Multimodal Sentiment Analysis (ABMSA) [3]-[5]. 

Despite the well-established research fields of multimodal learning 
and affective computing, there are under-researched challenges for the 
aspect-based multimodal sentiment analysis (ABMSA) toward social 
media user-generated content (UGC): (1) Due to the viral nature of 
internet posts, sentences in social media UGC are always shorter, more 
informative and informal compared to the well-organized reviews 
used for traditional affective computing. (2) The visual information is 
much noisier with multiple objects for UGC than for videos of human 
speakers commonly leveraged in multimodal sentiment analysis. (3) 
Except for the modality gap that commonly presents in multimodal 
learning, there are additional semantic gaps for social media UGC, 
considering the fact that linguistic information in UGC focuses more 
on opinions reflecting sentiment polarities, while visuals imply more 
on the sentiment targets. These peculiarities limited the performance 
of methods developed for traditional opinion mining tasks [6], [7].
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However, most existing research makes little targeted effort to 
social media aspect-based multimodal sentiment analysis. Traditional 
multimodal methods with early fusion in data-level [8], [9], or late 
fusion in decision-level [10],[11], suffer the problem of extra input 
redundancy and distributional modality gap, which result in the 
suboptimal performance for multimodal interaction. Although 
[1],[12], [13] have made attempts to eliminate the modality gap 
through modified cross-modal attention mechanisms, they neglect 
the semantic gap in social media user-generated content described 
above, especially the underlying target category knowledge in visual 
components. These semantic gaps may finally result in the increasing 
risk of misalignment in inter-modal interactions. Besides, previous 
works also neglect the importance of maintaining target sensitivity, 
which is particularly essential in acquiring discriminative multimodal 
representations to perform fine-grained analysis considering various 
aspect terms.

In this paper, we propose OtarNet, a multi-stage knowledge 
transportation framework based on optimal transport (OT) for 
ABMSA, which is effective in maintaining target sensitivity to avoid 
triviality and misalignment, caused by insufficient aspect interaction 
and semantic gaps respectively. Firstly, we explicitly transport the 
visual category knowledge through input space translation and 
reformulation, through which we acquire a synthetic sequence to 
supply context information. Secondly, the synthetic context sequence 
is incorporated into the unimodal encoding process, and ensures 
the good maintenance of target sensitivity through the proposed 
intra-modality target interaction mechanism, which outputs target-
sensitive unimodal representations rich in semantic knowledge. 
Thirdly, the multiple unimodal representations are fed into the 
optimal transport interaction module, in which the inter-modality 
complementary knowledge (i.e. opinion knowledge in text and target 
knowledge in image) is implicitly transported to the other modality. 
Our contributions are summarized as follows:

•	 We propose OtarNet, a multi-stage knowledge transportation 
framework for aspect-based multimodal sentiment analysis. 
OtarNet explicitly transports the visual context knowledge before 
feature fusion to maintain target sensitivity, which is neglected by 
most multimodal approaches developed for traditional sentiment 
analysis. The proposed intra-modality target interaction 
mechanism is effective in avoiding triviality and misalignment.

•	 We leverage the optimal transport interaction to implicitly 
transport inter-modality complementary knowledge. OT 
interaction is effective in eliminating the distributional modality 
and semantic gap, which puts an extra burden on previous data-
level or decision-level fusion techniques.

•	 We conduct extensive quantitative and qualitative experiments 
on three benchmark datasets: Twitter-15, Twitter-17 and Yelp. 
The newly-achieved state-of-the-art performance, together with 
the extensive ablation studies and visualizations demonstrate the 
superiority and effectiveness of OtarNet.

II.	 Related Work

Despite the well-established field of sentiment analysis, our OtarNet 
focuses on aspect-based (aspect term) multimodal sentiment analysis, 
which is a novel challenge proposed firstly in 2019 by [3] and drawing 
increasing attention. This relatively new task stemmed from two lines 
of research, namely fine-grained sentiment analysis and multimodal 
sentiment analysis.

A.	Fine-Grained Sentiment Analysis
Fine-grained sentiment analysis aims to identify the sentiment 

polarity of a textual sentence on a given aspect or target [14]. Its 

research methods can be divided into three main groups: traditional 
feature selection based methods, neural network based methods and 
adaption of transformer-style models.

Early lexicon-based methods [15], [16] were established on 
handcrafted features such as lexical, syntactic and semantic features. 
These studies always demanded for a professional prior knowledge in 
linguistics [17], [18] and sometimes failed to capture the dependency 
between the given target and associated context. Later, neural 
networks with higher capability of encoding original features as 
continuous vectors were applied. [19]–[21] modified Long Short-
Term Memory (LSTM) recurrent networks with stronger expressive 
power by attention mechanism to incorporate key information in 
sentence to a target aspect. [22] chose to use Gated Recurrent Unit 
(GRU) modules to utilize content information, which was able to 
deal with the syntactically structures of complex sentence. Moreover, 
sophisticated neural models with subtle intermediate attention were 
developed. [23] designed a Memory Network with multi-hop attention 
and external memory, which can explicitly capture the importance of 
each context word. [20], [24] leveraged multi-layer and multi-grained 
attention correspondingly to exploit semantic dependencies between 
opinion words in multi-level modeling for aspects. Recently, since the 
pre-trained language model [25] has made success in many tasks, [6] 
utilized BERT with an additional corpus and realized performance 
improvement in both aspect extraction and sentiment label 
classification. [26] achieved accurate prediction for this task which has 
been translated to a sentence-pair classification task by constructing 
auxiliary sentences. However, these studies fail to consider visual 
features that may boost these text-based approaches, which are one 
key factor of this paper.

B.	Multimodal Sentiment Analysis
Multimodal sentiment analysis is an emerging research, the 

goal of which is to regress or classify the overall sentiment of an 
utterance integrating textual and non-textual information. Relative 
methods can also be divided into three groups: feature engineering 
methods, neural network based methods and modification of large 
pretrained models.

Early work mainly focused on feature engineering, which [27] 
combined adjective-noun pairs with linguistic features to calculate 
sentiment scores, and [28] proposed to fuse text and image features 
to obtain similarity of two instances for a new neighborhood 
classifier. Then motivated by the fusion approaches in feature and 
score-level [29], [30], pre-trained text and image CNNs [31] were 
conducted to extract feature and combine these multimodal features 
to train a logistics regression model. [32] modified LSTM to capture 
interactions between modalities through time. After that, models 
modified with attention mechanism [1], [12], [13] were proposed, 
[33] introduced a novel Attention-Based Modality-Gated Networks 
(AMGN) to learn the fine-grained correlation and the discriminative 
features between different modalities. In 2019, [3] introduced a Multi-
Interactive Memory Network (MIMN) to supervise the textual and 
visual information under the given aspect. MIMN learned not only the 
interactive influences between cross-modality data but also the self 
influences in single-modality data. And more recently, [4] modified 
BERT architecture based on target-sensitive cross attention to capture 
the interaction between modalities. [34] proposed EF-CapTrBERT 
model to solve this task through input space translation, exploiting 
generated caption to substitute original images.

However, the existing approaches mainly focus on eliminating 
the modality gap generated by unimodal encoding procedures. Our 
OtarNet focuses more on target sensitivity and semantic gaps, which 
are solved based on multi-stage knowledge transportation and Optimal 
Transport Interaction.
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C.	Optimal Transport
Recently, Optimal Transport (OT) has attracted increasing 

attention in multiple fields [35]. As one of the research hotspots 
from optimization theory, OT has excellent performance on sequence 
alignment and domain adaption problems. By finding the best 
transportation plan between two data distributions with minimum 
cost, OT explicitly formulates signals to provide additional guidance 
[36]. Thus OT has achieved promising results compared to attention-
based approaches guided by task-specific loss only [37]. For OT 
applications related to knowledge transportation, [38] explicitly 
distilled the knowledge of the monolingual summarization teacher 
into the student through an OT-based distance, which is effective in 
estimating the discrepancy and constructing cross-lingual correlation. 
And VOLT [39] formulated the quest of vocabularization as an optimal 
transport (OT) problem by finding the optimal transport matrix from 
the character distribution to the vocabulary token distribution. [40] 
used the transport plan as an ad-hoc attention score in the context of 
network embedding to align data modalities. MuLOT [41] utilized OT-
based domain adaptation to learn strong cross-modal dependencies 
for sarcasm and humor detection. [42] innovatively revisited the label 
assignment from a global perspective and proposed to formulate the 
assigning procedure as an optimal transport (OT) problem. However, 
none of these studies have exploited optimal transport to implicitly 
incorporate complementary knowledge in ABMSA.

III.	Problem Definition

Given a set of multimodal samples (e.g., tweets from Twitter) 
𝒟. Each piece of user-generated content 𝐶 ∈ 𝒟  consists of text 
information 𝑇 with 𝑛 words [𝑤1, ..., 𝑤𝑛] (e.g., [Taylor Swift drawn with 
colored pencils! [emoji] ]) and an associated image I (e.g., first picture 
in Fig. 1). The sentiment target Ttar , as a sub-sequence of words in T 
is also given (e.g., [Taylor Swift]), which is assigned a sentiment label 
ytar, belonging to a given label set, such as {positive, negative, neutral} 
for Twitter and rating scores {1, 2, 3, 4, 5} for YELP. Our problem 
definition can be stated as follows: given 𝒟 as training corpus, the 
task goal is to learn a target-oriented sentiment classifier, so that it can 

correctly predict sentiment labels ytar for sentiment targets Ttar when 
encountering unseen samples. Note that there may be one or more 
targets mentioned in one sentence T, and the model needs to predict a 
single sentiment label for each associated target.

A lot of this going on in Chapel
Hill, North Carolina today  

Relaxing in a park of 
Alabama 

Aspect-Based Multimodal Sentiment Analysis

British Library London

Targets Taylor Swi� British Library Chapel Hill Alabama 

Visual
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Linguistic
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Social
Media

Se�ings 

Visual clues are complex
with variable relevance

Complex, Noised,
Low relevance

Simple, Clean
High relevance

Texts are short, expressions are informal, wtih twisted
meanings and emojis or memes

Taylor Swi� drawn with
colored pencils! 

Fig. 1. An example of aspect-based multimodal sentiment analysis (ABMSA) 
from Twitter. One or more target aspect terms will be mentioned in the text 
for one piece of user-generated content (UGC). The difficulties of analyzing 
social media UGC lie in their convenient non-standard writing and network 
vocabulary.

IV.	Proposed Methodology

In this section, we formulate our task firstly and then decompose 
OtarNet, as Fig. 2 shows, into three main components: (1) Intra-
modality target knowledge transportation, which combines the 
semantic fusion and implicit fusion through incorporating constructed 
bridge sentence and bridge feature to calculate the target-sensitive 
feature. (2) Inter-modality complementary knowledge translation, 
which enhances the interactivity across image and text modalities. (3) 
Multimodal feature fusion, which conducts the final stage of fusion to 
capture the interior relationship between modalities. (4) Optimization 
process with a classifier is finally leveraged to minimize the standard 
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Fig. 2. The workflow of the proposed model OtarNet. Firstly, the auxiliary sentence with its representations are reconstructed through the Input Space 
Translation Module. Secondly, the auxiliary sequences containing target information are explicitly transported into the two unimnodal encoding processes, 
which generate two target-sensitive features. Thirdly, the target-sensitive features are intergrated through the OIptimal Transport-Based Interaction Module, 
which are designed to capture the complementary knowledge in multiple modalities. Finally, the multi-head attention-based fusion layer is leveraged to 
integrate the multimodal features, which are then used for classification.
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cross-entropy loss function as the objective. The aforementioned 
modules are introduced in the following subsections, respectively.

A.	Intra-Modality Target Knowledge Transportation
This section introduces the process of transporting target 

knowledge during the unimodal encoding procedure.

1.	Input Space Translation & Reformulation
This module is leveraged to distill the object-level target information 

in complex visuals, and generate a synthetic context sequence with 
its features learned by a pretrained language model1. The detailed 
information of this module is displayed in Fig. 3.

UGC Text
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Target

Distilled Object
Information

Synthetic Context
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Reformulation Pretained
Language

Model

Synthetic Context
Feature

Non-Autorefressive
Text Generator
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CLS
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DIV
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Taylor Swi� drawn
with colored pencils!

Fig. 3. Procedure of Input Space Translation & Reformulation.

Let Cu denote the content generated by user u, which contains a 
piece of text information (e.g. tweets, retweets or comments) Tu 
and an associated image Iu. To follow the work of [34], we exploit a 
transformed-style architecture to implement a non-autoregressive 
text generator GAu(Iu), through which the object-level target 
information is distilled into caption sentences. To leverage the aspect 
term information in the text modality, as well as the distilled visual 
information, we reconstruct the auxiliary sentence SAu: 

	 (1)

where Tas denotes the aspect term containing a sub-sequence of k 
words {t1, ..., tk} from text information Tu, GAu(Iu) denotes the caption 
generator [34], implemented by utilizing a carefully designed variant 
model from DETR (DEtection TRansformer) [43] to get the m caption 
words {c1, ..., cm}. Parameters of the caption generator GAu in (1) are 
pretrained well and frozen during the whole experiment.

With the obtained auxiliary sentence, we can explicitly transport 
the context knowledge into the linguistic encoding process in the 
input space. And for the visual stream, the context knowledge can be 
transported in the feature space, thus we adopt a pretrained language 
model, which shares the same parameters with the linguistic encoder, 
to get the auxiliary context features Fau.

2.	Linguistic Knowledge Transportation & Encoding
This module is designed to incorporate target information while 

implementing the linguistic encoding process. As shown in Fig. 2, 
linguistic target interaction is leveraged before the encoding stage. 
As the pre-trained language models (like BERT, RoBERTa [6], [25]) 
can help acquire contextualized word representations with initialized 
parameters, which get well-trained over a large corpus. Thus the 
transformer-style encoders in sentence-pair classification mode 
are leveraged to integrate the input sentence and the reconstructed 
auxiliary sequence. The target-sensitive linguistic feature Lt can be 
achieved as:

	 (2)

1  https://github.com/saahiluppal/catr/

In (2), LM denotes the pretrained language models like BERT, 
RoBERTa, etc. ’[CLS]’ and ’[SEP]’ are the special tokens in the 
vocabulary used for classification and separation, and S_trans is the 
operation of input space translation introduced earlier in Fig. 2.

3.	Visual Knowledge Transportation & Encoding
Dually, this module is designed to incorporate target information 

into visual feature space during the encoding process. Encoded visual 
features are firstly extracted from an input image Iu by ResNet [44]. 
The output size of the last convolutional layer in ResNet is 𝑙 × 𝑙 × dv, 
where 𝑙 × 𝑙 denotes the 𝑙2 block regions of an input image, dv denotes 
the depth of feature map. The extracted visual feature of block regions 

 is fed into a linear transformation with matrix Wv ∈ ℝdv×d_h ), in 
which dh denotes the dimension of hidden states from BERT encoder. 
Thus the visual feature V is projected into the same space as the 
linguistic feature to match the embedding size of BERT:

	 (3)

With the obtained auxiliary context features  and 
visual features V in (3), the target-sensitive visual representations 
can be achieved through visual target interaction, which conducts 
attentive interaction. Specifically, for the output of 𝑖-th head , we 
acquire the necessary query, key-value vectors through linear feature 
projection: . The vectors are then 
used for calculating the attention output of the i-th head:

	 (4)

All the attention outputs of m such heads  
in (4) are concatenated together, followed by a projection matrix Wj 
to get aggregated representation of m heads with residual connection 
and layer normalization (denoted as LN):

	 (5)

Moreover, a dense layer and another residual connection are 
utilized from input V to the non-linear activated output feature of 
Mt in (5), followed by layer normalization to acquire the final target-
sensitive visual feature Vt:

	 (6)

where [·] denotes the concatenation operation in feature dimension, 
σ is the non-linear activation function GELU [45], , 

 are trainable parameters, Vt in (6) denotes target-sensitive 
visual feature, the final output of visual knowledge transportation.

B.	 Inter-Modality Complementary Knowledge Transportation
To enhance the interactivity across image and text modality, we 

exploit a recently proposed technique viz. optimal transport kernel 
(OTK) to incorporate information between heterogeneous modalities. 
OTK incorporates the idea of the optimal transport plan and kernel 
methods to fuse the unimodal features with varying dimensions and 
dependencies.

Let Vt = (v1, v1, ..., vn ) be the target-sensitive visual feature, Lt = (l1, 
l1, ..., lp ) denotes the target-sensitive linguistic feature obtained in (4)  
(n = p is not necessary). Let κ be the Gaussian kernel with reproducing 
kernel Hilbert space (RKHS) ℋ and its associated kernel embedding 
φ: ℝd → ℋ. Then we can get the n × p cost matrix K which carries the 
comparisons κ(vi, lj) before alignment.
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Then the transport plan between Vt and Lt, denoted by the n × p 
matrix P(Vt , Lt ) is defined as the unique solution of:

	 (7)

	 (8)

where Cij in (7) represents the pairwise costs for aligning the 
elements of Vt and Lt. Equation (8) is the optimizing objective in the 
space of admissible couplings. To follow the recent work of [46], we 
choose C = −K in our implementation, then the interaction based on 
transport matrix P(Vt , Lt ) is defined as:

	 (9)

The hybrid linguistic feature Lh is obtained by aggregating the 
original target-sensitive linguistic feature Lt and the visual transported 
interaction feature Rv→l = Φl(v) from (9):

	 (10)

Similar to (10), we obtain the final hybrid visual feature Vh through 
(11), which is also a result of concatenation:

	 (11)

C.	Multimodal Feature Fusion
Multimodal feature transfusion is designed to conduct the final 

stage of fusion, which captures the correlation between elements from 
different modalities. Through the above phase of OTI, two hybrid 
features Vh and Lh are obtained. OTI module adopts different vectors 
as queries to produce weighted representations, which are sensitive 
to features from different information streams. However, the features 
across modalities are involved in interactions through transportation 
weights, while the direct fusion of element values is still missing. So we 
propose to use multimodal feature transfusion based mainly on multi-
head self-attention to capture the missing correlation in the element 
level. The input of multimodal feature transfusion is organized based 
on the two obtained hybrid features Vh, Lh by OTI, and the target-
sensitive visual feature Vt.

The pooling operation is leveraged on visual features by taking 
the transformation of the first token. Then the output products are 
concatenated with linguistic features Im:

	 (12)

	 (13)

	 (14)

where X[1] in (12) and (13)denotes the first element of X. And 
 in (14) are fed into the multimodal feature transfusion 

module, which outputs Om as logits fed into the classifier.

D.	Optimization Process
After the forward process of multimodal feature transfusion, we 

get the final multimodal hidden states Om for sentiment classification. 
Following previous work [4], [47], the pooled output of the first token 
is adopted. which is denoted as Hp ∈  and fed into a linear function 
followed by a softmax function for classification:

	 (15)

In (15) , c is the category number of dataset. All the 

parameters in OtarNet are optimized through back propagation while 
minimizing the standard cross-entropy loss function defined in (16):

	 (16)

The overall training process is displayed in the following algorithm 
1, in which line 1-6 initializes model parameters and input data, line 
7-10 includes the process of input space translation based on input 
data, line 11-12 represents for the forward process of OtarNet to 
acquire final representation Hp and line 14-17 refers to the optimization 
method in details.

Algorithm 1. Training Process of OtarNet
Input: Training Set 𝒟, max number of epochs Nepoch, batch size β, 

learning rate η, parameters of caption generator θcg,
Output: θOtarNet
1: Initialize caption generator CG(θcg)
2: repeat
3:     for i = 1 →  do
4:          mini_batch ← sample(T, β)
5:          L ← 0
6:          for S ∈ mini_batch do
7:               Forward image through encoder:
                  V ← ResNet(I)
8:               Forward image through caption generator:
                  caption ← CG(I)
9:               Tokenize caption and tweet sentence St
10:              Obtain Sau and Fau via the input space translation module:
                  {Sau, Fau} ← MB(caption, St)
11:              Forward {St, Sau, Fau, V} to get features:
                  Lt ← BERT(St + Sau)
                  Vt ← ImplicitFusion(V, Fau)
12:              Forward {Lt, Vt} to get the final Hp
13:              ℒ(Hp) ← 
14:              ℒ ← ℒ + ℒ(Hp)
15:         end for
16:         Update θOtarNet using △ℒ
17:    end for
18: until the evaluation results on the validation set drop 
continuously or this process has been iterated for Nepoch times

V.	 Experiments

A.	Datasets
We evaluate the OtarNet on three widely used benchmarks, 

including Twitter-15 [48], Twitter-17 [49] and Yelp2. Their introduction 
are shown in Table I, with details displayed as follows:

TABLE I. Differences of Benchmarks

Datasets Twitter-15 Twitter-17 Yelp

Data Source Tweets in  
2014-2015

Tweets in  
2016-2017 Yelp Reviews

ContextSource NA Text 
Generation

NA Text 
Generation CrowdSourcing

Annotation Method Nichesourcing Nichesourcing CrowdSourcing

Aspect Categories Open Domain Open Domain Services

Class Number 3 3 5

2  https://www.yelp.com/dataset
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1.	Twitter-15 and Twitter-17
These two sets consist of tweets including text and images posted 

during 2014-2015 and 2016-2017 respectively, whose sentiment labels 
over targets(i.e., entities in text), assigned from set {negative, neutral, 
positive} were supplemented later by [4]. The context information 
is collected by [34], which leveraged an object-aware transformer 
followed by a single-pass non-autoregressive text generation approach. 
The sentiment polarities toward each target were labeled by taking 
the majority label among three domain experts (Nichesourcing). The 
aspect categories contain various internet figures or events. Their 
statistics are displayed in Table II.

TABLE II. Statistics of Twitter Dataset

DataSet Split Positive Neutral Negative Total

Twitter15

Training 928 1883 368 3179

Validation 303 670 149 1122

Test 317 607 113 1037

Twitter17

Training 1508 1638 416 3562

Validation 515 517 144 1176

Test 493 573 168 1234

2.	Yelp
The third dataset we use is Yelp corpora obtained from Yelp 

Dataset Challenge. This corpora contains elaborate information on 
businesses across 10 cities, where we leverage complement reviews, 
photos, and corresponding captions. The sentiment polarities are 
labeled by directly taking the user ratings (from 1-5), and the task is 
a standard five-class classification problem. The evaluated categories 
are restricted to the provided services, such as their food, drink, 
environment, etc. Compared to Twitter sets, Yelp performs more fine-
grained classification (5-class) based on well-organized reviews for 
specific domains. The statistics of Yelp are displayed in Table III.

TABLE III. Statistics of Yelp Dataset

Ratings Training Set Testing Set Validation Set Total

1 1248 384 387 2019

2 774 291 256 1321

3 1926 699 628 3253

4 504 164 177 845

5 1737 531 597 2865

Total 6189 2069 2045 10303

B.	Evaluation Metrics
Following the previous work [4], [34], [50], we adopt Accuracy and 

Macro-F1 score (M-F1 for short) as our evaluation metrics. Accuracy 
can be calculated as follows:

where C is the category numbers, |Dtest| is the total sample numbers 
in the test set. TPi , TNi are the numbers of True Positive and True 
Negative samples for the i-th category. To calculate Macro-F1, we 
firstly need to calculate the F1 score for each category based on 
their scores of precision and recall. The calculation of F1 for the i-th 
category F1i is defined as:

where TPi, FPi, FNi, TNi are the numbers of True Positive, False 
Positive, False Negative and True Negative samples for the i-th 
category. Based on the obtained F1 scores of each class, the Macro-F1 
is defined as an average based on the categories:

C.	Experimental Settings
In our implementation, all the experiments are conducted with 

Pytorch on one 32G Tesla V100 GPU. We initialized pretrained 
weights of language models from HuggingFace3. As displayed in Table 
IV, the batch size is set as 32, and the maximum number of training 
epochs is set to 9. We apply the early stop strategy to avoid over-
fitting. We train the models with an Adam weight decay optimizer 
with an initial learning rate of 5e-5. The optimal hyper-parameters are 
obtained by grid search. To ensure further reliability of our results and 
facilitate later explorations, we make our codes publicly available at  
https://github.com/TomatoNLPer/OTarNet

For the input images, we adopt a pre-trained ResNet-1524, which 
outputs a feature map of size 7 × 7 × 2048, indicating 49 block regions 
with depth dv as 2048. For the input text, we maintain the standard 
configuration of BERT/RoBERTa and stack 12 BERT layers. The feature 
dimension of hidden state output by one BERT layer dh is 768, which 
is calculated by inner multi-head attention with m = 12 heads. We 
then truncate the max input length N1 and the max bridge sentence 
length N2 to 125. Besides, the other settings of hyperparameters during 
the training process are displayed in Table IV.

TABLE IV. Hyperparameter Settings

Hyperparameter Symbol Value

Epochs E 9

Batchsize B 32

Dropout d 0.15

Learning Rate lr 5e-5

OTI layer LOTI 1

ME Layer LME 1

Weight Decay Wd 0.01

Optimizer - AdamW

BERT Weights - bert-base-uncased

RoBERTa Weights - bertweet-base

D.	Model Zoo
In this subsection, we will give comprehensive introductions to the 

leveraged baseline models, including:

•	 EF-Net: An attention capsule extraction and multi-head fusion 
network for MABSA, which is established based on multi-head 
attention (MHA) and the ResNet-152

•	 Res-MGAN: A combination of textual and visual contents from 
ResNet and MGAN. It is implemented by concatenating the pooling 
results of ResNet and MGAN, which is a multi-grained attention 
network proposed in [51] for fusing the target and the context.

•	 Res-BERT + BL: Similar to Res-MGAN, Res-BERT + BL is a 
combination of textual and visual content from ResNet and BERT. 
BL denotes another BERT layer on the top, which is leveraged for 
feature fusion.

3  https://huggingface.co/models
4  https://download.pytorch.org/models/resnet152-b121ed2d.pth
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•	 mPBERT: A variant of mBERT, which uses the max pooling 
of visual features and first token pooling ([CLS]) to obtain the 
final output.

•	 RelConsTransLG: A constituent-based transformer, which 
applies meta auxiliary learning to generate labels on edges 
between tokens, and can induce constituents without constituent 
parsers for MABSA.

•	 TomBERT5: A multimodal backbone leveraging a target attention 
mechanism to perform target-image matching, which is helpful 
for deriving target-sensitive visual representations.

•	 EF-CapTrBERT6: A two-stream multimodal backbone, which 
leverages space translation to construct an auxiliary sentence for 
language models.

E.	 Overall Performance
We compare OtarNet against a collection of neural network based 

or modified transformer models designed for multimodal aspect-based 
sentiment analysis. The model performance on three benchmark 
datasets is displayed in Table V, in which the Twitter results of 
compared models are directly quoted from published articles, and the 
Yelp results are obtained through our reimplementation [52].

Based on the displayed experimental results we can make a couple of 
observations: (1) Our model OtarNet outperforms former multimodal 
models and achieve the new SOTA performance on three benchmark 
datasets, demonstrating the effectiveness of our work. (2) Compared to 
the second-best model, our OtarNet further enhance the performance 
by a margin and achieve an average of 2.91%, 5.56%, and 2.04% 
performance improvement respectively on the three datasets from 
the perspective of Macro-F1, which further indicates the effectiveness 
of our framework.(3) Since the corpora of Twitter datasets inevitably 
contains noisy UGC on Twitter websites, the model performance is 
relatively lower than those in well organized Yelp dataset.

F.	 Further Analysis
The previous SOTA model EF-CapTrBERT is sub-optimal, which 

leverages distilled visual knowledge to perform the early fusion. The 
degradation may come from the noise during distillation and the lack 

5  https://github.com/jefferyYu/TomBERT
6  https://github.com/codezakh/exploiting-BERT-thru-translation

of complementary details from the visual stream. Thus EF-CapTrBERT 
finally achieved competitive results to a variation of our model OtarNet 
+ T-Trans, which adopt similar settings to merely transport target 
knowledge to the text modality. And another competitive baseline 
TomBERT leverage cross-model attention mechanisms to realize 
target-sensitive visual representations. Their methods neglect the 
process of maintaining target sensitivity in linguistic encoding, which 
is a main difference that leads to limited performance. Compared 
to previous SOTA TomBERT, EF-CapTrBERT, and our variations, 
the performance improvements of OtarNet + M-Trans confirm the 
achievements of our goals, including maintaining target sensitivity 
and complementary knowledge transportation, which get further 
verification and analysis in the following ablations and visualizations.

G.	Effectiveness of Target Knowledge Transportation
To achieve the objective of transporting target category knowledge 

in visual components, we exploit a transformer-style architecture 
to distill the object-level target information in complex visuals. The 
overall procedure is displayed in Fig. 3. Contrastively, we conduct 
ablation experiments on three test sets by decomposing the Input 
Space Translation Module. Specifically, different transportation plans 
are closely attempted, including T-Trans, I-Trans and M-Trans, which 
means transporting the target information into different modalities 
(Text, Image, Multimodal) to explore the effectiveness of bidirectional 
target knowledge transportation.

As shown in Table V, all the settings of multimodal data with different 
transportation settings achieve better performance compared to those 
without target knowledge, which can well confirm the bridge effect in 
fusing information from multiple modalities. For the transportation 
plans of target knowledge, M-Trans achieves expected predominant 
results compared to models with other settings, which turns out that 
bidirectional integration can achieve better accomplishment for the 
goal of incorporating target knowledge, and function better bridge 
effect compared to unimodal transportation plans.

To provide a more intuitive comparison, we provide attention maps 
in Fig. 4 for the weights in the matrix of optimal transportation plans. 
With the transportation of distilled visual information (b), OtarNet 
pays more attention to the sentiment target in visuals compared to (a). 
The comparison results are explicitly met with our goal of maintaining 
target sensitivity.

TABLE V. Overall Performance on Two Twitter Datasets and Yelp

Comparisons Model
Twitter-15 Twitter-17 Yelp

Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

Baselines

Res-MGAN [4] 71.65 63.88 66.37 63.04 80.62 71.37

EF-Net [50] 73.65 67.90 67.77 65.32 81.33 71.50

Res-BERT+BL [4] 75.02 69.21 69.20 66.48 80.93 71.75

mPBERT(CLS) [48] 75.79 71.07 68.80 67.06 79.81 68.52

RelConsTransLG [53] 76.80 73.30 69.80 68.50 80.15 68.25

TomBERT(FIRST) [4] 77.25 71.75 70.34 68.03 81.46 73.44

EF-CapTrBERT [34] 78.35 73.61 69.93 68.90 82.14 74.15

Ours

OtarNet - TG 74.67 69.33 68.34 67.52 78.87 71.67

OtarNet + T-Trans 78.23 72.94 72.54 70.68 81.67 74.68

OtarNet + I-Trans 76.48 70.33 69.68 68.27 80.85 73.11

OtarNet + M-Trans 80.63 76.32 74.57 72.73 84.83 76.66

Margin δours-second_best △2.28 △2.71 △4.23 △3.83 △2.69 △1.51

The numbers in bold face denotes the best results, The numbers in bold face denotes the best results in Baselines
TG denotes the Target Knowledge obtained through the input space translation module.
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H.	Effectiveness of Optimal Transport Interaction
We decompose the optimal transport interaction into two single 

parts, including Image_to_Text transportation (IOT) and Text_to_
Image transportation (TOI), then add one or both of them to OtarNet 
to demonstrate the effectiveness of transport modules. To make a 
further step, we explore two ways of input to produce different query 
vectors for transport plans, which further explains the combined effect 
of the target knowledge and optimal transport interaction.

Depicted by the results of accuracy (ACC.) and Macro-F1 (F1) in 
Table VI, outputs with bidirectional optimal transport interaction 
achieve the best performance improvement due to the bidirectional 
complementary knowledge transportation. The superiority of OtarNet 
+ Bi-CKT indicates that, the proposed Optimal Transport Interaction 
method succeeds in transporting the inter-modal complementary 
knowledge, and produces hybrid features with more comprehensive 
information for analyzing targets’ sentiment. Besides, we also perform 
an ablation study and deepen the block architecture by removing or 
stacking the same transport layer, as Fig. 5 shows. The ablation of the 
OTI layer naturally brings performance degradation. Nevertheless, 
we observe little or tiny performance boost with a deeper interaction 
module, indicating that two layers of optimal transport interaction 
are sufficient for transporting complementary knowledge. This may 
be because the caption carrying part of the target information, as 
enhanced image attributes, has interacted with linguistic information 
through input space translation. [34].

TABLE VI. Effectiveness of Optimal Transport Interaction

Datasets &Methods
Twitter-15 Twitter-17 Yelp

ACC. F1 ACC. F1 ACC. F1

OtarNet - CKT 76.82 73.74 72.01 69.84 83.24 75.53

OtarNet + TOI-CKT 78.25 74.32 72.37 71.25 83.75 76.14

OtarNet + IOT-CKT 78.73 74.57 72.98 71.65 83.55 75.74

OtarNet + Bi-CKT 80.63 76.32 74.57 72.73 84.83 76.66

CKT is the abbreviation for complementary knowledge transportation. 
TOI-CKT refers to Text_to_Image knowledge transportation, IOT-
CKT refers to Image_to_Text transportation, and Bi-CKT refers to the 
bidirectional optimal transport interaction.

I.	 Effectiveness of Multimodal Feature Transfusion
In this section, we conduct two main experiments on the Yelp 

dataset for the multi-head attention-based fusion (MHAF) module 
to validate the effectiveness and find the best settings. We ablate the 
MHAF module and feed multiple types of features to the classifier. The 
results are shown in Fig. 6.
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Fig. 6. Ablation studies for multimodal feature fusion layer. The accuracy 
results on the Yelp test set are displayed. TA denotes the Target-Agnostic 
feature, acquired by base encoders without target-oriented knowledge 
transportation. TS denotes the Target-Sensitive feature, acquired by the target 
interaction modules without complementary knowledge transportation. And 
OTA, OTS are the TA, TS features after OT interaction.

Conclusions can be made that the Multimodal-OTS feature is 
definitely more representative to provide discriminative details for 
classification. The multi-head attention-based feature fusion (MHAF) 
module effectively receives an average performance boost of 2.90% 
due to the inner interactive mechanism. To make a further exploration 
for the depth of the MHAF module, we add the inner attention layers 
to conduct another experiment, the results of which are shown in Fig. 
6. However, as the same result in OTI, we find the model performance 
drops slightly or grows at a very slow pace.

J.	 Qualitative Analysis
In this section, we present some examples from trained models 

to provide several qualitative analyses, including a case study and 
attention maps to better understand what OtarNet has learned.

1.	Case Study
Fig. 7 shows two predictions with the text attention visualizations 

of OtarNet. The displayed representative samples confirm the 
peculiarity that images focus more on targets while sentences express 
opinions. This peculiarity emphasizes the necessity of transporting 
complementary knowledge in different modalities of information. 
This objective is achieved by OtarNet through the Optimal Transport 
Kernel method, and can be reflected by text attention visualizations, 
in which key opinion words in sentences are successfully captured. 
Results are obtained through Text-BERT, Multimodal-BERT, and 

(a) Attention weights without target 
knowledge transportation

(b) Attention weights with target 
knowledge transportation

Fig. 4. In this sample, the distilled target knowledge through S_trans in (1) is: 
A girl sitting on the ground with a baseball bat. As the attention map in 
(a), the visual features without target knowledge are less discriminative. By 
integrating the distilled context information, OtarNet captures better visual 
semantics as shown in (b). More visualizations are provided in the later section 
of Qualitative Analysis.
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Fig. 5. Layer settings of optimal transport interaction module and results on 
Yelp test set.
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our OtarNet, which incorporate different input information. For the 
confusing information (e.g., ’Best Independent Film for Fruitvale’) 
in unimodal, Text-BERT fails to leverage the combined effect from 
multiple sources and Multimodal-BERT may misunderstand the key 
target in visuals. However, our OtarNet with multiple knowledge 
transportation leveraging context information succeeds to catch the 
key differences and make accurate predictions.

Inputs

Text A�ention

Ground Truth (1)-POS, (2)-NEU

(1)-POS , (2)-NEU 

(1)-POS , (2)-NEU 
(1)-POS , (2)-POS 

(1)-NEU , (2)-NEU 

(1)-POS , (2)-NEU 
(1)-NEU , (2)-NEU 

(1)-POS, (2)-NEU

Text-Bert
Multimodal-Bert

OtarNet

Fig. 7. Examples that text-only or classic multimodal BERT with text and 
image make the wrong predictions, but our proposed approach with context 
information insertion gets correct. The text attention indicates the importance 
of different words computed by the OtarNet.

2.	Visualizations
In order to further validate the combined effect between images 

and text, we visualize the obtained attention weights of block regions 
in the visual feature map as shown in Fig. 8. And it is obvious that 
some key factors in pictures like emotions or actions are necessary to 
infer the implicit sentiment in text. Specifically, for the target ’NFL’ in 
the first example, it’s nearly impossible to infer the implied negative 
orientation based only on text modality. Nevertheless, with the action 
of clutching her chest and the pained expression on her face in the 
picture, our OtarNet can make the correct prediction. Similar examples 
are displayed in Fig. 8, which demonstrates that our OtarNet has the 
ability to capture key details in visual features helpful for judgment.

VI.	Conclusion

This paper proposes a novel OtarNet for multimodal aspect-based 
sentiment analysis. Different from previous works, which are suffering 
from the problems of lacking target interaction and distributional 
modality gap, our OtarNet leverage multi-stage interaction 
mechanisms to transport knowledge from multiple perspectives for 
solving the issues above. To maintain interactions with aspect terms 
for target sensitivity, we leverage an input space translation and 
multistage interaction method to capture the intra-modality target 
knowledge of social media content. To capture the inter-modality 
complementary knowledge, OtarNet exploits a novel approach of the 
Optimal Transport Kernel method. Compared to attention mechanisms 
guided by task-specific loss only, OtarNet based on Optimal Transport 
offers additional signals by reformulating the multimodal fusion as 
a transportation problem. Experiments on three real-world datasets 
demonstrate the effectiveness and superiority of our model, which 
gets further indicated in the ablation study and visualizations. In 
general, OtarNet exhibits excellent effectiveness in the fine-grained 
sentiment analysis of open-domain social media content and cross-
modal complementation. In the future, we will consider designing 
models with other ways of interaction, including graph aggregation 
or loss regulations. We also plan to apply our model to solve related 
problems such as fine-grained multimodal aligning in hate detection, 

as well as multi-lingual applications under low-resource language 
scenarios. We are also interested in incorporating data from other 
sources such as speeches or videos.
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Abstract

Top-k high-utility itemset mining (top-k HUIM) is a data mining procedure used to identify the most valuable 
patterns within transactional data. Although many algorithms are proposed for this purpose, they require 
substantial execution times when the search space is vast. For this reason, several meta-heuristic models 
have been applied in similar utility mining problems, particularly evolutionary computation (EC). These 
algorithms are beneficial as they can find optimal solutions without exploring the search space exhaustively. 
However, there are currently no evolutionary heuristics available for top-k HUIM. This paper addresses this 
issue by proposing an EC-based particle swarm optimization model for top-k HUIM, which we call TKU-PSO. 
In addition, we have developed several strategies to relieve the computational complexity throughout the 
algorithm. First, redundant and unnecessary candidate evaluations are avoided by utilizing explored solutions 
and estimating itemset utilities. Second, unpromising items are pruned during execution based on a threshold-
raising concept we call minimum solution fitness. Finally, the traditional population initialization approach is 
revised to improve the model’s ability to find optimal solutions in huge search spaces. Our results show that 
TKU-PSO is faster than state-of-the-art competitors in all datasets tested. Most notably, existing algorithms 
could not complete certain experiments due to excessive runtimes, whereas our model discovered the correct 
solutions within seconds. Moreover, TKU-PSO achieved an overall accuracy of 99.8% compared to 16.5% with 
the current heuristic approach, while memory usage was the smallest in 2/3 of all tests.
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I.	 Introduction

Data mining is a popular field of research focused on extracting 
interesting patterns from massive datasets. These patterns are 

highly beneficial as they can help reveal and comprehend hidden 
relationships within data. Several distinctive data mining approaches 
exist, each specialized in locating a specific type of pattern.

Frequent itemset mining (FIM) [1] is a subfield within data mining 
for finding item combinations (itemsets) that occur no less than a 
minimum support count, where the support describes the number 
of transactions that contain the itemset. In other words, FIM returns 
the most prevalent patterns in the data. There is a wide variety of 
applications for FIM, such as finding co-occurring words in a text or 
products often bought together in a store. However, the usefulness 
of FIM is limited as it assumes frequency always defines itemset 
importance. Concerning customer purchases, businesses are typically 
interested in the patterns that contribute the most profit, and these 
itemsets are not necessarily among the common purchases. For this 
reason, data mining based on utilities has been proposed.

High-utility itemset mining (HUIM) [2] is an extension of FIM for 
discovering valuable patterns within data. The value of an itemset is 
quantified by a utility, and HUIM algorithms aim to reveal all itemsets 
with utility over a user-specified minimum utility threshold (HUIs). A 
key property of this strategy is that the utility can characterize different 
quality measures of itemsets, e.g., profit, cost, time, or even frequency. 
This way, HUIs can fit a wider variety of analytical problems than 
the frequent patterns produced by FIM. The most common application 
of HUIM is to identify consumer behaviors through market basket 
analysis [3]. However, recent studies have also shown its usefulness in 
problems such as emerging topic detection [4], travel pattern analysis 
[5], and cardiovascular disease detection [6].

Although there has been extensive research on HUIM, the 
algorithms tend to be unintuitive in practice. The required minimum 
utility threshold is challenging to set properly without knowing 
specific data characteristics. Typically, the user has to test multiple 
threshold values to find a reasonable number of patterns, which 
may not be feasible depending on the model’s runtime. Top-k HUIM 
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[7] is an approach aimed at solving this by retrieving HUIs without 
using a minimum utility threshold. Instead, the user provides an 
input parameter k, which represents a desired number of HUIs, and 
the algorithm’s objective is to discover the k HUIs with the largest 
utilities in the database. These models are more intuitive as it is easier 
to set k appropriately than the minimum utility threshold. However, 
top-k HUIM is computationally demanding compared to traditional 
HUIM as the minimum utility threshold is applied to prune the search 
space. Generally, the larger the minimum utility threshold is, the fewer 
candidates the algorithm has to consider. Therefore, the initial search 
space in top-k HUIM is equivalent to HUIM with the minimum utility 
threshold set to zero.

Evolutionary computation (EC) [8] is a collection of meta-
heuristic models utilizing biological principles to explore search 
spaces efficiently. The purpose of EC is to obtain a set of approximate 
solutions by analyzing problems for a limited number of iterations. 
One such method applied to various utility mining and search 
problems is particle swarm optimization (PSO) [9]–[12]. Like other 
EC models, PSO iteratively optimizes a problem by evolving a set of 
candidate solutions regarding a given quality measure. New candidates 
are continuously created by inheriting traits from the best solutions 
in previous generations, which allows the algorithm to find optimal 
values without exploring the search space exhaustively.

This paper proposes a heuristic model based on PSO to find the 
top-k HUIs, called TKU-PSO. To our knowledge, this is the first 
work on EC in top-k HUIM. The main contributions of the paper 
are listed below:

•	 We formulate the problem of top-k HUIM from the perspective 
of evolutionary computation and particle swarm optimization, 
in which candidate quality is evaluated based on a utility fitness 
function. 

•	 We introduce several new strategies to improve the general 
performance of heuristics in utility mining. First, to enhance the 
model’s ability to find optimal solutions in large search spaces, 
the best 1-itemsets are utilized for better population initialization. 
Second, redundant and unnecessary particle evaluations are 
avoided through fitness estimation and by maintaining previously 
explored candidates. Finally, to reduce the algorithm’s required 
search space, unpromising items are pruned with a threshold-
raising concept called minimum solution fitness. 

•	 We conduct a series of experiments on real- and synthetic data to 
evaluate the performance of the designed model against existing 
top-k HUIM methods. The results show that TKU-PSO outperforms 
the current state-of-the-art approaches in all tested datasets.

The remainder of this paper is organized as follows: Section II 
reviews related works. Section III presents the preliminaries and 
problem statement. Section IV introduces the proposed strategies and 
algorithm. Section V illustrates the model with an example. Section VI 
discusses the results of the conducted experiments. Section VII gives a 
conclusion of the presented work.

II.	 Related Work

This section gives an overview of the exhaustive algorithms 
proposed for HUIM and top-k HUIM before reviewing the heuristic 
alternatives.

A.	High-Utility Itemset Mining
A vital challenge in HUIM is to deal with potentially huge search 

spaces. A database with n distinct items contains 2 n-1 HUI candidates, 
which means naive approaches quickly struggle due to combinatorial 
explosion. In this respect, Liu et al. [13] provided one of the main 

breakthroughs in HUIM with the Two-Phase algorithm. They 
introduced a technique to reduce the number of candidates based on 
transaction-weighted utilities (TWU). If the TWU of an itemset is less 
than the minimum utility threshold, then no superset extension of 
the itemset can be a HUI. This concept is employed during the first 
phase of the algorithm to only generate candidates that satisfy the 
TWU constraint. The second phase then identifies the actual HUIs by 
determining the utility of each candidate. Several other algorithms 
based on the two-phase approach have later been suggested, such 
as IHUP [14], UP-Growth [15], and MU-Growth [16]. They apply 
different tree structures during candidate generation to avoid creating 
itemsets that do not appear in the input database, thus reducing the 
number of necessary evaluations.

Although the two-phase algorithms establish boundaries to the 
search space, they often cannot reduce the number of candidates 
sufficiently. In addition, the models are subject to computationally 
expensive database scans during the evaluation phase of the 
candidates. In order to alleviate this, Liu and Qu [17] proposed HUI-
Miner, a one-phase approach without candidate generation. They 
developed a utility-list data structure to hold itemset information 
instead of the database. The model performs two database scans to 
construct an initial set of utility-lists before the HUIs are identified 
directly through utility-list join-operations. This way, the algorithm 
bypasses the candidate generation phase, which requires each 
candidate to be cached, potentially leading to memory limitations. 
Moreover, utility-lists enable more efficient evaluations than database 
scans while providing further search space pruning through the 
concept of remaining utility. The approach has later been improved 
with algorithms that reduce the computational cost associated with 
join-operations, some of which are FHM [18], HUP-Miner [19], and 
UBP-Miner [20].

There have also been introduced one-phase approaches that avoid 
irrelevant itemsets, similar to the tree-based, two-phase algorithms. 
The d2HUP [21] algorithm enumerates itemsets as prefix extensions 
by using a hyper-structure database projection, which was shown to 
be generally more efficient than the earlier utility-list-based methods. 
Later, EFIM [22] reduced the cost of database scans with transaction 
merging and database projection techniques. The model utilizes a 
utility-array structure to hold item information, allowing linear time 
utility calculations. In addition, EFIM introduced subtree- and local 
utility upper bounds for further search space reduction.

B.	Top-K High-Utility Itemset Mining
HUIM algorithms perform search space pruning by comparing 

different utility upper bounds to the user-specified minimum utility 
threshold. In top-k HUIM, the minimum utility threshold is initialized 
to zero to overcome the difficulty of selecting an appropriate value. 
These algorithms thus face additional search space challenges and 
rely on threshold-raising strategies to gradually prune unpromising 
candidates. However, the mining- and pruning logic are generally 
adopted from earlier HUIM works. 

Wu et al. [7] were the first to introduce top-k HUIM with the TKU 
algorithm. TKU is a two-phase model that relies on five threshold-
raising strategies to reduce the number of candidates with TWU 
pruning. The first phase of the algorithm maps potential top-k HUIs 
(PKHUIs) to a tree-based structure (UP-Tree) by scanning the input 
data twice. The second phase then determines the actual top-k HUIs 
by traversing the tree and evaluating the utility of the PKHUIs. To 
improve the performance of TKU, Ryang and Yun developed REPT 
[23]. REPT builds upon the same two-phase concept but applies 
more effective threshold-raising and thus generates fewer PKHUIs. 
Although the algorithm is superior to TKU, it requires an additional 
input parameter N , which can be challenging to select.
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Due to the two-phase paradigm, TKO and REPT inherits the 
same limitations as their HUIM relatives. Later methods thus 
adopt the superior one-phase strategy. TKO [24] is a HUI-Miner 
extension that combines novel threshold-raising with the utility-list 
structure. The model reveals HUIs without producing candidates 
and performs pruning based on TWU and remaining utility, which 
alleviates the computational burden associated with the earlier two-
phase algorithms.

Duong et al. [25] then introduced kHMC, which also employs 
the utility-list strategy. In addition, kHMC applies three threshold-
raising techniques to reduce candidates and uses estimated utility co-
occurrence pruning and pruning by coverage to limit the number of 
necessary join-operations on utility-lists. The model was compared to 
TKO and REPT and showed overall better efficiency.

TKEH [26] is an extension of EFIM that utilizes transaction merging 
and database projection techniques to reduce the cost of database 
scans. It employs three threshold-raising strategies and two pruning 
strategies to evade unpromising candidates. Moreover, the utility-list 
is exchanged with the utility-array structure to facilitate linear time 
utility calculations. The model performs particularly well in dense 
databases since transaction merging is effective in scenarios with 
many similar transactions.

To improve the discovery of extremely long patterns, Liu et al. [27] 
developed TONUP. TONUP is a utility list-based, opportunistic pattern 
growth approach that uses five strategies for maintaining shortlisted 
patterns. The model grows the patterns as prefix extensions, shortlists 
patterns with the top k utilities, and prunes the search space with 
novel utility upper bounds. Experiments proved the model to be 
significantly faster than TKU and TKO, as well as several traditional 
HUIM algorithms tuned with an optimal minimum utility threshold.

THUI [28] is an approach that applies a leaf itemset utility structure 
to maintain itemset information and a novel utility lower bound 
estimation method to improve the effectiveness of threshold-raising 
and pruning. Experiments showed the model to be one to three orders 
of magnitude faster than kHMC and TKO, especially on dense datasets.

Finally, top-k HUIM extensions for specialized data environments 
have also been suggested. E.g., PTM [29] proposed a prefix-based 
partitioning strategy to accommodate massive datasets, TKN [30] has 
been introduced for mining data with negative or positive item utilities, 
and TKUS [31] has been proposed for finding patterns in sequential 
data. However, such extensions are outside the scope of this paper.

C.	Heuristic HUIM and Top-K HUIM
Although the algorithms mentioned in the previous section can 

discover the exact top-k HUIs, they cannot efficiently deal with huge 
search spaces, regardless if the approach belongs to the one-phase 
or two-phase paradigm. For this reason, several heuristic algorithms 
have been proposed to tackle the problem of HUIM, particularly 
evolutionary computation (EC). These methods can find optimal 
solutions to large search problems without exploring the entire search 
space, which can be crucial for swift decision-making.

Currently, TKU-CE+ [32] is the only heuristic model available 
for top-k HUIM. However, it does not belong to the EC domain. It 
is an iterative approach based on cross-entropy that generates 
random samples and updates parameters to produce better samples in 
subsequent iterations. The authors also proposed a pruning strategy 
based on a critical utility value (CUV). During the initialization 
process, the model calculates 1-itemsets utilities and sets CUV to 
the k-th largest utility. Unpromising candidates are then pruned 
based on the TWU model from traditional HUIM [13]. In addition, 
they used a sample refinement strategy and smoothing mutation to 
increase sample diversity and mining performance. The algorithm 

demonstrated competitive runtimes and memory usage compared to 
TKU, TKO, and kHMC, although for a limited range of k. As there are 
no other heuristics for top-k HUIM, the rest of this section outlines 
the most relevant works introduced for traditional HUIM. All of these 
approaches utilize the basic TWU model for search space pruning.

Particle swarm optimization (PSO) is an evolutionary-based 
procedure extensively applied in HUIM. PSO maintains a population 
of particles that represent potential solutions. Each particle is assigned 
a fitness value and a velocity vector. The fitness determines the quality 
of the solution, while the velocity decides how the particle evolves. At 
each iteration of the algorithm, the velocity is updated based on two 
historical particles—the personal fittest offspring of the particle (pBest) 
and the all-time fittest particle in the entire population (gBest). After 
the new velocity is acquired, the particle is updated and evaluated, and 
pBest and gBest are redetermined. This way, the population evolves 
towards the optimal solution(s) by modifying particles according to 
the most promising candidates evaluated.

Lin et al.  introduced two PSO models with HUIM-BPSO+ [10] 
and HUIM-BPSO− [33]. The difference between the approaches 
is that HUIM-BPSO+ uses an OR-NOR tree to produce valid item 
combinations and thus avoids evaluating irrelevant solutions.  Song 
and Huang [34] used a similar approach in Bio-HUIF-PSO where a 
promising encoding vector check (PEV-check) is applied to prune 
the candidates that do not appear in any transaction. In addition, 
they improved population diversity by using roulette wheel selection 
to update gBest among the discovered HUIs. The velocity function 
was also replaced with a more effective bit difference strategy. More 
recently, Fang et al. [35] introduced HUIM-IBPSO, which uses several 
adjustment strategies to escape local optima and improve the overall 
convergence and accuracy.

The genetic algorithm (GA) is also a biologically inspired 
technique in which a population of chromosomes evolves towards the 
optimal values using selection, crossover, and mutation operations. 
Kannimuthu and Premalatha [36] introduced two GA models for 
HUIM. Their distinction is whether a minimum utility threshold is 
required or not. However, both methods struggle with premature 
convergence to local optima. To improve this, Zhang et al. introduced 
HUIM-IGA [37], which employs neighborhood exploration, population 
diversity maintenance, individual repair, and elite strategy for better 
search space exploration. Another GA model was proposed with Bio-
HUIF-GA [34], which uses the strategies of Bio-HUIF-PSO to avoid 
irrelevant candidates and boost performance.

Several other types of EC have also been proposed for HUIM. Wu 
et al. [38] used ant colony optimization to map the search space to a 
routing graph and explored it using pheromone rules. Song et al. have 
developed approaches with artificial bee colony algorithm [39], bat 
algorithm [34], and artificial fish swarm algorithm [40]. There are also 
heuristic HUIM techniques not based on EC, such as hill climbing and 
simulated annealing [41].

Altogether, the PSO-based approaches have shown the most promise 
for heuristic discovery of HUIs. The GA models can provide slightly 
higher accuracy but will generally use more time as their update 
procedures require additional computations. The other EC approaches 
tend to struggle with local optima in the iterative stage and thus miss a 
large portion of the available solutions. Based on this, the PSO algorithm 
is an opportune candidate for a heuristic top-k HUIM model.

Table I gives an overview of the current top-k HUIM algorithms 
and their main characteristics.
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TABLE I. Overview of Top-K HUIM Algorithms

Algorithm Type Base-algorithm Year
TKU [7] Exact (two-phase) Up-Growth [15] 2012

REPT [23] Exact (two-phase) MU-Growth [16] 2015
TKO [24] Exact (one-phase) HUI-Miner [17] 2015

kHMC [25] Exact (one-phase) FHM [18] 2016
TONUP [27] Exact (one-phase) d2HUP [21] 2018
TKEH [26] Exact (one-phase) EFIM [22] 2019
THUI [28] Exact (one-phase) HUI-Miner [17] 2019

TKU-CE+ [32] Heuristic Cross-entropy [42] 2021

D.	Limitations of Prior Works
Heuristics are a vital research topic in data mining as they alleviate 

the computational burden associated with analyzing massive datasets. 
However, as the last section shows, there is an abundance of heuristics 
available for HUIM but only one method for top-k HUIM. We also 
argue that all these previous works suffer the same fault—they spend 
too much time evaluating unpromising or redundant solutions. Fitness 
evaluation of a candidate can be extremely costly as the algorithm 
must scan the database to calculate the utility. The total number of 
evaluations thus significantly affects the algorithm’s overall runtime. 
Some studies try to solve this with various termination criteria. 
However, due to the random nature of stochastic optimization, 
convergence is unpredictable and challenging to measure, and the 
model’s accuracy will typically decline.

Another concern with current heuristics is their accuracy in large 
search spaces. As the search space grows, it is increasingly difficult to 
generate suitable initial candidates. If they share few similarities with 
the best solutions, the algorithm tends to fall into local optima before 
generating any appropriate candidates.

The goal of this paper is thus to devise a heuristic top-k HUIM 
model that also mitigates these limitations of previous works.

III.	Preliminaries and Problem Statement

Let the set I = {i1, i2, …, im} contain m distinct items, where ik is a 
unique item such that 1 ≤ k ≤ m. A transactional database D = {T1, T2, 
…, Tn} is a set of n transactions, where each transaction Tq ⊆ I and q is 
a unique transaction identifier (TID) such that 1 ≤ q ≤ n. Moreover, 
each item ik ⊆ D is associated with a profit value, denoted p (ik , D), and 
a purchase quantity for each transaction, denoted q (ik , Tq). The set  
X ⊆ I is called an itemset and is included in transaction Tq if X ⊆ Tq. In 
addition, an itemset with p items is called a p-itemset.

The database shown in Table II is used as a running example in 
this paper. It contains six transactions and six distinct items named 
from A to F, with the corresponding purchase quantities inside the 
parentheses. Table III shows the associated profit value of each item.

TABLE II. A Quantitative Transactional Database

TID Trans (item : quantity) tu
T1 (D:2), (E:3) 16
T2 (A:1), (D:2), (E:2) 17

T3 (A:1), (B:2), (F:1) 6

T4 (C:4), (E:3) 14

T5 (B:3), (C:1), (D:1) 10

T6 (F:9) 9

TABLE III. Profit Table

Item A B C D E F

Unit profit 3 1 2 5 2 1

Definition 1. The utility of an item ik in a transaction Tq is denoted 
u(ik , Tq) and is calculated by (1).

	 (1)

Example 1. The utility of item D in transaction T1 is calculated as  
2 × 5 = 10.

Definition 2. The utility of an itemset X in a transaction Tq is denoted 
u(X, Tq) and is calculated by (2).

	 (2)

Example 2. The utility of itemset (BC) in transaction T5 is calculated as 
3 × 1 + 1 × 2 = 5.

Definition 3. The utility of an itemset X in a database D is denoted 
u(X) and is calculated by (3).

	 (3)

Example 3. The utility of itemset (DE) is calculated as 2 × 5 + 3 × 2 + 
2 × 5 + 2 × 2 = 30.

Definition 4. The TID-set of an itemset X in a database D is denoted T 
ID(X) and is calculated by (4).

	 (4)

Example 4. The TID-set of itemset (D) is {1,2,5}, as (D) occurs in T1, T2 
and T5.

Definition 5. The support count of an itemset X is denoted

sup(X) and is calculated by (5).

	 (5)

Example 5. The support of itemset (D) is calculated as |{1,2,5}| = 3.

Definition 6. The transaction utility of a transaction Tq is denoted 
tu(Tq ) and is calculated by (6).

	 (6)

Example 6. The transaction utility of T5 is calculated as 3 × 1 + 1 × 2 
+ 1 × 5 = 10
Definition 7. The transaction-weighted utility (T W U) of an itemset X 
is denoted T W U (X) and is calculated by (7).

	 (7)

Example 7. The T W U of itemset (E) is calculated as 16 + 17+ 14 = 47.

Definition 8. Given a minimum utility threshold δ, an itemset X is a 
high transaction-weighted utilization itemset (HTWUI) if T W U (X) ≥ δ; 
otherwise, X is a low transaction-weighted utilization itemset (LTWUI). 
In addition, a HTWUI/LTWUI with p items is denoted p-HTWUI/p-
LTWUI.

Example 8. If the minimum utility threshold is set to 20, then itemset 
(B) is a 1-LTWUI since T W U (B) = 16, while itemset (A) is a 1-HTWUI 
as T W U (A) = 23.

Definition 9. Given an minimum utility threshold δ, an itemset X is a 
high-utility itemset (HUI) if u(X) ≥ δ.

Example 9. If the minimum utility threshold is 20, then itemset (D) is 
a HUI as u(D) = 25.
Definition 10. An itemset X is a top-k HUI in a database D if its utility 
is among the k largest in D.

Example 10. If k is 3, then the set of top-k HUIs is {(DE:30), (D:25), 
(ADE:17)}.
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Problem statement: Given a desired number of HUIs (k) and a 
database D, the problem of top-k HUIM is to determine the k HUIs 
with the largest utilities in D.

IV.	Proposed Algorithm for Top-K Huim

The proposed TKU-PSO is an iterative approach that prunes the 
search space before a population of particles is generated based on the 
remaining candidates. The top-k HUIs are discovered by evaluating 
and updating the population for a desired number of iterations. We 
will explain the model in five parts, where the first four describe 
the main developed strategies, and the last section introduces the 
complete model.

A.	Minimum Solution Fitness
To maintain the discovered top-k HUIs, we employ a set with the 

maximum capacity of k (the desired number of HUIs), where each 
solution is sorted in descending order of utility. In other words, the 
solution with the smallest utility is always at the tail of the set. For 
simplicity throughout the paper, we call the utility of the tail-itemset 
the minimum solution fitness. It is defined as follows:

Definition 11. The minimum solution fitness is denoted MSF (H) and 
is calculated by (8).

	 (8)

where H is the set of current top-k HUIs sorted in descending order of 
utility, and k is the desired number of HUIs

The minimum solution fitness is zero until the top-k set reaches its 
capacity, and the model only stores a new solution if its utility exceeds 
the current value. Once the set is full, new solutions replace the tail-
itemset. This way, the minimum solution fitness is a dynamic threshold 
that grows as the algorithm progresses. The following sections explain 
how the model utilizes the minimum solution fitness to avoid fitness 
evaluations and prune candidates.

B.	Population Initialization Strategy
The designed model represents each particle with a bit vector, 

called an encoding vector. The encoding vector length corresponds 
to the number of 1-HTWUI in the database, and each bit describes 
a specific item. If position i of an encoding vector is 1, then item i is 
included in the particle; otherwise, item i is not included. For example, 
assuming all items in Table II are 1-HTWUI, the encoding vector of 
itemset (ABF ) is {1, 1, 0, 0, 0, 1}.

As there is no minimum utility threshold in top-k HUIM, all 
items are initially 1-HTWUI. However, the proposed model removes 
1-LTWUIs by setting the minimum utility threshold to the critical 
utility value (CUV) [32]. CUV is found by calculating all 1-itemset 
utilities and sorting them in descending order of utility. We utilize this 
to initialize the first particles to the 1-itemsets with the largest utilities 
in the database. Previous algorithms initialize the first candidates to 
random itemset sizes between 1 and the number of 1-HTWUIs, which 
means they will generate huge itemsets in databases with many 
1-HTWUIs. As a result, the model likely converges to local optima 
as the best solutions generally are much smaller than the number of 
1-HTWUIs. Initialization with 1-itemsets can thus provide particles 
more similar to the relevant solutions and simplify the evolutionary 
process. In addition, the algorithm’s performance becomes more 
consistent as the first population is selected deterministically rather 
than stochastically.

However, if the population size is larger than the number of 
1-HTWUIs, not all particles can be initialized to a unique 1-itemset. 
In this scenario, we generate the leftover particles with roulette 

wheel selection. Moreover, any particle generated with roulette wheel 
selection is PEV-checked. The PEV-check ensures the particle appears 
in at least one transaction, and the algorithm avoids evaluating 
irrelevant solutions. The implementation details of roulette wheel 
selection and PEV-check are described by Song and Huang [34].

Algorithm 1 shows the population initialization procedure. First, 
the database is scanned once to calculate the utility and TWU of each 
1-itemset (line 1). The minimum utility threshold is then set to the 
k-th largest utility, and each 1-LTWUI is pruned from the database 
(line 2). The 1-HTWUIs are then sorted in descending order of utility 
before the population, pBest, and solutions are initialized to empty 
(lines 3 and 4). Thereafter, the main loop of the procedure starts, where 
pop_size particles are generated (lines 5-18). At each iteration, it is 
checked whether the set of 1-HTWUI is empty (line 6). If not, the first 
1-HTWUI in I is popped, and the particle is initialized to the 1-itemset 
representing this 1-HTWUI. (lines 7 and 8). Otherwise, the particle 
is generated with roulette wheel selection and PEV-checked (lines 
9-12). Next, the created particle is evaluated by calculating its fitness 
(line 13). If the fitness is larger than the minimum solution fitness, 
the particle is put in the set of top-k HUIs as described in Section A 
(lines 14-16). Finally, the particle is placed in the population and its 
corresponding pBest before the next iteration starts (line 17). After the 
entire population is created, the set of top-k HUIs is filled with the 
remaining 1-itemsets until it is full, or there are no more 1-itemsets 
(lines 19-21). This step is performed to increase the minimum solution 
fitness quickly. Finally, the population, pBest, and current top-k HUIs 
are returned, and the procedure terminates (line 22).

Algorithm 1. Population initialization, init()
Input: D: a transactional database, pop_size: the population size, 

            k: the number of desired HUIs

Output: Pop: the first population, pBest: initial offspring,

               H: the current top-k HUIs

1: calculate utility and TWU of each item in D;

2: remove items with TWU less than kth largest utility; 

3: I ← each 1-HTWUI, in descending order of utility; 

4: Pop, pBest, H ← ∅;

5: for i = 1 to pop_size do
6:     if |I| > 0 then
7:          pi ← generate to the first item in I;

8:          remove the first item in I;

9:     else
10:         pi ← generate with roulette wheel selection;

11:         pi ← PEV-check pi;

12:    end if
13:    fit ← calculate fitness of pi using Eq. (9);

14:    if fit > MSF (H) then
15:         insert pi into H;

16:    end if
17:         Popi, pBesti ← pi;

18: end for
19: if pop_size < k and |I| > 0 then
20:         fill H with the remaining 1-itemsets in I;

21: end if
22: Return Pop, pBest, H;
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C.	Fitness Evaluation Strategies
The model evaluates the quality of each particle in the population 

with a fitness function.

Definition 12. The fitness of a particle pi is denoted fit(pi) and is 
defined in (9).

	 (9)

where X is the itemset in the encoding vector of pi.

Calculating the utility of an itemset is a costly operation in heuristic 
utility mining algorithms. The time complexity is approximately 
O(s×a), where s is the support of the itemset, and a is the average 
transaction length in the database. Therefore, it is desirable to skip the 
evaluation of certain unpromising candidates to improve the execution 
time of the model. First, many redundant particles are created during 
the runtime, especially if the algorithm converges. As it is unnecessary 
to assess these solutions repeatedly, the proposed model maintains 
each created particle in a hash set. If the set contains a specific particle, 
the solution is redundant, and the algorithm does not perform the 
fitness evaluation. By doing this, the model quickly terminates when 
it converges as it will primarily create explored solutions.

To further reduce the number of evaluations, we employ a strategy 
to approximate the fitness, which we call fitness estimation.

Definition 13. The maximum utility of an item i in a database D is 
denoted mu(i) and is calculated by (10).

	 (10)

Example 11. The maximum utility of item D in Table II is calculated as 
max{10, 10, 5} = 10
Definition 14. The average utility of an item i in a database D is 
denoted au(i) and is calculated by (11).

	 (11)

Example 12. The average utility of item D in Table II is .

Definition 15. The estimated utility of an itemset X is denoted Est(X) 
and is calculated by (12).

	 (12)

where the deviation σ is defined by (13).

	 (13)

Example 13. Assuming all items in Table II are 1-HTWUI, the deviation 
is calculated as . Thus, the 
estimated utility of itemset (D) is calculated as 3 × (9 + 2) = 33.

The model uses the estimated utility to determine whether 
evaluating a particular particle is worthwhile. It does this by comparing 
the estimate to the fitness of pBest and the minimum solution fitness. 
If the estimate is less than both values, the particle will likely not 
improve the population or be a top-k HUI, and the evaluation is thus 
skipped. Based on Example 13, the model ignores the evaluation of 
itemset (D) if the fitness of pBest and the minimum solution fitness is 
at least 33.

The purpose of the deviation is to avoid underestimates. An 
underestimate occurs when an estimate is less than the particle’s 
actual fitness. Otherwise, the estimate is an overestimate. The model 
keeps track of the number of over- and underestimates during runtime 
and occasionally updates the deviation according to (14).

	 (14)

where the number of over- and underestimates are denoted as o and 
u, respectively.

Example 14. Assuming u = 0 and o = 100. The deviation of Table 
I is updated as 2/2 = 1 , and the estimated utility of itemset (D) is 
calculated as 3×(9+1) = 30.

This way, the model adapts to the data and produces more accurate 
estimates as the deviation is progressively tuned. Each fitness 
estimate is calculated in linear time on the size of the itemset, which 
is negligible compared to the complexity of finding the actual utility. 
The algorithm can thus save significant time when generating many 
low-fitness particles.

D.	Particle Update Strategy
The designed model updates each particle towards pBest and gBest 

using the concept of bit difference [34]. It is defined as follows:

Definition 16. The bit difference of two particles pi and pj , denoted 
BitDiff (pi, pj), is defined as the bitwise-XOR operation on the encoding 
vectors of the particles.

Example 15. Let p1 = {0, 1, 1, 0} and p2 = {1, 0, 1, 0}, then BitDiff (p1, p2) 
= {1, 1, 0, 0}.

In other words, bit difference creates a bit vector of non- identical 
bits between two particles. The update procedure uses bit difference to 
compare a particle to pBest and gBest, and the bits set to 1 in the vector 
represent the items that can change in the particle.

However, if the population only evolves based on the previously 
best solutions, the model typically falls in a local optimum due to 
insufficient diversity. We increase the amount of exploration by 
performing a random modification to the particle after the update 
towards pBest and gBest is complete. The model only executes this 
step if the current particle is a redundant solution. Thus, we avoid 
randomly altering new solutions to previously explored ones. The 
total number of bits bi to change in a particle pi is determined by (15).

	 (15)

where bi1, bi2, and bi3 are defined in (16), (17), and (18), respectively.

	 (16)

	 (17)

	 (18)

where r1 and r2 are random numbers between [0,1], and E is the hash 
set of explored particles. Note that bi3 is determined after bi1 + bi2 
changes are made to the particle.

The update procedure selects bi items and flips their corresponding 
bit in the particle’s encoding vector. However, some 1-HTWUIs can 
have a TWU value less than the minimum solution fitness as it grows 
during runtime. An itemset containing any such 1-HTWUI cannot be 
part of a top-k HUI. Therefore, the algorithm always performs the bit 
clear operation on these items in the particle. Doing this lowers the 
number of potential candidates and thus improves the algorithm’s 
ability to generate the actual solutions.

Algorithm 2 shows the particle update procedure. First, bi1 of the 
different items between pi and pBesti are randomly selected and put 
into the set I (lines 1 and 2). Each item in I is flipped or cleared in the 
particle, depending on the item’s TWU value and the current minimum 
solution fitness (lines 3-5). Next, the above process repeats for pi and 
gBest (lines 6-10), before bi3 is calculated by identifying whether the 
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current particle is redundant (line 11). If it is redundant, one additional 
random item is flipped or cleared in the particle (line 13). Finally, the 
updated particle is PEV-checked and returned (lines 14 and 15).

Algorithm 2. Particle update, update ( )
Input: pi: the particle
Output: p′i : the updated particle
1: b ← calculate bi1 using Eq. (16);
2: I ← b random items set to 1 in BitDiff (pi, pBesti);
3: for each item ∈ I do
4:     pi ← flip or clear item in pi;
5: end for
6: b ← calculate bi2 using Eq. (17);
7: I ← b random items set to 1 in BitDiff (pi, gBesti);
8: for each item ∈ I do
9:     pi ← flip or clear item in pi;
10: end for
11:b ← calculate bi3 using Eq. (18);
12: item ← b random 1-HTWUI; 
13: pi ← flip or clear item in pi; 
14: pi ← PEV-check pi;
15: return p′i;

E.	 TKU-PSO
Algorithm 3 shows the designed TKU-PSO in its entirety. The 

model takes as input a transactional database, the number of desired 

HUIs, the population size, and the number of iterations. First, the 
population, pBest, and the set of top-k HUIs are initialized by calling 
the initialization procedure of Algorithm 1 (line 1). Next, gBest is set 
to the fittest particle, and the set of explored particles is filled with the 
current population (lines 2 and 3). The deviation of the maximum- and 
average utilities are then calculated (line 4) before the main loop of 
the procedure starts, where the population is iteratively updated and 
evaluated (lines -24). At each iteration, the particles are updated using 
Algorithm 2 (line 7). If a new particle is redundant, it is not evaluated 
further, and the procedure continues with the next particle in the 
population (line 8). Otherwise, the particle’s fitness is estimated to 
determine if evaluation should proceed (lines 9 and 10). The particle’s 
exact fitness is only found if the estimate is greater than the fitness 
of pBest or the current minimum solution fitness (lines 11 and 12). If 
the fitness is greater than the minimum solution fitness, the particle 
is a new top-k HUI and is inserted into the solution set as described in 
Section A (lines 13-15). Then, pBest and gBest are updated accordingly 
(lines 16 and 17), and the particle is marked as explored (line 19). When 
the entire population is updated and evaluated, gBest is reselected to 
one of the current top-k HUIs using roulette wheel selection (line 
22). This step is not performed if gBest was updated naturally during 
the current iteration. The deviation is then updated according to the 
number of over- and underestimates before the next iteration starts 
(line 23). Finally, when all iterations are complete, the set of top-k 
HUIs is returned, and the algorithm terminates (line 25).

V.	 An Illustrated Example

This section demonstrates the process of the designed model on the 
database in Table II. The population size and k (the number of desired 
HUIs) are 3 and 2, respectively.

First, we find the TWU {A:23, B:16, C:24, D:43, E:47, F:15} and utility 
{A:6, B:5, C:10, D:25, E:16, F:10} of each 1-itemset. The minimum utility 
threshold is then set to the k-th largest utility, which is 16. Based on 
this, item F is pruned from the database since its TWU is less than the 
minimum utility threshold. The set of 1-HTWUIs is thus {A, B, C, D, E}. 
As the population size is less than the number of 1-HTWUIs, each 
particle is initialized to the 1-itemsets with the greatest utilities. Table 
IV shows the initial population.

TABLE IV. The Initial Particles in the Population

Particle A B C D E
P1 0 0 0 1 0
P2 0 0 0 0 1
P3 0 0 1 0 0

The fittest particles are placed in the set of top-k HUIs {D:25, E:16}, 
and the minimum solution fitness changes to the tail-itemset’s utility 
(16). Next, pBest is initialized as a copy of the population and gBest is 
set to P1. Before the update procedure starts, each current particle is 
marked as explored.

The update of P2 with r1 = 0.7 and r2 = 0.5 goes as follows:  First,  
BitDiff (P2, pBest2) is calculated to {0,0,0,0,0} and b21 = ⌊0.7 × 0⌋, which is 0. 
Therefore, no items change in P2. Next, BitDiff (P2, gBest) is calculated to 
{0, 0, 0, 1, 1} and b22 = ⌊0.5 × 2⌋, which is 1. As a result, one non-identical 
bit between P2 and gBest must change, either the bit representing item D 
or E. Assuming item D is selected, its bit is flipped because the TWU of 
D (43) is larger than the minimum solution fitness (16), and P2 becomes 
{0, 0, 0, 1, 1}. P2 is not a redundant solution, and b23 is thus 0. The update 
is then complete as this encoding vector is a PEV.

Suppose the updated population is {P1: {0, 0, 0, 0, 1}, P2: {0, 0, 0, 
1, 1}, P3: {0, 1, 1, 0, 0}}. Consequently, P1 is not evaluated because it 
was explored in the last population.  The maximum utilities of the 

Algorithm 3 Proposed TKU-PSO Algorithm
Input: D: a transactional database, k: the desired number of HUIs,  
            pop_size: the population size, iter: the number of iterations.
Output: H: set of top-k HUIs
1: Pop, pBest, H ← init(D, pop_size, k);
2: gBest ← the fittest particle in Pop;
3: E ← Pop;
4: σ ← calc. using Eq. (13);
5: for i = 1 to iter do
6:     for j = 1 to pop_size do
7:          Popj ← update(Popj );
8:          if Popj ∉ E then
9:               X ← the itemset in Popj ;
10:             est ← estimate the utility of X using Eq. (12); 
11:             if est > MSF (H) or est > fit(pBestj) then
12:                  fit ← calc. fitness of Popj using Eq. (9);
13:                  if fit > MSF (H) then
14:                       insert Popj into H;
15:                  end if
16:                  pBestj ← fittest of Popj and pBestj ;
17:                  gBest ← fittest of Popj and gBest;
18:             end if
19:             E ← E ∪ Popj ;
20:         end if
21:    end for
22:    gBest ← update with roulette wheel selection;
23:    σ ← update using Eq. (14);
24: end for
25: return H;
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1-HTWUI are {A:3, B:3, C:8, D:10, E:6}, the average utilities are {A:3, 
B:3, C:5, D:9, E:6}, and the deviation is 1. As a result, the estimated 
fitness of P2 and P3 is 34 and 10, respectively. As the estimate of P3 does 
not exceed the minimum solution fitness (16) or the fitness of pBest3 
(10), its fitness evaluation is skipped. The fitness of P2 is 30, which is 
greater than the minimum solution fitness. The top-k HUIs are thus 
updated to {DE:30, D:25}, and the new minimum solution fitness is 25. 
In addition, pBest2 and gBest change to P2. At last, the population is put 
in the set of explored particles, and the next iteration begins. After the 
algorithm terminates, the discovered top-k HUIs are (DE) and (D).

VI.	Experimental Results

This section evaluates the performance of the designed TKU-PSO 
against THUI, TKO, and TKU-CE+. The authors of TKO provided a 
significantly improved version of the basic TKO algorithm. We call 
this version TKO+ throughout the experiments. The source code of 
THUI was sent to us by the author while we downloaded TKU-CE+ 
from the SPMF data mining library [43]. The source code for TKU-
PSO is available at GitHub1. All the compared algorithms are written 
in Java and were executed with a heap size of 2 GB on JDK 17.0.1. We 
performed the experiments on a 64-bit Windows 10 computer with a 
Ryzen 5 5600x CPU and 16 GB of 3200 MHz CL 16 RAM.

1  https://github.com/Simencar/TKU-PSO

Table V shows the characteristics of the datasets used in the 
comparisons. They are a mixture of real and synthetic data downloaded 
from SPMF. We have categorized each database as dense or sparse 
based on the ratio of the average transaction length to the number of 
distinct items in the database. Generally, sparse databases have more 
diverse transactions.

TABLE V. Database Characteristics

Dataset #Items #Trans Avg.Trans.Len. Type
Chainstore 46,086 1,112,949 7.23 Sparse
Chess 75 3,196 37 Dense
Connect 129 67,557 43 Dense
Kosarak 41,270 990,002 8.1 Sparse
Mushroom 119 8,416 23 Dense
Pumsb 2,113 49,046 74 Sparse

In all the tests, the proposed model is set to 10,000 iterations with 
a population size of 20. The iterations and sample size in TKU-CE+ 
are 2,000, and the quantile parameter is 0.2, as suggested by the 
authors. We used a lower iteration number for TKU-CE+ because it 
is unclear how the sample size compares to the population size of 
TKU-PSO. Only a proportion of the total samples are updated each 
iteration. In addition, TKU-CE+ uses a termination criterion that stops 
the execution prematurely if it determines it has converged, and the 

Fig. 1. The runtimes of the compared algorithms.
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algorithm rarely completes all iterations. Our model always performs 
the specified 10,000 iterations. For these reasons, the tested input 
parameters are fair.

A.	Runtime
First, we compare the runtimes of the algorithms on the six datasets 

with various values of k. Fig. 1 shows the results.

Fig. 1(a) displays the comparison for Chainstore, where TKU-PSO 
and THUI used a similar amount of time for small values of k, but our 
model was up to 22 times faster as k increased. The heuristic TKU-
CE+ was up to 59 times slower than TKU-PSO in Chainstore. It also 
terminated in less than 20 iterations on all tests. TKO+ is not included 
in Fig. 1(a) as it ran out of memory.

The results in the dense databases Chess and Connect are almost 
identical to each other, Fig. 1(b-c). Our model was the fastest for all 
values of k, followed by THUI. Then, TKO+ was quicker than TKU-
CE+ when k was less than 100, while they swapped places for higher 
numbers of HUIs.

Fig. 1(d) demonstrates a clear advantage of the heuristic models 
in Kosarak. When k was 150 and 200, THUI and TKO+ could not 
finish due to the search space size. We ran THUI for over 14 hours 
without getting a result, while TKO+ was stopped after 3 hours. 
Although TKU-CE+ could complete the tests on Kosarak, it repeatedly 
terminated after the first iteration and was still up to 64 times slower 
than TKU-PSO. In addition, our model outperformed THUI and TKO+ 
for smaller values of k.

The Mushroom dataset also shows that TKU-PSO was the most 
efficient model, closely followed by THUI, Fig. 1(e). TKU-CE+ was 
at worst 282 times slower than TKU-PSO, while the runtime also 
fluctuated due to the unpredictability of the termination criterion.

Finally, Fig. 1(e) shows that TKU-PSO was much faster than the 
other approaches in Pumsb. THUI, TKU-CE+, and TKO+ were up to 
63, 141, and 390 times slower, respectively. This was the only dataset 
where TKU-CE+ could finish quicker than THUI, but the runtime was 
inconsistent, like on Mushroom.

Overall, our model achieved the best results in terms of runtime. 
TKU-CE+ is slower in all tests while also performing fewer iterations. 
THUI is generally the closest to our model, but it cannot deal with 
colossal search spaces, as seen on Kosarak. Kosarak has many candidates 
with similar utility, and the threshold-raising pruning of THUI thus 
becomes ineffective. The main contributions to the speed of TKU-PSO 
are the strategies for redundant particles and fitness estimation, which 
reduces the number of necessary particle evaluations. The dynamic 
minimum solution fitness can also improve the runtime of the model. 
During particle update, we avoid 1-HTWUIs with TWU less than the 
minimum solution fitness. Thus, the algorithm converges quicker to 
the point where it creates primarily redundant solutions, which are 
not evaluated.

B.	Accuracy
The heuristic models cannot guarantee the discovery of the correct 

patterns before termination. Therefore, some of the found itemsets 
may not correspond with the actual top-k HUIs in the database. This 
section compares the percentage of correct top-k HUIs between TKU-
PSO and TKU-CE+. In addition, we test the proposed model without 
the new population initialization strategy. This model is called TKU-
PSO- and uses the traditional roulette wheel selection approach. 
We obtained the accuracy by comparing the results of the heuristic 
algorithms with the output of THUI. On Kosarak, the exact patterns 
were retrieved with the threshold-based EFIM [22] as THUI and TKO+ 
could not finish for large k. The accuracy was measured with the 
following formula:

	 (19)

where c is the number of correct top-k HUIs discovered by the heuristic 
algorithm, and k is the desired number of HUIs.

Table VI shows that the proposed TKU-PSO found significantly 
more correct top-k HUIs than TKU-CE+. In Kosarak, Mushroom, and 
Pumsb, the accuracy of our model was always 100%, while TKU-CE+ 
missed nearly all relevant patterns. In Chess and Connect, TKU-CE+ 
found the actual top-k HUIs for k up to 10, but the accuracy gradually 
fell to 22.5% and 20.1% as k increased. In contrast, TKU-PSO returned 
one incorrect itemset when k was 2,000 and maintained 100% accuracy 
in the other tests. In Chainstore, the proposed model performed slightly 
worse than in the other databases but still provided an accuracy of 96% 
or more. TKU-CE+ found the correct HUI at the smallest k but missed 
all relevant itemsets for k above 25.

TABLE VI. The Accuracy of TKU-PSO, TKU-PSO- and TKU-CE+ Compared

Chainstore

k 1 10 25 100 250 500

TKU-PSO 100 % 100 % 100 % 99 % 98 % 96 %

TKU-CE+ 100 % 50 % 24 % 0 % 0 % 0 %

TKU-PSO- 100 % 100 % 100 % 98 % 93.6 % 88.8 %

Chess

k 1 10 100 500 1,000 2,000

TKU-PSO 100 % 100 % 100 % 100 % 100 % 99.9 %

TKU-CE+ 100 % 100 % 90 % 51.6 % 34 % 22.5 %

TKU-PSO- 100 % 100 % 100 % 100 % 100 % 99.9 %

Connect

k 1 10 100 500 1,000 2,000

TKU-PSO 100 % 100 % 100 % 100 % 100 % 99.9 %

TKU-CE+ 100 % 100 % 80 % 39.8 % 30 % 20.1 %

TKU-PSO- 100 % 100 % 100 % 100 % 100 % 99.9 %

Kosarak

k 1 10 50 100 150 200

TKU-PSO 100 % 100 % 100 % 100 % 100 % 100 %

TKU-CE+ 100 % 0 % 0 % 0 % 0 % 0 %

TKU-PSO- 100 % 0 % 0 % 0 % 0 % 0 %

Mushroom

k 1 10 100 500 1,000 2,000

TKU-PSO 100 % 100 % 100 % 100 % 100 % 100 %

TKU-CE+ 0 % 0 % 0 % 0 % 0.01 % 0.01 %

TKU-PSO- 100 % 100 % 100 % 100 % 100 % 100 %

Pumsb

k 1 10 50 100 250 500

TKU-PSO 100 % 100 % 100 % 100 % 100 % 100 %

TKU-CE+ 0 % 0 % 0 % 0 % 0 % 0 %

TKU-PSO- 100 % 100 % 0 % 0 % 0 % 0 %

Altogether, TKU-PSO and TKU-CE+ discovered 13,113 and 2,165 
correct top-k HUIs, respectively, corresponding to an overall accuracy 
of 99.8% and 16.5%. In other words, our model outperforms TKU-CE+ 
by a wide margin in these experiments. TKU-PSO can consistently 
find the relevant itemsets even if the search space is huge. The Kosarak 
results demonstrate this as the correct solutions were returned within 
10 seconds, while the non-heuristic algorithms were unable to finish 
in any reasonable amount of time, Fig. 1(d). The main contributor 
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to this is the proposed population initialization strategy. TKU-PSO 
has better accuracy than TKU-PSO- in all the sparse databases. These 
databases have massive numbers of 1-HTWUIs when k is large, but 
their best itemsets are relatively small in comparison. Therefore, it is 
advantageous to avoid initialization with roulette wheel selection as 
it will create too big particles and lead the model to a local optimum. 
TKU-PSO- discovered most of the correct solutions on Chainstore 
due to the PEV-check reducing the particle sizes. Nonetheless, the 
new population initialization strategy always provided higher or 
identical accuracy.

C.	Memory
Finally, we compare the maximum memory usage of each algorithm 

on the same datasets and k as in the previous experiments. THUI and 
TKO+ are missing from some graphs for the reasons stated in Section 
A. The memory was measured using the native Java Runtime class. 

According to the results in Fig. 2, TKU-PSO used the least memory 
on Chess, Connect, Mushroom and Pumsb, while THUI was most 
efficient on Chainstore and Kosarak. This is primarily caused by the 
database size and the algorithm’s strategy for holding item information. 
The heuristic models store the pruned database on the heap while 
THUI and TKO+ construct utility-list variations. Generally, the utility-
list approach is more efficient when the database is sparse and large, 

as seen on the highest k in Fig. 2(a)(d). However, our model used less 
memory for the smallest k in Chainstore and Kosarak because pruning 
reduced the database size considerably. As k increases, pruning is less 
effective, and memory requirements grow. TKO+ does not perform the 
initial pruning used by the other models.  For this reason, it ran out of 
memory in Chainstore and performed the worst in Kosarak.

Comparing the heuristic models, TKU-PSO used overall less 
memory than TKU-CE+ in Fig. 2(b-f). On Chainstore, our model 
generates a high number of unique candidates due to the size of the 
search space. The memory usage then increases as the algorithm 
stores all explored particles. This does not happen to the same extent 
on the similar-sized Kosarak as the model converges early, and overall 
fewer candidates are examined.

Altogether, TKU-PSO was the most memory-efficient algorithm. 
The utility-list of THUI could use less memory in extremely sparse 
databases but was outperformed in other scenarios.

VII.	Conclusion

This paper proposed TKU-PSO, a heuristic model based on particle 
swarm optimization for discovering top-k high-utility itemsets. TKU-
PSO introduces several efficient strategies that are fundamental to 
the model’s performance. First, we effectively reduced the number 

Fig. 2. The memory usage of the compared algorithms.
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of particle evaluations through fitness estimation and by utilizing 
explored candidates. Second, we introduced the concept of minimum 
solution fitness, which is employed in several stages of the algorithm 
to prune unpromising candidates. Finally, we revised the traditional 
population initialization and thus improved the model’s ability to find 
optimal solutions in large search spaces. The experimental results 
show that our approach is superior in all tested datasets regarding 
execution time and accuracy. Most notably, THUI and TKO+ could 
not complete certain tests due to excessive runtimes, while TKU-PSO 
used less than 10 seconds to discover the correct solutions. In the 
other experiments, TKU-PSO was up to 63, 282, and 390 times faster 
than THUI, TKU-CE+, and TKO+, respectively. In addition, our model 
achieved an overall accuracy of 99.8% compared to 16.5% with TKU-
CE+, and memory usage was the smallest on 4 of 6 datasets.

Although the proposed algorithm displays promising results, 
there are several opportunities for improving mining performance. 
Currently, the limiting factor to the speed of heuristics is the time 
required for candidate evaluations. Future work should thus focus on 
strategies that can reduce this cost, e.g., by omitting certain evaluations 
as proposed in this paper or designing a database projection that 
can be more efficiently scanned. Another possibility is to introduce 
parallel execution in the iterative stage of the algorithm such that it 
can perform concurrent evaluations. Regarding accuracy, we have 
demonstrated that population initialization can significantly impact 
the algorithm’s ability to discover the correct solutions. Investigating 
whether this process can be further enhanced is thus an important 
topic to explore. Finally, the developed framework can also be adopted 
by other evolutionary techniques and extended for different utility 
mining problems.
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Abstract

COVID-19 is an infectious disease that spreads quickly from person to another. The pandemic, which spread 
worldwide over time, presents huge risks in terms of blood clotting, breathing problems and heart attacks, 
sometimes with fatal consequences if not detected early. The PCR test, CT scans, X-rays, and blood tests are 
methods commonly employed to detect the disease, though the PCR test is, without question, considered the 
gold standard. The American Center for Disease Control and Prevention (CDC) reports that the PCR has an 80% 
accuracy rate. An alternative to the PCR is clinical data, which is less expensive, easy to collect, and offers better 
accuracy. Machine learning, with its rich feature selection and classification methods, helps detect COVID-19 at 
the earliest stages, using clinical test results. This research proposes a clinical dataset and offers a comparative 
analysis of feature selection and classification algorithms for detecting COVID-19. Filter-based feature selection 
methods such as the ANOVA-F, chi-square, mutual information and Pearson correlation, along with wrapper-
based methods such as Recursive Feature Elimination (RFE) and Sequential Forward Selection (SFS) were used 
to choose a subset of features from the feature set. The selected features were thereafter applied to the Support 
Vector Machine (SVM), Naïve Bayes, K-NN (K-Nearest Neighbor) and Logistic Regression(LR) classification 
algorithms to detect Coronavirus Disease. The experimental results of the comparative study show that the 
clinical dataset provides better accuracy at 94.8%, with mutual information and the SVM classifier.
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I.	 Introduction

In December 2019, the novel coronavirus caused a public health crisis 
which spread rapidly worldwide. The disease is transmissible, striking 

healthy individuals who come in contact with droplets from an infected 
individual [1]. The infected person is sometimes asymptomatic, while 
others develop symptoms like cough, fever, shortness of breath and 
body pain, as well as loss of taste and smell. The Reverse Transcription 
Polymerase Chain Reaction (RT-PCR) has been followed as the gold 
standard in diagnosing COVID-19 [2]. Notwithstanding its popularity, 
the test has certain intrinsic flaws in that it is consumes more time, 
expensive, requires specially designed laboratory devices, and has a 
false negative rate of 20% [3]. Blood tests, X-rays, CT scans and breath 
sound analysis have been used as alternative procedures in COVID-19 
diagnosis.  Even though positive results are obtained using chest X-ray 
and CT scans images based on machine learning [4], the downside of 
these tests is exposure to high doses of radiation.  Given that recent 
studies have shown that the blood features of COVID-19 patients 
change dramatically [5]–[10], hence early detection of the virus can 

be done by recognizing and working with these parameters. The blood 
tests results are ready in quick time and are relatively cheaper than 
other tests.

A decision support system is most useful in predicting COVID-19 
using clinical data in the early stages so appropriate decisions can be 
made in good time.  Clinical data includes biochemical parameters, 
obtained through blood tests that are made easily available in little 
time. The parameters include C-reactive protein (CRP), lymphocytes, 
DC:Neutrophils and D-Dimer, among others, which show changes 
due to coronavirus infection. As a result, the most common clinical 
findings, such as biochemical and hematological parameters, play an 
important role in COVID-19 preliminary screening [11].

Researchers in Artificial Intelligence use machine learning as a 
tool to assist healthcare workers diagnose disease. Machine learning 
classification and clustering algorithms give the best results when it 
comes to building such decision support systems.  Machine learning 
provides algorithms that handle large datasets in a minimum runtime 
by selecting appropriate attributes. Further, it provides excellent 
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detection methods [12]. Machine learning models speed up information 
analysis and help make efficient disease prediction decisions. A model 
designed using machine learning recognizes patterns in blood samples 
and uses them to diagnose COVID-19. The objectives of this paper 
are (i) to propose a new clinical dataset to predict whether the person 
is affected by COVID-19 or not, and (ii) to find an optimal feature 
selection method and classifier for COVID-19 prediction.

II.	 Related Work

An analysis of the literature highlights similar work on COVID-19 
prediction using blood test datasets. A tool was designed by Wu et al. 
[13] using the random forest algorithm to predict COVID-19. A total of 
253 samples of data were collected for this purpose from 169 suspected 
patients. Each instance of data had 49 parameters, with 24 and 25 of 
those relating to the hematological and biochemical, respectively. 
In all, 11 parameters were extracted with the help of random forest 
algorithm. The overall performance of the tool in terms of accuracy 
in COVID-19 prediction was measured at 95.95%. Bastug et al. [14] 
undertook a comprehensive analysis of laboratory and clinical attribute 
for detecting COVID-19. The severity of the illness is predicted by 
training the model with the information from 191 coronavirus affected 
patients, admitted at an Ankara city hospital. In all, 29 blood routine 
parameter features were statistically analyzed.  Kolmogorov-Smirnov 
test was used to check the normality of variables and to predict disease 
severity binary logistic regression was applied. 

Brinati et al. [15] developed two machine learning models for 
COVID-19 detection. The study collected 279 blood samples from 
177 COVID-19 positive and 102 COVID-19 negative individuals. 
The missing values were handled using Multivariate Imputation 
by Chained Equation (MICE) and feature Importance was used to 
select the best features. Five different machine learning algorithms, 
including the extremely randomized trees, logistic regression, 
decision tree, k-nearest neighbors, Naïve Bayes and random forest 
were compared to detect COVID-19. Of these, the two models 
designed using random forest algorithm outperformed with the 
accuracy of 82% and 86% respectively. Kukar et al. [16] used data 
from the University Medical Center in Ljubljana, Slovenia, to train 
a machine learning model to detect COVID-19. Blood samples from 
5333 patients with viral and bacterial infections and 160 COVID-19 
positive patients were included in the dataset. Feature selection 
was carried out using the feature importance scoring feature 
of the XGBoost machine learning algorithm, and the predictive 
model designed using the algorithm yielded an AUC of 0.97 in 
detecting COVID-19. Chadaga et al. [17] used data from Brazil’s 
Albert Einstein Hospital to build a model for COVID-19 diagnosis. 
This model used SMOTE balancing technique to balance the 
dataset through oversampling, along with correlation analysis and 
feature importance to select the best features. The random forest, 
k-nearest neighbors, logistic regression, and XGBoost classifiers 
were compared using this dataset, and the best accuracy (92%) was 
produced by random forest algorithm. 

Aljame et al. [18] proposed the “ER-CoV” machine learning 
model to predict the incidence of COVID-19 using hematological 
and demographic parameters. Data collected from 5644 patients of 
the Albert Einstein Hospital, Brazil, were preprocessed using the 
KNNImputer algorithm to handle null values and the SMOTE to 
balance the dataset. The SHAP technique was used to select 18 features 
from a total of 108. The proposed model has two level classifiers. The 
first level had the random forest, logistic regression and extra trees 
classifiers, and the output from this level was given as input to the 
second-level extreme gradient boosting classifier to detect COVID-19. 
The proposed model achieved 99.88% overall accuracy. The authors of 

[19] proposed a model using five ML algorithms such as gradient boost 
trees, SVM, logistic regression, neural networks, and random forest 
for the diagnosis of COVID-19. A dataset was created using the data 
collected from Brazil’s Albert Einstein Hospital. The dataset contains 
235 blood samples with 102 confirmed cases of COVID-19. From the 
dataset, 15 relevant characteristics were chosen for research. In this 
study, the SVM produced the best classification results with very little 
significance, with AUC, sensitivity, and specificity of 85%, 68%, and 
85%, respectively, when compared to previous work. A study [20] 
analyzed and applied six state-of-the-art methods like the SVM, MLP, 
NB, RT, Bayesian Networks (BN), and RF to a dataset from the Brazil’s 
Albert Einstein Hospital which consists of 564 samples, including 559 
COVID-19 positive samples. The SMOTE was used for oversampling 
due to limited size of the dataset.  Two PSO-based algorithms, the 
evolutionary search algorithm, and a manual method were all used for 
feature selection. The BN model performed the best overall, achieving 
accuracy, precision, specificity, and sensitivity values of 95.159%, 
93.8%, 93.6%, and 96.8%, respectively.

Almansoor and Hewahi [21] collected Kaggle data with patient 
information from the Brazil’s Albert Einstein Hospital, containing 
5644 instances and 111 features. Data preprocessing was carried out 
using a one-sided selection technique to balance the data. The SVM, 
AdaBoost, random forest and k-nearest neighbour classifiers were 
used to detect COVID-19. Cabitza et al. [22] compared the performance 
of their model using the random forest, logistic regression, k-NN, 
SVM and Naïve Bayes algorithms. Three types of datasets, namely, 
the CBC, OSR, and a COVID-19-specific dataset were utilized.  It was 
observed that the random forest and SVM performed the best with 88% 
accuracy for the OSR dataset, while the k-NN and SVM outperformed 
other algorithms on the COVID-19 specific dataset. The CBC dataset 
produced good results with the k-NN algorithm.  

Akhtar et al. [23] used various machine learning algorithms like 
the k-NN, SVM, Naïve Bayes, multi-layer perceptron and decision tree 
to detect COVID-19 using the CBC dataset uploaded on the Kaggle 
website.  The CBC dataset contains the CBC parameters of 5644 
patients. Performance-wise, the multi-layer perceptron outclassed 
other algorithms. Abayomi-Alli et al. [24] introduced an ensemble 
learning model for COVID-19 detection using blood test samples. 
They combined custom convolutional neural networks (CNN) with 
15 supervised machine learning algorithms. This ensemble model, 
incorporating DNN and ExtraTrees, achieved a remarkable accuracy 
of 99.28% and an AUC of 99.4% on the San Raffaele Hospital dataset, 
outperforming other COVID-19 diagnostic methods. Gong et al. [25] 
present a methodology for achieving explainable AI-driven rapid 
COVID-19 diagnosis. They employed ensemble learning algorithms 
to analyze data collected from 1,737 participants hospitalized at San 
Raphael Hospital during the period of February to May 2020. The study 
applied four distinct ensemble learning algorithms, namely random 
forest, adaptive boosting, gradient boosting decision tree (GBDT), 
and extreme gradient boosting (XGBoost). Notably, the GBDT model 
demonstrated superior performance, achieving an accuracy of 86.4% in 
effectively distinguishing COVID-19 patients from the control group. 
Roy and Singh [26] introduced a framework employing the weighted 
average of predictive accuracy from individual transfer learning 
models, including ResNet50V2, DenseNet201, and InceptionNetV3. 
The framework demonstrated exceptional performance in detecting 
COVID-19 from Chest X-ray images, achieving an impressive F1-score 
of 0.997. 

Andueza et al. [27] used ARIMA and SARIMA Machine Learning 
models to predict the impact of COVID-19 on tobacco sales in Spain 
(January 2020 to December 2021) in euros, packs, and per capita 
packs. The study highlights a significant decline in cigarette sales, 
particularly in provinces popular among tourists and those sharing 
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borders with France. Sales during border closures were up to 66.74% 
lower than the initial forecasts, emphasizing the notable impact 
of COVID-19 restrictions on provincial tobacco sales in Spain. 
This suggests a disruption in the typical patterns of tourism and 
cross-border purchases between Spain and France, as well as Spain 
and Gibraltar. Cowley et al. [28] suggested a novel approach that 
integrates the outcomes of supervised random forest classification 
with unsupervised clustering to forecast patient risk. The model 
demonstrated superior performance, achieving an accuracy of 92%.

A.	Motivation and Justification
COVID-19, a communicable disease that has spread throughout 

the globe, has such common symptoms that it has facilitated the 
publication of numerous open source clinical datasets. The literature 
review makes it plain that clinical parameters help in early screening 
of the disease. A person infected by the coronavirus shows variations 
in blood components. Given that the C-Reactive Protein (CRP), 
DC:Neutrophils, D-Dimer,  and the lymphocytes vary rapidly from 
their normal values, they help identify infected individuals with early 
screening and have thus motivated the creation of an open source 
clinical dataset.  The proposed clinical dataset contains COVID-19 
patients’ blood test results, and it is anticipated that it will help 
researchers develop a tool for an initial screening of the disease.

It is clear from the literature survey that the datasets used for 
the research have missing values and are imbalanced. The two 
issues are addressed by machine learning techniques such as the 
Multivariate Imputation by Chained Equation (MICE), KNNImputer, 
and SMOTE.  The two factors above have motivated the creation of an 
open source clinical dataset with balanced data and with no missing 
values.  Secondly, it is seen that feature selection is vital to improved 
performance. The two types of feature selection algorithm that is 
widely used are filter and wrapper based methods. The filter based 
method selects features with a score greater than the threshold. The 
wrapper method selects a subset of features for classification, following 
which the subset with the best accuracy is selected as the best feature 
set. Reducing the number of features by selecting optimal ones helps 
improve the performance of the model.  This research is justified in 
that it carries out numerous experiments, using the proposed clinical 
dataset, to perform a comparison in the accuracy of the classifier with 
and without feature selection. Machine learning algorithms such as 
the ANOVA-F, chi-square, mutual information, Pearson coefficient, 
SFS and RFE are used for feature selection.

The literature review revealed that machine learning classifiers 
such as the random forest, XGBoost, logistic regression, extra trees, 
SVM, Naïve Bayes, and multilayer perceptron help predict the disease 
most accurately. This research uses the Naïve Bayes, SVM, k-NN and 
logistic regression to predict the disease using the features selected 
from the feature selection algorithms mentioned above. To summarize, 
machine learning algorithms may be used in prediction by training the 
dataset and incorporating the given input data with the trained data 
for classification. Most healthcare applications, therefore, use machine 
learning approaches for prediction.

 Classification techniques such as the logistic regression, SVM, 
k-NN and Naïve Bayes are used to classify the selected features. The 
findings indicate that the performance of the classifier is enhanced by 
only using selected features that are picked following the application 
of feature selection. The prediction model, built with the selected 
features and classification algorithms in machine learning, produces 
good accuracy. This research work undertakes a comparative analysis 
of several feature selection and classification algorithms to discover 
the most effective feature set and classifier respectively, for detecting 
COVID-19 using the proposed clinical dataset.

B.	Outline of the Work
The overall working of the research process is shown in Fig. 1. 

Firstly, the dataset is preprocessed to handle missing values, eliminate 
redundant values and convert categorical values into numerical 
values. Then the dataset is checked for outliers, the identified outliers 
are removed, and the dataset is balanced using SMOTE algorithm. 
Secondly, from the preprocessed dataset, significant features are 
selected using feature selection algorithm. Thirdly, the data in the 
selected features are subject to several classification techniques to 
identify the persons affected by COVID-19. Finally, based on the 
performance metrics of various classification techniques, best feature 
selection and classification algorithm is selected. 

Detecting COVID-19
Using Best Classifier
with Best Feature Set
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Recall
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AUC
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Fig. 1. Outline of the Work.

C.	Organization of the Paper
The rest of this research paper is organized as follows. Section 

3 discusses the methodology of the model. Section 4 describes the 
procedure for COVID-19 prediction. Section 5 presents the findings 
of the experiments and discusses them, while Section 6 concludes the 
paper and offers directions for future research.

III.	Methodology

A.	Proposed Dataset Construction
There are, currently, only a few clinically available COVID-19 

datasets which, for the most part, however, cannot be used by 
researchers directly, given that most of the features presented therein 
have missing values. Data need to be preprocessed. When missing 
data are handled during preprocessing, a particular feature is either 
dropped or filled by using statistical formulae. Such procedures, then, 
fail to produce accurate results. In most clinical datasets, information 
on positive and negative COVID-19 patients is not balanced. Therefore, 
a new clinical dataset was constructed using information on 2000 
patients with COVID-19 symptoms, all of whom had taken a blood 
test between August 2020 and August 2021, at a private hospital in 
Thoothukudi, Tamil Nadu, India. Patient data privacy is maintained 
by excluding the patient’s name and any other personal information. 
Instead, a fictitious patient number is linked to the collected blood 
sample data. Based on the values of the 27 features in the blood test, 
the final result was noted as COVID-19 positive or negative. Table I 
provides a description of the clinical dataset. Following the acceptance 
of the paper, the entire dataset will be made accessible publicly via the 
link: https://github.com/merviname/COVID-19.

B.	Data Preprocessing
The data acquired are preprocessed by checking for missing values 

and duplicate entries. The dataset contains no missing value. The 
duplicate entries in the dataset are removed. The dataset contains 
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TABLE I. Covid-19 Clinical Dataset Description

S.No Field Data Type Description Normal Range values
1 AGE Numerical Patient Age >0

2 GENDER Categorical Patient Gender
M-Male
F-Female

3 HB Numerical
It is the measurement of Hemoglobin in blood. COVID-19 patients have a 
decrease in HB which indicates the low oxygen carrier in blood.

Male-13.5– 17.0 g/dl
Female–12.0–15.5 g/dl

4 TC Numerical
It stores the count of white blood cells. Patients affected by COVID-19 have a 
significant increase of white blood cells.

4000-11000 cells

5 DC:NEUTROPHILS Numerical
It stores the count of neutrophils in the blood. Patients affected by COVID-19 
have increase in neutrophil count.

40-65 %

6 LYMPHOCYTES Numerical
It stores the lymphocytes count. The lymphocytes count decrease in 
COVID-19 patients.

30-50 %

7 EOSINOPHILS Numerical
It stores the Eosinophil count in the blood to measure the allergic disease, 
infections etc.COVID-19 patients has a decrease in eosinophil count.

100-400 cells/mL

8 MONOCYTES Numerical
It is a kind of white blood cell which fight against disease and infections. 
COVID-19 patients has a decrease in Monocytes count.

200-800 /mL

9 BASOPHILS Numerical
It is used to measure the allergic reaction. COVID-19 patients has a lower 
basophils count.

0-300 /mL

10 ESR
(60 MIN)          

Numerical
Erythrocyte Sedimentation Rate-It is used to measure and identify the 
inflammation. There is an increase of ESR in COVID-19 patients. 

Male :  0-17 mm/hour
Female : 1-25 mm/hour
Children : 0-10 mm/hour

11 PC Numerical
It stores the average platelets count in the blood. COVID-19 patients has a 
lower platelet count.

150 - 410 thousands/cmm

12 PCV Numerical
Packed Cell Volume - It stores the Red Blood Cells proportion in blood. 
Patients affected by  COVID-19 have  a decrease in PCV. 

Male : 40-52%
Female : 35- 47%

13 MCV Numerical
Mean Corpuscular Volume – It stores the size of Red Blood Cell. Patient 
affected by COVID-19 has low MCV value.

80-95 fL

14 MCH Numerical
Mean Corpuscular Hemoglobin – It stores the Hemoglobin amount in Red 
Blood Cell. Patient affected by COVID-19 has low MCH value.

27.5 - 33.2  pg/cell

15 MCHC Numerical
Mean Corpuscular Hemoglobin Concentration – It stores the average amount 
of hemoglobin in the group of Red Blood Cells. Patient affected by COVID-19 
has low MCHC value.

32 – 36 b/dL

16 RBC Numerical
It stores the number of Red Blood cells in the blood. In severe COVID-19 
affected patients shows low RBC.

Male: 4.7 – 6.1 million cells/microliter
Female: 4.2– 5.4 million cells/microliter

17 Numerical
Red Cell Distribution Width – It stores the variances in the size and volume of 
Red Blood Cells. Severe COVID-19 affected patient shows high RDW-CV count.

Male : 11.8 – 14.5 %
Female : 12.2 – 16.1 %

18    RBS Numerical
Random Blood Sugar Test. It stores the level of Blood Sugar of a non-fasting 
person. COVID-19 patients will have increase in the blood sugar level.

< 140 mg/dL

19 UREA Numerical
It stores the amount of Urea in the Blood sample. Urea level in blood is high 
for COVID-19 patients.

6 – 24 mg/dL

20 CREATININE Numerical
It stores the measure of creatinine in the blood sample. Creatinine in blood 
sample has an increase in COVID-19 patients.

Male :0.74 – 1.35 mg/dL
Female : 0.59 – 1.04 mg/dL

21 CRP Numerical
It stores the measure of C-reactive protein in the blood. There is significant 
increase in the CRP value for COVID-19 patients. 

0-5 mg/L

23 D-DIMER Numerical
It stores the measure of protein fragments of blood clots floating in the blood. 
COVID-19 patients have a higher D-Dimer value.

< 500 mg/mL

24 LDH Numerical
It stores the amount of Lactate Dehydrogenase in the blood. There is 
significant increase in the LDH amount for COVID-19 patients.

125 – 343 U/L

25 DIRECT 
BILLIRUBIN

Numerical
It stores the measure of conjugated bilirubin. There is an increase in the direct 
Bilirubin value for COVID-19 patients.

0 – 0.3 mg/dL

26 BILLIRUBIN T Numerical
It stores the sum of Direct and Indirect Bilirubin. There is an increase in the 
Indirect Bilirubin value for COVID-19 patients.

0.1–1.2 mg/dL

27
INDIRECT 
BILLIRUBIN

Numerical
It stores the measure of unconjugated bilirubin There is an increase in the 
Indirect Bilirubin value for COVID-19 patients.

0.2–0.8 mg/dL

28 SGOT Numerical
Serum-Glutamic-Oxaloacetic-Transaminase – It stores the measure of enzyme 
found in liver, heart and other tissues.  There is an increase in the SGOT value 
for COVID-19 patients.

8–45 units/litre
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categorical and numeric values. Machine learning algorithms works 
well with numerical data. Hence, to convert categorical values into 
numerical values, one-hot encoding is used. The outliers in the dataset 
are removed using iForest algorithm and then the dataset is balanced 
using SMOTE algorithm.

1.	 One-Hot Encoding
Features with string values refer to categorical data, while most 

machine learning algorithms work with numerical values. Hence, 
these categorical values have to be mapped with numerical values. 
This conversion helps the algorithm for better prediction [29].  In this 
study, the categorical feature, ‘gender’ is converted into a numerical 
feature by creating two columns, Gender_1 and Gender_2 by using 
one-hot encoding method. 

2.	iForest
Anomalies in a dataset differ from normal records both in terms 

of quantity and quality. Removing these outliers can significantly 
enhance the performance of a classification model. In the context of 
this study, the Isolation Forest (iForest) [30] technique was employed 
to identify and eliminate outliers from the proposed COVID-19 clinical 
dataset. iForest identifies outliers by calculating the average path 
lengths for instances within its tree structures, with outliers being 
instances having notably shorter average path lengths.

iForest demonstrates efficient performance when used with a 
relatively small subsample size and an appropriate number of trees. 
The ‘contamination’ parameter serves the purpose of specifying the 
proportion of outliers present in the dataset. For this particular study, 
the chosen parameter configuration led to the detection of 24 outliers 
in the dataset mentioned above. After the removal of these outliers, the 
subsequent step involved addressing the issue of dataset imbalance. 
Imbalanced data can significantly impact the performance of a 
classification model, especially during training. Imbalanced data often 
causes the classification model to exhibit bias toward the majority 
class, leading to an increased occurrence of both false positives and 
false negatives. This, in turn, diminishes the overall performance of 
the classification model. Therefore, to enhance the performance, the 
proposed classification model balanced the COVID-19 data.

The clinical dataset proposed for this study displayed a significant 
imbalance, consisting of 997 COVID-positive cases and 999 being 
COVID-negative cases. This stark imbalance tilted the dataset heavily 
toward negative cases. To address this imbalance, the proposed model 
employed the Synthetic Minority Over-sampling Technique (SMOTE) 
to randomly generate minority class instances, effectively oversampling 
the minority class and rebalancing the dataset. Then, the entire dataset 
was randomly split into an 80% training set and a 20% test set.

C.	Feature Selection
The columns/attributes in the dataset are termed features and 

only essential ones are needed to train an optimal model Feature 
selection, which is the process of choosing essential features, is 
critical to building a machine learning model because it reduces 
data redundancy and thus maximizes the model’s performance.  The 
objectives of feature selection techniques are (i) to reduce the model’s 
complexity by removing irrelevant features, (ii) to help the machine 
learning algorithm train a model faster, and (iii) to avoid overfitting 
by reducing the dimensions [31]. Based on its interaction with the 
classifier, the feature selection algorithm is divided into three types 
they are: (i)filter method, (ii)wrapper method and (iii)embedded 
method. This study makes use of filter and wrapper methods.

1.	Filter Methods
Statistical techniques are used in the filter method to assess the 

dependence between the input variable and the target variable. 

Statistical measures such as Fisher score, mutual information, chi-
square test, correlation coefficient and variance threshold identify 
important features [32]. The techniques calculate the scores based 
on variance, correlation, consistency and distance, depending on 
the data’s intrinsic properties. Thereafter, the features are ranked 
from best to worst, based on the said scores [33]. Fig. 2. shows the 
operation of the filter method. This paper employs the following four 
filter-based feature selection methods: (i) ANOVA-F (ii) chi-square (iii) 
mutual information (iv) Pearson correlation. 

Set a threshold value for the feature set

For each feature do

Find the Relationship with the Target

Assign score to the feature
using ranking criteria

The Output Feature Subset is
appended with the Feature that has

score greater than the threehold.

Input: Entire
Feature Set

Output: 
Feature subset

Fig. 2. Filter Method [41].

a)	 ANOVA-F:
ANOVA (Analysis of Variance) analyses each feature individually 

to examine the feature - target relationship. Features with a tenuous 
relationship with the target are eliminated. The F-Test is a statistical 
function that computes the ratio of the variance values. The variance 
denotes the dispersal measure of the data points from the mean. 
The ANOVA-F is used for the numerical input variable with the 
classification target variable [34]. Based on the test results, the best 
features with a high F-statistic score are selected. Features with a low 
F-statistic score, which are independent of the target variable, are 
removed from the dataset.

b)	 Chi-Square:
The chi-square test identifies attributes that are highly dependent 

on the target variable. It measures dependencies by examining the 
deviation of the expected count from the observed count. The chi-
square value is small when the observed count is close to the expected 
count, indicating that the input feature is independent of the response. 
The higher chi-square value shows that the dependencies between the 
feature and response is high [35]. The chi-square feature selection 
algorithm selects features by calculating the chi-score and the p-value. 
The most significant features have a high chi-square score and a low 
p-value. 

c)	 Mutual Information:
Mutual Information calculates the entropy for each feature with 

reference to the target feature [36]. Mutual information is calculated 
for each independent feature, following which the features are ranked, 
based on the calculated information gain for each feature. A threshold 
is set for selecting features with information gain above the threshold 
value.  Mutual information thus helps find the most useful features 
that differentiate the target class.
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d)	 Pearson Correlation:
Pearson correlation constructs a correlation matrix that measures 

the linear association between two features. The values in the matrix 
range from -1 to 1. Values closer to -1 and 1 indicate strong negative 
correlation and positive correlation, respectively. Values closer to 0 
indicate weak correlation, while features with a value of 0 have no 
correlation [37]. A threshold is set to select the best features, and those 
with a higher score than the threshold is selected while others are 
removed from the dataset.

2.	Wrapper Methods
The wrapper-based feature selection technique selects the best 

feature subset by producing a number of candidate feature subsets 
whose accuracy is evaluated using a classification algorithm. The best 
feature set is defined as the feature subset with the highest accuracy 
[38]. Fig. 3 shows the working of the wrapper-based feature selection 
method. The wrapper method such as Recursive Feature Selection 
(RFE) and Sequential Forward Selection(SFS) are used in this research.

a)	 Recursive Feature Elimination (RFE):
The Recursive Feature Elimination (RFE) algorithm first determines 

the most significant features and subsequently removes the least 
important ones, one at a time, in each iteration. The features are 
eliminated repeatedly until an optimal threshold is obtained from the 
classification algorithm.  The final feature set obtained is the best [39]. 
Each feature is ranked using the rfe_ranking and features with ‘1’ in 
the rfe_ranking column are selected for classification.

b)	 Sequential Forward Selection (SFS):
The Sequential Forward Selection (SFS) algorithm initially has an 

empty set of features, with features added on to the feature set at each 
iteration. The best feature set is obtained when the iteration yields a 
reduced misclassification rate [40]. The average score for each feature 
subset is calculated. Initially, the average score starts with a single 
feature and, at each iteration, another feature is added to the subset. 
The feature subset with the highest average score is selected as the 
best, and the features within it are selected for classification.

Generate a Candidate Feature Subset

Run a Classification Algorithm
with the Feature Subset

Is Optimal
Feature Subset

found?

Input: Entire
Feature Set

Output: 
Feature subset

Measure the Performance
of the Classification Algorithm

Yes

No

Fig. 3. Wrapper Method [41].

D.	Classifiers
A classifier is a machine learning algorithm that can be used to 

identify the class of given input data.  It takes the input data and outputs 
discrete class labels that define a set of possible classes. Classifiers, once 
trained with machine learning classification algorithms, can be used to 

make predictions on new data points and identify the class to which 
a training set belongs [42].  Several machine learning classification 
algorithms are used in this paper to predict COVID positive cases 
based on patients’ blood test results. 

Supervised machine learning models such as the SVM, Naive Bayes, 
KNN and logistic regression are applied for learning the preprocessed 
data after selecting the best features.  The dataset is divided into 
training and testing data in 80:20 ratio. The classifier algorithm is used 
to train the model using training set. After that 20 percent of the set is 
used as testing data. The implementation process of the models used 
in this study follow below.

1.	Support Vector Machines
The support vector machine is a statistics-based supervised 

machine learning algorithm that is used for classification and 
regression [43], which enables it to predict COVID-19 with its features 
The SVM creates a decision boundary known as the hyperplane which 
differentiates between COVID-19 positive and negative classes.  The 
selected features from the clinical dataset are trained using the SVM 
algorithm. The training process results in a set of support vectors and 
a decision boundary. A predictive analysis is carried out using w*xi-c 
= +1 and w*xi-c = -1 (where ‘w’ is the vector which is normal to the 
hyperplane and ‘c’ the offset) by dividing the points on the hyperplane 
[44]. The SVM classifies the given new input vectors by calculating the 
distance from the decision boundary. The distance (d) from the point 
(a0,b0) to the line Mx+Ny+ O is calculated using Eq. 1. 

	 (1) 

Similarly, the distance between the hyperplane 𝑤𝑇 (Φ (x)) + c and 
the given vector Φ(𝑎0) is given by Eq 2.

	 (2)

where ‘w’ is the vector that is normal to the hyperplane, ‘b’ the 
offset and ||w||2 the length of w in the Euclidean norm. ||w||2 is given 
by ||w||2 = sqrt(w12 + w22 + w32 +….wn2).

For better accuracy using the SVM, the algorithm maximizes the 
distance and gives space to the hyperplane. Hence, to maximize the 
minimum distance, Eq. 3 is used.

	 (3)

If a point is substituted in the hyperplane equation (w*x + c > 0) 
and is greater than zero, then the given data is COVID-19 positive. If 
a point is substituted in the hyperplane equation (w*x + c < 0) and is 
less than zero then the given data is COVID-19 negative. 

Pseudocode for the Support Vector Machine
Input: D = [X, Y]; X (dataset with m features), Y (class labels)
Output: Test case class
1.	Initialize the model with random values for the weights, w.
2.	Split the dataset, D, into two parts: a training set, T, and a testing 

set, T1.
3.	For each training data, xi, from dataset T:

3.1 Compute the margin, yi(w) = w^Txi.
3.2 If the margin is greater than 1,  add xi to the support vector 
set, S.

4.	Find the optimal weights, w*, by solving the quadratic optimization 
problem, subject to yi(w) >= 1 for all i in S.

5.	Return the support vector set, S, and the optimal weights, w*.
6.	Assign the test data as positive if the yi(w) >= 1, otherwise 

classify it as negative.
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2.	Naïve Bayes: 
The Naïve Bayes algorithm is a statistical supervised machine 

learning algorithm that predicts class membership using probability. 
The algorithm works well for small datasets but even better for large 
ones, offering high accuracy and speed [45].

Pseudocode for the Naïve Bayes [46]
Input: D = [X, Y]; X (dataset with n features), Y (class labels)
F = (f1, f2, f3, ..., fn)  // features in the testing dataset
Output: Test case class
1.	Split the dataset, D, into two parts: a training set, T, and a testing 

set, T1.
2.	Read the training dataset, T.
3.	Repeat to Compute the probability of fi using the Gauss density 

equation in each class until the probability of all predictor 
variables (f1, f2, f3, .., fn) has been calculated

4.	Compute the likelihood for each class.
5.	Select the greatest likelihood.

The Naïve Bayes algorithm is based on Bayes’ theorem, written as 
in Eq. 4

	 (4) 

where P(C) is the prior probability denoting the probability 
of occurrence C and P(D) the marginal probability denoting the 
probability of occurrence D. The probability values are independent 
and do not refer to each other. P(C|D) is known as the posterior 
probability which represents the probability of occurrence of C, 
given that D has occurred. This algorithm does not depend on other 
parameters and uses Eq. 5 to predict COVID-19.

	 (5)

Eq. 6 below is used to calculate the highest probability.

	 (6)

3.	K-Nearest Neighbors (KNN): 
The k-NN algorithm is the most fundamental supervised machine 

learning algorithm used for classification. It classifies the given blood 
samples by using the majority of the classes in the clinical dataset’s 
k-nearest neighbors. To find the nearest neighbors for a given data 
point, the algorithm typically employs the Euclidean distance metric. 
The distance metric formula is given in Eq. 7: 

	 (7)

where x = (f1, f2, f3, ..., fn), n is the number of attributes, fk is the kth 
attribute with its weight denoted by wk, and d (xi, xj) is the distance 
between xi and xj [46]. 

Pseudocode for the k-Nearest Neighbor Algorithm [46]
Input: D=[X,Y]; X,Y(class labels)
Output: Test case class 
1.	Initialize the model with random values for the weights, w.
2.	Split the dataset, D, into two parts: a training set, T, and a testing 

set, T1.
3.	Read the training dataset, T.
4.	For i=1 to n, do
        Compute distance d(Ti,T1).
       End for
5.	Compute set1 containing indices for the k smallest distances, 

d(Ti,T1).
6.	Return a majority label for {Yi where i € I}.

4.	Logistic Regression:
Logistic regression predicts using a logistic function. The logistic 

function is a sigmoid function that takes a real-value number as 
input and maps it between 0 and 1 [47]. The 15 features selected 
using the feature selection algorithm are given as input and the class 
membership probability is calculated using Eq. 8 

	 (8)

where the predicted output is denoted by y, b0 is the intercept term, 
and b1 is the coefficient of input x[48]. The binary classification made 
is based on the value of y. Here the binary class value is either 0 or 
1. A class value of 0 is COVID-19 negative and a class value of 1 is 
COVID-19 positive as shown in Eq. 9 and Eq. 10.

	 (9) 

	 (10)

Pseudocode for Logistic Regression
Input: D = [X, Y]; X (dataset with n features), Y (class labels)
Output: Test case class
1.	Initialize the model with random values for the weights, w.
2.	Split the dataset, D, into two parts: a training set, T, and a testing 

set, T1.
3.	Read the training dataset, T.
4.	For each data in the training set, T,

Calculate the probability using the formula in Eq. 8
5.	If y<0.5, assign the class label 0, otherwise assign the class label 1.

IV.	COVID-19 Prediction Procedure

An early screening procedure for predicting COVID-19 is given in 
the form of pseudocode. The blood test values are given as input and 
the output class gives the information whether the person is affected 
by COVID-19 or not. The working of COVID-19 prediction is given as 
a pseudocode below:

Pseudocode for COVID-19 Prediction
Input: COVID-19 Clinical Dataset D with Y classes 

Begin 
D1: Convert categorical values to numerical values using one-hot 
encoding // data preprocessing
X: Select  relevant features from D1 // feature selection
T: 80% samples from X // training set
T1: Remaining 20% of samples from X // testing set
N: Number of samples in T
F: Feature labels from f1 to fn 
C: Classification algorithm 
For each feature in f1 … fn,
      Construct a new label vector for the Y classes. 
Apply T to C  // the classifier is trained using training dataset.
Testing data (T1) is given as input to the trained classifier.
Calculate the confusion matrix for T1. 
Evaluate the performance of the classifier using the confusion 
matrix.
Choose the classifier and feature selection algorithm with the 
best accuracy.

End

Output: Prediction of COVID-19 using the best feature selection 
and classifier algorithm
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V.	 Experimental Findings and Discussion 

This section included several experiments to determine the 
best feature selection and classification algorithm for COVID-19 
prediction. The first experiment was carried out to identify the best 
feature selection algorithm which selects significant features from 
the dataset. The second experiment was carried out to find a suitable 
classifier for the selected features. The clinical dataset taken for the 
experimental set-up is described in the following section. 

A.	Dataset Description
The features of the proposed dataset are age, gender, D-Dimer, 

C-Reactive Protein (CRP), Lactate DeHydrogenase (LDH), total number 
of white blood cells (TC), platelet count (PC), packed cell volume (PCV), 
monocytes, eosinophils, basophils, mean corpuscular volume (MCV), 
mean corpuscular hemoglobin (MCH), mean corpuscular hemoglobin 
concentration (MCHC), erythrocyte sedimentation rate (ESR (60 min)), 
lymphocytes, serum glutamic-oxaloacetic transaminase (SGOT), 
random blood sugar (RBS), billirubin T, direct billirubin, indirect 
billirubin, DC:Neutrophils, emoglobin (HB), red blood cells (RBC), red 
cell distribution width RDW-CV), urea and creatinine The last feature 
‘class’ is used to identify whether the person is affected by COVID-19 
or not, with ‘1’ and ‘0’ indicating COVID-19 positive and negative, 
respectively. Based on the ‘class’ feature, the dataset is divided into the 
types shown in Table II.

TABLE II. Statistical Information of the Dataset

2000 Blood Samples

Positive Negative

1000 1000

Female Male Female Male

408 592 480 520

B.	Ground Truth and Predicted Output Using the Existing 
Classifiers

The details of ten patients were given as input to the existing 
SVM, Naïve Bayes, k-NN, and logistic regression classifiers to predict 
whether the person is affected by COVID-19 or not. The results are 
tabulated in Table III, wherein the actual values correspond to the 
physician’s diagnosis outcome, and the predicted values correspond to 
the target values predicted.

The “actual” values presented in the table signify the outcomes 
provided by a physician, aligning with the model’s predictions. This 
verification in a real-world context serves to showcase the model’s 
practicality and its relevance within a clinical setting.

1.	Performance Metrics
The performance metrics used for selecting the best feature 

selection method and classification algorithm are discussed below. 

TABLE III. Ground Truth and Predicted Output Using Existing Classifiers

Input

Features
Patients

1 2 3 4 5 6 7 8 9 10
AGE 67 35 55 78 74 60 40 28 39 62

GENDER F M F M M F F M M M
HB 10.8 15.9 12.8 15.2 11.9 18.6 18.3 13.6 16.3 14.9
TC 7400 4500 9400 17200 18300 5000 6200 12300 20400 7400

DC: NEUTROPHILS 58 61 70 85 25 85 60 89 23 70
LYMPHOCYTES 23 31 21 15 20 12 38 17 12 27
EOSINOPHILS 2 5 1 0 1 0 0 2 1 1
MONOCYTES 5 6 2 2 1 1 4 2 2 1
BASOPHILS 1 1 1 0 1 1 1 0 0 1
ESR(60 MIN) 25 10 74 57 12 13 15 45 83 43

PC 2.8 1.9 4.3 2.6 1.6 4.4 1.3 2.2 4.5 2.5
PCV 33 48 31 39 36 27 47 37 38 38
MCV 83 89.8 91 88 89 74 86 89 87 85
MCH 30 27.9 31 32 32 24 30 31 31 31

MCHC 35 31.1 35 36 35 32 35 34 35 36
RBC 3.9 5.3 3.3 4.5 4 3.5 5.4 4 4.3 4.4

RDW-CV 15.2 15.5 15.3 15.1 11.8 12.4 12.5 11.5 15.1 18.6
RBS 169 189 196 230 220 169 143 350 467 220

UREA 15 35 37 41 58 22 20 24 60 30
CREATININE 0.8 1.5 1.3 1.2 1.2 1 0.8 1.2 1.3 1.1

CRP 79.8 10 40 60 55 43 3 36 26 15
D-DIMER 550 240 200 150 140 110 115 110 100 600

LDH 112 186 294 289 190 170 190 278 147 282
DIRECT BILLIRUBIN 0.4 0.3 0.3 0.4 0.4 0.6 0.3 0.4 0.3 0.3

BILLIRUBIN T 0.8 0.9 0.5 0.7 0.8 1.5 0.5 0.8 0.5 0.7
INDIRECT BILLIRUBIN 0.4 0.6 0.2 0.3 0.4 0.9 0.2 0.4 0.2 0.4

SGOT 29 25 27 20 35 54 30 39 38 37

Classifier
Output

Actual 1 0 1 1 1 1 0 1 1 1
SVM Predicted 1 0 1 0 1 1 1 1 1 1
NB Predicted 1 1 1 0 1 1 1 1 1 1

K-NN Predicted 1 1 1 0 1 1 1 0 1 1
LR Predicted 1 0 1 0 1 1 1 0 1 1
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The performance of the classifier can be illustrated using confusing 
matrix. Most of the metrics are measured using confusion matrix. The 
accuracy, recall, precision, F1-score, and AUC were used to evaluate 
the results. Table IV displays the confusion matrix for COVID-19 
prediction.

TABLE IV. Confusion Matrix for Covid-19 Prediction

Has COVID-19 
Disease

Does not have 
COVID-19 Disease

Has COVID-19  Disease True positive False Positive

Does not have COVID-19 Disease False Negative True Negative

True Positive (TP) : 

If the actual class is COVID-19 positive and the model also predicts 
the class value as COVID-19 positive, then it is termed as True Positive. 

True Negative (TN):

If the actual class is COVID-19 negative and predicted class value is 
also COVID-19 negative, then it is termed as True Negative.

False Positive (FP):

If the actual class is COVID-19 positive but the predicted class 
result is COVID-19 negative, then it is termed as False Positive

False Negative (FN):

If the actual class is COVID-19 negative but the predicted class 
result is COVID-19 positive, then it is termed as False Negative.

Accuracy:

Accuracy is computed by adding the number of correctly predicted 
positive and negative predictions and then dividing it by all types of 
predictions (TP, TN, FP, FN) [49] as shown in Eq. 11.

	 (11)

Precision: 

Precision is the fraction of number of correctly predicted positive 
instances and the total number of correct or incorrect predicted 
positive instances (TP, FP) [50]. Precision is also termed the Positive 
Predictive Rate (PPR) as shown in Eq. 12.

	 (12) 

Recall:

Recall is the fraction of correctly predicted positive (TP) instances 
and the sum of correctly predicted positive and incorrectly predicted 
negative instances (TP, FN) [50] as shown in Eq.13. It is otherwise 
called the True Positive Rate (TPR).

	 (13) 

F1-score:

F1-score is calculated as the weighted average of precision and 
recall as shown in Eq. 14. Since it takes into account false positive and 
false negative predictions, these metric measures accuracy for uneven 
datasets better [50].

	 (14) 

AUC: 

AUC stands for Area under the curve. It is the measure of how 
well it distinguishes between each class. It is also known as Receiver 
Operator Characteristics (ROC) curve summary. It is used as a metric 
in binary classification problem.

C.	Validation Methods
This section deals with the two types of cross-fold and split dataset 

validation methods used in the research.

K-fold validation: 

The K-fold validation method trains and evaluates the model “k” times 
for different samples [51]. Performance metrics are used to evaluate 
each fold, and the fold with the highest accuracy is selected the best.

Data split validation:

Based on the number of samples, the dataset is divided into a train 
set split and a test set split. The split ratio normally commences with 
80:20, 75:25, and 70:30, and goes on likewise. Metrics are used in every 
split to measure the performance of the model and the split with the 
best accuracy.

D.	Comparison of State-of the Art Benchmarks in COVID-19 
Prediction

In this section, a table is presented to outline the different machine 
learning algorithms employed in preprocessing, feature selection, 
and classification techniques. Table V compiles the state-of-the-art 
benchmarks in predicting COVID-19.

TABLE V. Comparison of State-of the Art Benchmarks in COVID-19 Prediction

Ref. No. Dataset Used
Pre Processing Feature Extraction /

Selection
Classification/ Techniques 

Used
Accuracy 

(%)Noise removal / Handling Outliers 

[15]
IRCCS Ospedale 

San Raffaele 
N/A Feature Importance Random Forest 82

 [17]
Albert Einstein 
Hospital dataset

Highly correlated attributes are 
eliminated to reduce noise in the data.

Pearson Cor-relation and 
feature importance

Logistic regression, random forest, 
k nearest neighbours and Xgboost

92

[21]
Albert Einstein 
Hospital in São 

Paulo, Brazil
N/A

Correlation Matrix and 
The Chi-Squared Test

Ensemble of Support Vector 
Machines, Adaptive Boosting, 
Random Forest and K-Nearest 

Neighbors

69.9

[23]
Albert Einstein 

Hospital (Kaggle)
N/A N/A

K Nearest Neighbor, Radial 
Basis Function, Naive Bayes, 
kStar, PART, Random Forest, 
Decision Tree, OneR, Support 

Vector Machine and Multi-Layer 
Perceptron

88

Proposed 
Clinical Dataset iForest to Handle Outliers Mutual Information SVM 94.8
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Based on the information provided in the table above, it is clear 
that the model using Albert Einstein Hospital (Brazil) dataset and the 
proposed clinical dataset that checks and handle outliers demonstrates 
improved accuracy than other models. Therefore, addressing outliers 
has effectively enhanced the model’s robustness.

E.	 Finding the Best Features Using Feature Selection Methods  
In the feature selection stage, which is indispensable to designing 

the model, the most appropriate features that maximize the model’s 
performance are chosen.   This section shows the results of the 
feature selection algorithm in the process of selecting the features 
from the clinical dataset. Feature selection methods used for the study 
include the ANOVA-F, chi-square, mutual information and Pearson 
correlation filter-based methods, as well as the RFE and SFS wrapper-
based methods.

1.	Chi-Square Test:
The outputs of the chi-squared test are the p-value and the chi 

score. A large p-value shows target-independent input features that 
are not selected for training. Target-dependent features with a high 
chi score, on the other hand, are selected for training. Fig. 4(a) and 
4(b) show the graph representing the chi-square, based on the p-values 
and chi-score, respectively. The threshold for the chi-score is set to 
100 and for the p-value to 0.05. Features selected for training include 
the MCV, MCH, Eosinophils, age, monocytes, urea, ESR (60 min), RBS, 
CRP, D-Dimer, LDH, lymphocytes, DC: Neutrophils, TC, and SGOT. 
These features have a p-value and a chi-score that are less than and 
greater than the threshold, respectively. 

2.	ANOVA-F:
In the ANOVA-F, the impact of the feature with the target variable 

is determined by the feature’s variance. A low score implies that the 
feature has no impact on the target feature. Fig. 5. graphically depicts 
the feature score of all the features in the dataset using ANOVA-F 
feature selection. The top 15 features selected for classification are the 
TC, monocytes, RBS, Direct Billirubin, DC:Neutrophils, lymphocytes, 
basophils, ESR (60 min), MCH, D-Dimer, CRP, LDH, Eosinophils, 
Billirubin T and SGOT.
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Fig. 5.  Feature and its score using ANOVA-F.

3.	Mutual Information:
Mutual information calculates the information gain for each feature. 

Fig. 6. shows the feature score calculated using mutual information 
for each feature. The top 15 features with high information gain are 
selected for classification.  The selected features are DC: Neutrophils, 
Lymphocytes, CRP, Billirubin T, ESR (60 min), Direct Billirubin, 
D-Dimer, LDH, MCV, MCH, RBS, RBC, UREA, Eosinophils, and PC.

4.	Pearson Correlation:
Fig. 7. Depicts the correlation matrix of various clinical dataset 

features. Highly correlated features are selected for classification. The 
selected features include DC:Neutrophils, Eosinophils, ESR (60 min), 
monocytes, basophils, MCV, MCH, RBS, Direct Billirubin, CRP, RDW-
CV, Billirubin T, LDH, SGOT, and D-Dimer.
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5.	Recursive Feature Elimination (RFE):
Table VI shows a list of features selected using Recursive Feature 

Elimination (RFE). The selected features are those with a ‘true’ value 
in the RFE_Support column, while the RFE_Ranking column provides 
information on the rank of each feature. Features with ‘1’ in the RFE_
Ranking and ‘True’ in the RFE_Support are selected as the best which 
include Lymphocytes, DC: Neutrophils, Eosinophils, Monocytes, 
Basophils, ESR(60 min), PC,PCV,MCV, RBS, RDW-CV, urea, creatinine, 
CRP, D-Dimer and LDH.
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Fig. 7.   Correlation Matrix of Clinical Dataset features.

6.	Sequential Forward Selection (SFS):
Table VII shows a list of features and the average score of the 

feature subset selected using the Sequential Forward Selection (SFS) 
algorithm. The Feature_Names column displays a list of features 
selected in each iteration and the Avg_Score column gives the average 

of the feature score of the selected features in each iteration. Features 
selected by the SFS algorithm are Gender_1, Gender_2, HB, TC, DC 
Neutrophils, Lymphocytes, Eosinophils, Monocytes, Basophils, ESR 
(60 min), PC, PCV, MCV, CRP, and LDH.

F.	 Features Selected by Various Feature Selection Method:
The experiments above have selected certain features by different 

feature selection method. Some features are selected by more than one 
feature selection method. Table VIII presents an analysis of the votes 
gained by each feature.

It is found from the above table, features like CRP, DC neutrophils, 
lymphocytes, eosinophils, basophils, ESR (60 min), MCV, RBS, D-dimer, 
LDH, direct bilirubin, and billirubin T have a high vote.

G.	Comparison of Classification Techniques Performance Based 
on Feature Selection Methods

Table VIII shows the comparison of classification technique 
performance based on various feature selection techniques. The 
dataset contains 28 features, of which 15 were selected using the 
ANOVA-F, chi-square test, mutual information, Pearson correlation, 
RFE and SFS feature selection methods. These 15 features are used for 
classifying patients’ with COVID-19. The efficiency of the classifier 
is determined by various performance metrics. The confusion matrix 
helps to view the efficiency of the classifier pictorially. Fig.8, 9, 10, 
and 11 show, respectively, the confusion matrix obtained for the test 
data after training the model using the SVM, Naïve Bayes, k-NN and 
logistic regression classifiers. The classifiers work with the features 
selected using mutual information. 

TABLE VI. Features Selected Using RFE Algorithm

S. No. Feature Name RFE_Support RFE_Ranking
1 AGE False 14

2 GENDER_1 False 13

3 GENDER_2 False 12

4 HB False 9

5 TC False 8

6 DC: NEUTROPHILS True 1

7 LYMPHOCYTES True 1

8 EOSINOPHILS False 2

9 MONOCYTES True 1

10 BASOPHILS True 1

11 ESR (60 MIN) True 1

12 PC True 1

13 PCV True 1

14 MCV True 1

15 MCH False 10

16 MCHC False 11

17 RBC False 6

18 RDW-CV True 1

19 RBS True 1

20 UREA True 1

21 CREATININE True 1

22 CRP True 1

23 D-DIMER True 1

24 LDH True 1

25 DIRECT BILLIRUBIN False 3

26 BILLIRUBIN T False 4

27 INDIRECT BILLIRUBIN False 5

28 SGOT False 7
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Fig. 11. Confusion Matrix – LG.

Note : 1 - COVID-19 Positive  ; 0 – COVID-19 Negative
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TABLE VII.  Features Selected Using SFS Algorithm

S. No Feature_Names Avg_Score

1 CRP 0.71

2 CRP, LDH 0.75

3 TC, CRP, LDH 0.76

4 GENDER_1, TC, CRP, LDH 0.73

5 GENDER_1, GENDER_2, TC, CRP, LDH 0.76

6 GENDER_1, GENDER_2, HB, TC, CRP, LDH 0.78

7 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, CRP, LDH 0.74

8 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, CRP, LDH 0.75

9 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, CRP, LDH 0.79

10 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, CRP, LDH 0.78

11 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, MONOCYTES, BASOPHILS, CRP, LDH 0.81

12 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, MONOCYTES, BASOPHILS, ESR(60 
MIN), CRP, LDH

0.83

13 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, CRP, LDH

0.84

14 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, CRP, LDH

0.86

15 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, CRP, LDH

0.88

16 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, CRP, LDH

0.84

17 GENDER_1, GENDER,_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC,CRP, LDH

0.81

18 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, CRP, LDH

0.82

19 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, CRP, LDH

0.76

20 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, CRP, LDH

0.74

21 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA, CRP, LDH

0.82

22 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, LDH

0.78

23 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, D-DIMER, LDH

0.79

24 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, D-DIMER, LDH, DIRECT BILLIRUBIN

0.81

25
GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, D-DIMER, LDH, DIRECT BILLIRUBIN, 
BILLIRUBIN T 

0.79

26
GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, D-DIMER, LDH, DIRECT BILLIRUBIN, 
BILLIRUBIN T, INDIRECT BILLIRUBIN, SGOT 

0.77

27
AGE,GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, 
ESR(60 MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, D-DIMER, LDH, DIRECT 
BILLIRUBIN, BILLIRUBIN T, INDIRECT BILLIRUBIN, SGOT

0.77
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TABLE IX.  Performance of Different Classifiers With and Without 
Different Feature Selection Methods

Fe
at
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e 

Se
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io

n 
A
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hm No. of 

Selected 
attribute

C
la

ss
if
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rs

Performance Metrics

A
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ur
ac

y 
(%

)

Pr
ec
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n

R
ec

al
l

F1
-s

co
re

A
U

C

W
ith

ou
t F

ea
tu

re
 

se
le

ct
io

n

28

SVM 92.7 0.93 0.93 0.93 0.93

Naïve 
Bayes

89.7 0.90 0.90 0.90 0.90

KNN 69.7 0.75 0.70 0.68 0.70

LR 91.7 0.92 0.92 0.92 0.93

Fi
lte

r

A
N

O
VA

-F

15

SVM 93.7 0.94 0.94 0.94 0.94

Naïve 
Bayes

 92.7 0.92 0.92 0.92 0.93

KNN 90 0.89 0.90 0.89 0.90

LR 93.7 0.94 0.94 0.94 0.94

C
hi

-S
qu

ar
e

15

SVM 93.7 0.94 0.94 0.94 0.94

Naïve 
Bayes

90.6 0.90 0.90 0.90 0.91

KNN 89 0.89 0.89 0.89 0.89

LR 91.25 0.92 0.91 0.91 0.92

M
ut

ua
l 

In
fo

rm
at

io
n

15

SVM 94.8 0.95 0.95 0.95 0.95

Naïve 
Bayes

90 0.91 0.90 0.90 0.90

KNN 89 0.89 0.89 0.89 0.89

LR 91.25 0.91 0.92 0.91 0.92

Pe
ar

so
n 

 
C

or
re

la
tio

n

15

SVM 92.7 0.93 0.93 0.93 0.93

Naïve 
Bayes

92.7 0.93 0.93 0.93 0.93

KNN 88.5 0.87 0.89 0.89 0.89

LR 92.7 0.93 0.93 0.93 0.93

W
ra

pp
er

RF
E

15

SVM 91.6 0.92 0.92 0.92 0.92

Naïve 
Bayes

88.5 0.89 0.89 0.89 0.89

KNN 88.5 0.89 0.89 0.89 0.89

LR 91.6 0.92 0.92 0.92 0.92

SF
S

15

SVM 92.7 0.93 0.93 0.93 0.93

Naïve 
Bayes

92.7 0.92 0.93 0.92 0.93

KNN 88.5 0.87 0.89 0.88 0.89

LR 92.7 0.93 0.93 0.93 0.93

It is inferred from Table IX that the features selected by mutual 
information perform the best with the SVM classifier compared to 
other methods, producing 94.8% accuracy

H.	Performance Evaluation of Feature Selection Techniques 
Using K-Fold Validation

According to the results, the SVM classifier paired with feature 
selection technique works well. Fold validation and training-testing 
data split validation helps to improve the efficiency of the model by 
providing us the best fold and split. Table IX shows the comparison 
of various feature selection techniques performance using the SVM 

classifier in COVID-19 prediction. To find the effective fold for all filter 
and wrapper based feature selection methods, cross-fold validation is 
used. This experiment divides the dataset into 5 fold ranging from 
1 to 5 and the above mentioned performance metrics are used for 
evaluation. Table X shows the comparison of various feature selection 
technique performance with the SVM classifier.

It is observed, from the results of Table X that 5th fold gives the 
best results. Moreover, the performance metrics show that the mutual 
information technique outperforms all the others.

I.	 Performance Evaluation of Feature Selection Techniques 
Using Data Splitting Validation

Many researchers do not focus on fold or split validation. The 
importance of data splitting is highlighted in this research, with 
experiments carried out to determine the suitable split for testing 
and training. The above mentioned metrics are used to evaluate the 
performance of feature selection methods with SVM classifier in order 
to determine the best fold and data splitting range for predicting 

TABLE X. Comparison of Feature Selection Methods Performance 
With SVM Classifier Based on Fold Validation

M
et

ri
cs Feature 

Selection 
Algorithm

Comparison of  Feature Selection Methods 
Performance Based on Fold Validation

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

A
cc

ur
ac

y 
(%

)

ANOVA-F 61.6 65.04 76.5 88.62 89.3

Chi-Square 72.4 71.04 81.9 90.6 91.7

Mutual 
Information

94.1 93.9 94.08 93.9 94.5

Pearson 
Correlation

92.1 91.9 92.08 91.9 92.4

RFE 89.1 88.8 89.1 88.8 89.8

SFS 91.5 91.4 91.5 91.5 91.9

Pr
ec

is
io

n

ANOVA-F 0.62 0.65 0.77 0.89 0.90

Chi-Square 0.73 0.71 0.82 0.91 0.92

Mutual 
Information

0.93 0.92 0.94 0.94 0.95

Pearson 
Correlation

0.91 0.92 0.91 0.91 0.92

RFE 0.89 0.88 0.89 0.88 0.89

SFS 0.91 0.90 0.91 0.91 0.91
Re

ca
ll

ANOVA-F 0.62 0.65 0.77 0.89 0.89

Chi-Square 0.73 0.71 0.82 0.91 0.92

Mutual 
Information

0.93 0.93 0.94 0.94 0.95

Pearson 
Correlation

0.91 0.91 0.91 0.91 0.92

RFE 0.89 0.88 0.89 0.88 0.89

SFS 0.91 0.90 0.91 0.91 0.91

F1
-S

co
re

ANOVA-F 0.62 0.65 0.77 0.89 0.89

Chi-Square 0.73 0.71 0.82 0.91 0.91

Mutual 
Information

0.93 0.92 0.94 0.94 0.95

Pearson 
Correlation

0.91 0.91 0.91 0.91 0.92

RFE 0.89 0.88 0.89 0.88 0.89

SFS 0.91 0.90 0.91 0.91 0.91
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COVID-19 using clinical data. Table XI lists a comparison of the 
performance of feature selection methods with the SVM classifier to 
predict COVID-19. To get the best training and testing splitting range, 
the split is listed in ranges from 20 - 80% to 80% - 20% as depicted in 
Table XI.

It is evident from Table XI that the 80%-20% training-testing 
data splitting shows high accuracy. The result shows that mutual 
information outperforms other feature selection techniques.

J.	 Comparing the Performance of the Datasets
This section compares the performance of open source clinical 

datasets with the proposed clinical dataset. It is found from the 
literature survey that open source datasets are the preferred choice 
for model-building. The total number of features and instances, 
as well as features chosen by the feature selection algorithm, are 
analysed.  The features were classified using the SVM classifier and 
its performance.

TABLE XI. Comparison of the Performance of Feature Selection Methods Based on Data Splitting Validation
M

et
ri

cs Feature Selection 
Algorithms

Comparison of the performance of feature selection methods based on data splitting validation

20-80 25-75 30-70 35-65 40-60 45-55 50-50 55-45 60-40 65-35 70-30 75-25 80-20

A
cc

ur
ac

y 
(%

)

ANOVA-F 80.6 80.6 80.2 81.2 81.9 80.5 82.1 81.6 83.1 84.9 85.8 89.1 93.7

Chi-Square 80.1  81.5 82.7 83.6 84.2 85.6 86.1 87.7 88.8 89.9 90.1 91.7 93.7

Mutual Information  83.2 84.9 85.2 86.8 87.2 88.8 89.4 90.2 91.8 92.6 93.1 93.8 94.8

Pearson Correlation 80.6 81.7 80.3 82.3 83.4 85.1 86.7 87.1 88.4 89.1 90.5 91.2 92.7

RFE 78.5 79.2 80.6 81.1 82.1 83.4 84.6 93.5 85.1 86.9 88.1 90.1 91.6

SFS 75.2 76.2 77.8 78.2 80.2 81.5 82.9 84.1 88.2 89.4 90.1 91.8 92.7

Pr
ec

is
io

n

ANOVA-F 0.78 0.80 0.80 0.81 0.82 0.81 0.82 0.82 0.83 0.85 0.86 0.89 0.94

Chi-Square 0.80 0.81 0.83 0.84 0.84 0.86 0.86 0.88 0.89 0.90 0.91 0.92 0.94

Mutual Information 0.84 0.85 0.86 0.87 0.88 0.89 0.90 0.91 0.92 0.93 0.93 0.94 0.95

Pearson Correlation 0.81 0.82 0.81 0.82 0.83 0.85 0.87 0.87 0.88 0.89 0.91 0.92 0.93

RFE 0.78 0.79 0.81 0.81 0.82 0.82 0.85 0.84 0.85 0.87 0.88 0.90 0.92

SFS 0.75 0.77 0.78 0.78 0.80 0.82 0.83 0.84 0.88 0.89 0.90 0.91 0.93

Re
ca

ll

ANOVA-F 0.77 0.81 0.81 0.82 0.82 0.81 0.82 0.82 0.83 0.85 0.86 0.89 0.94

Chi-Square 0.79 0.81 0.83 0.84 0.83 0.86 0.86 0.87 0.88 0.89 0.90 0.92 0.94

Mutual Information 0.85 0.86 0.87 0.88 0.89 0.90 0.91 0.92 0.93 0.94 0.95 0.94 0.95

Pearson Correlation 0.81 0.82 0.81 0.82 0.83 0.85 0.87 0.87 0.88 0.89 0.91 0.92 0.93

RFE 0.78 0.79 0.81 0.81 0.82 0.82 0.85 0.84 0.85 0.87 0.88 0.90 0.92

SFS 0.75 0.77 0.78 0.78 0.80 0.82 0.83 0.84 0.88 0.89 0.90 0.91 0.93

F1
 S

co
re

ANOVA-F 0.77 0.81 0.81 0.82 0.82 0.81 0.82 0.82 0.83 0.85 0.86 0.89 0.94

Chi-Square 0.79 0.81 0.83 0.81 0.83 0.86 0.84 0.87 0.88 0.89 0.89 0.91 0.94

Mutual Information 0.85 0.86 0.87 0.88 0.89 0.90 0.91 0.92 0.93 0.94 0.95 0.94 0.95

Pearson Correlation 0.81 0.82 0.81 0.82 0.83 0.85 0.87 0.87 0.88 0.89 0.91 0.92 0.93

RFE 0.78 0.79 0.81 0.81 0.82 0.82 0.85 0.84 0.85 0.87 0.88 0.90 0.92

SFS 0.75 0.77 0.78 0.78 0.80 0.82 0.83 0.84 0.88 0.89 0.90 0.91 0.93

TABLE XII. Comparison of Other Dataset Performance With SVM Classifier

S. 
No.

Ref.
No. Dataset No. of 

Features Instances Features Selected Accuracy
(%)

1. [15]
IRCCS Ospedale 

San Raffaele
15

219
( COVID-19 positive - 177
 COVID-19 Negative - 102)

Gender, Age, WBC, platelets, CRP, AST, ALT, GGT, LDH, 
Neutrophils, Lymphocytes, Monocytes, Eosinophils,  

Basophils, Swab
82

2. [21]
Albert Einstein 
Hospital in São 

Paulo, Brazil
111

5644
( COVID-19 positive - 558

 COVID-19 Negative – 5086)

Monocytes, Age, Red Blood Cells, Serum Glucose 
Hematocrit, Hemoglobin, Leukocytes, Lymphocytes, 

Mean Platelet Volume, Creatinine, Calcium, Magnesium, 
Potassium, Sodium, Urea, Vitamin B12, Phosphor

69.79

3. [23]
Albert Einstein  

Hospital (Kaggle)
72

1624
( COVID-19 positive - 786

 COVID-19 Negative – 838)

LDH, AST, FG, CA, PCR, GLU, ALT, CO2POC, SO2POC, 
GLUEMO, WBC, FCOPOC, RDW, HHBPOC, AGE, HCT,  

FO2POC, BAT, XDP,  GGT.
88

4. - 
Proposed 
COVID-19 

Clinical Dataset
27

2000
( COVID-19 positive - 1000

 COVID-19 Negative – 1000)

DC:Neutrophils, Lymphocytes, CRP, Billirubin T, ESR(60 
Min), Direct Billirubin, D-Dimer, LDH, MCV, MCH, RBS, 

RBC, UREA, Indirect Billirubin, PC
94.8
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It is observed from Table XII that the open source datasets used 
have imbalanced data, unlike the proposed dataset. This proposed 
dataset has been used to build a model that selects relevant features 
and predicts COVID-19 using the SVM classifier with 94.8% accuracy, 
outclassing other datasets. The hyperparameters such as C (penalty 
parameter), kernel, gamma, coef0 can be tuned to improve the 
performance of the model.

VI.	Conclusion

This research was carried out to publish a new clinical dataset 
on GitHub. Further, it focused on selecting the best features using 
feature selection techniques and finding a suitable classifier to predict 
COVID-19. To this end, a literature survey was completed to examine 
the feature selection methods and classification algorithms used for 
COVID-19 prediction using a clinical dataset.  Different experiments 
were conducted using the clinical dataset in order to determine the 
suitable feature selection algorithm that selects the most relevant 
features, along with an appropriate classifier for the prediction. Based 
on the experiments, the mutual information filter-based feature 
selection algorithm was identified to be the best of its kind. The SVM 
classifier, with a high 94.8% accuracy, outperformed the rest. While 
the model excels at predicting COVID-19, its primary limitation lies in 
its lack of generalizability, stemming from its reliance on data from a 
single hospital for model training. Future directions include extending 
the research by modifying the mutual information algorithm to select 
the best feature to enhance the performance of the classifier. Likewise, 
two classifiers can be combined to form an ensemble classifier that 
can be used to build a high-performance classifier for COVID-19 
prediction using the clinical dataset. 
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Abstract

In recent years, with the advancement of deep learning, person re-identification (Re-ID) has become increasingly 
significant. The existing person Re-ID methods primarily focus on optimizing network architecture to enhance Re-
ID task performance. However, these methods often overlook the importance of valuable features in distinguishing 
Re-ID tasks, leading to reduced model efficacy in complex scenarios. As a solution, we utilize the attention 
mechanism to develop the lightweight multiscale Attentional Squeeze-and-Excitation Network (MASENet) that 
can distinguish between significant and non-significant features. Specifically, we utilize the SEAttention (SE) 
module to amplify important feature channels and suppress redundant ones. Additionally, the Spatial Group 
Enhance (SGE) module is introduced to enable networks to enhance semantic learning expression and suppress 
potential noise autonomously. We conduct comprehensive experiments on Market1501, MSMT17, and VeRi-
776 datasets and cross-domain experiments on MSMT17 Ñ Market1501 to validate the model performance. 
Experimental results prove that the proposed MASENet achieves competitive performance across all experiments.
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I.	 Introduction

Person re-identification (Re-ID) is to determine whether pedestrian 
images extracted from different cameras or different video clips 

taken from the same camera are the same person. In recent years, 
person Re-ID has become a pivotal element within intelligent 
surveillance systems and has received significant attention from 
the computer vision community. Previous works [1]–[4] have made 
significant progress in the person Re-ID task. Most approaches 
still utilize a backbone model initially designed for generic image 
classification tasks [5]. Recent works [6] illustrate that using different 
architectures leads to model performance differences. Yet, some 
works for neural architecture search are still designed based on the 
traditional neural architecture search (NAS) methods employed for 
general classification tasks [7], [8]. The traditional NAS is associated 
with high computational costs and lacks generality. Also, the non-
compatibility between the search scheme and actual world training 
schemes results in suboptimal performance in person Re-ID.

Aiming at the above problems, the MSINet [9] employs a twin 
comparison mechanism to eliminate the class binding between the 
training and validation sets. This mechanism offers more suitable 
supervision for neural architecture search in person Re-ID. It achieves 

compatibility between the search and real-world training schemes 
and improves the task’s performance. Additionally, a multiscale 
interaction module is devised to facilitate mutual enhancement among 
multiscale features. Yet, person Re-ID is a complex and challenging 
task. The MSINet fails to adequately address scenarios where crucial 
feature channels have a more pronounced impact on the task. We 
draw inspiration from the multiscale interaction network (MSINet). 
Meanwhile, we propose incorporating an attention mechanism to 
guide the network in prioritizing the more influential feature channels. 
Concurrently, we empower the architecture to suppress insignificant 
feature channel information.

In this study, we construct the multiscale Attentional Squeeze-and-
Excitation Network (MASENet) by incorporating the Squeeze-and-
Excitation (SE) attention module and Spatial Group Enhance (SGE) 
module. We enhance the ability of the network to capture details 
in complex scenes, suppress background noise, and adjust features 
through attention mechanisms to focus on key features. Specifically, 
the contributions of this work can be summarized as follows:

•	 The MASENet is proposed to concentrates on the more essential 
feature information in person Re-ID. The MASENet can acquire 
more meaningful insights about pedestrians rather than being 
influenced by noise-disturbing features.
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•	 An SE module is adopted to learn each feature channel’s 
significance autonomously. Meanwhile, an SGE module is 
introduced to generate an attention factor for each spatial position 
within each semantic group.

•	 With only 2.5M model parameters, extensive experiments 
conducted on several public datasets have verified that the 
proposed model surpasses existing methods in detection accuracy.

II.	 Related Work

With the advancement of deep learning, person Re-ID tasks have 
garnered increased attention within the domain of computer vision 
[10]. Researchers have proposed numerous methodologies in the realm 
of person Re-ID to enhance performance. Among these, the attention 
mechanism has gradually emerged as a crucial element in Re-ID.

A.	Person Re-Identification
The objective of person Re-ID is to ascertain whether images of a 

person depict the same individual. The same or different cameras can 
capture these images at different times. There has been widespread 
research on person Re-ID based on deep learning [11]–[15]. Methods 
in deep learning for the person Re-ID task generally fall into 
two categories: designing more efficient networks and acquiring 
additional prior knowledge. Luo et al. [16] suggested a baseline 
that relies solely on the global features of ResNet50 to fulfill task 
performance requirements.

Zhou et al. [4] introduced a lightweight omni-scale network 
(OSNet) to capture various spatial scales and encapsulate multiscale 
collaborative composite features. Likewise, Li et al. [17] explored an 
efficient network architecture through microarchitecture search. They 
introduced the Top-k Sample Search strategy to achieve a cost-effective 
search while avoiding potential local optimal results. Some approaches 
apply body structure and posture information for site detection 
or person normalization. For example, Li et al. [18] utilized Spatial 
Transformer Networks (STN) with spatial constraints to learn and 
locate a person with attitude changes. The FD-GAN [19] is proposed to 
utilize identity-related and posture-independent representations. The 
FD-GAN sidesteps the necessity for additional pose information and 
reduces computational costs. In addition, some approaches [20], [21] 
concentrate on improving network performance by optimizing the loss 
function to enhance its relationship with the instance. For example, 
Gu et al. [22] proposed AutoLoss-GMS to search for an improved loss 
function within the loss function space to aim for efficient and excellent 
person Re-ID. Chen et al. [23] designed a quadruplet loss function and 
proposed a quadruplet deep network. The network incorporates online 
hard negative mining to enhance the model’s generalization ability. 
Alternative methods [24], [25] focus on designing part-based models. 
They aim to emphasize the prominence of the person. Sun et al. [26] 
employed the Multi-Head Self-Attention Module (MHSAM) to address 
background confusion and occlusion challenges. While performance 
has been enhanced, the computational burden remains considerable. 
In this work, we achieve competitive performance with a lightweight 
architecture at a lower computing cost.

B.	Attention-Based Person Re-ID
Recent years have witnessed considerable success in attention 

mechanisms in computer vision [27]–[30]. Also, the attention 
mechanism plays an indispensable role in person Re-ID. A body part 
detector is utilized to acquire the characteristics of a person’s body 
parts [31], [32]. The connectivity of key points is utilized to generate 
a mask for human body parts and emphasize the representation of the 
human body [31]. Nevertheless, these methods heavily depend on the 
accuracy of analytical models of the human body or pose estimators. 

For video person Re-ID tasks, multiple methods [33], [34] investigated 
key time series frames using attention mechanisms. Additionally, there 
are methods to map 2D images into 3D spaces, facilitating pedestrian 
matching [35]. [36] introduces a point cloud matching (PCM) strategy 
to calculate the distance of multi-view convergence and allow for 
the differentiation of different individuals. Furthermore, Long Short-
Term Memory (LSTM) is utilized to construct the motion dynamics 
of 3D tasks to simplify person matching [37]. A Reinforced Temporal 
Attention (RTA) based neural network architecture is proposed in [38]. 
It features a Long Short-Term Memory (CNN-LSTM) face-matching 
algorithm that utilizes an RGB-Depth conversion method. [39] employs 
the double attention mechanism to optimize and align features. 
This approach tackles the challenge of blurred vision in real-world 
scenarios. Chen et al. [40] proposed a network, named as ABD-Net. 
Spatial and channel attention are combined in the ABD-Net to directly 
learn a person’s feature information from data and context. In SCSN 
[41], multiple attention models are cascaded to capture diverse cues. 
However, the complexity of cascading architectures poses a challenge 
in avoiding redundant information duplication, which leads to high 
computational costs. Our focus is on enhancing Re-ID’s performance 
by implementing an attention strategy. Simultaneously, we achieve 
good performance without incurring undue computing costs.

III.	Methodology

In this section, we delve into the details of the methods and modules 
utilized in the model. We first describe the work accomplished in the 
baseline (MSINet) [9] to facilitate comprehension. Following that, we 
elaborate on the details of the SEAttention (SE) module. Subsequently, 
we describe the Spatial Group Enhance (SGE) module. The structure of 
MASENet is shown in the Fig 1.

A.	Baseline

1.	Twins Contrastive Mechanism
The NAS is designed to adaptively search for the optimal network 

architecture for given data. In [9], defining the common model variable 
as α and the structure variable as β. In the search space σ, with the 
network layer i, βi can manipulate the weighted value of individual 
operation o. The feature undergoes these operations iteratively. 
Ultimately, the final output is weighted and generated through the soft 
maximum of the operational output. Equation (1) describes the output.

	 (1)

The model parameters are updated based on training results. 
Subsequently, the schema parameters are updated using validation 
results. Since the testing and validation datasets share identical 
categories, Re-ID requires distinct categories to be included in both 
the training and validation datasets. This discrepancy results in 
incompatibility between the search scheme and the actual training 
scheme, potentially leading to suboptimal results. MSINet incorporates 
the Twin Comparison mechanism (TCM). Two independent auxiliary 
memories νtr and νver are employed to reserve training features and 
validation data. In each iteration, the training loss is initially computed 
using the training auxiliary memory to provide data for model 
updates. Given the feature f with the class tag a, the classification loss 
is expressed as Equation (2).

	 (2)

where  represents the memory features associated with the class 
a, and  represents the sum number of classes in the training data. 
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The τ means the temperature argument should be set to 0.05 according 
to [42]. After the update, feature f is set to the corresponding memory 
feature by Equation (3).

	 (3)

where γ is set to 0.2 [42]. Substituting νver with νtr produces validation 
losses and updates schema parameters. It completes the iteration by 
validating the loss update pattern parameters.

2.	Multiscale Interaction Space
While previous Re-ID research has incorporated multiscale features, 

it was primarily designed based on experience. MSINet has devised 
a multiscale interaction space enabling features to interact with one 
another. As depicted in Fig. 1, features traverse two branches with 
different receptive field scales within each cell. To achieve a network 
with low computational complexity, a stack of multiple convolutions 
is employed to set the scale. The Interaction Module acts as a conduit 
for the interchange of features and information between the two 
branches. The IM can execute four operations on an input feature 
(y1, y2): None. It does not involve operations with any parameters, 
yet accurately outputs (y1, y2). Exchange. Considered one of the most 
powerful interactions, it can be directly interchanged between the two 
branches and (y1, y2). Channel Gate. Channel Gate introduces Channel 
attention gates by Multi-Layer Perceptron (MLP) [43], [44], as shown 
in Equation (4):

	 (4)

and returns value (G( y1) ⋅ y1, G( y2) ⋅ y2). The MLP consists of two 
fully connected layers with parameters utilized by both branches. This 
enables networks to interact with each other by jointly filtering and 
validating feature channels.

Cross Attention Calculating the correlation between the two 
branches involves exchanging the keys of the branches. Then, the 

correlated activation [45] is converted into a mask and appended 
to the original feature in the right proportion. As depicted in Fig. 1, 
the two branches are fused through summation operations after the 
interaction. It’s crucial to highlight that the additional parameters 
introduced by multiple interaction modules are limited. Each unit 
can be searched in the context of the entire network without being 
impacted. The interactions o that carry the most weight  for each 
layer are saved, thereby shaping the search architecture. After the 
architecture search, the model undergoes training to incorporate 
classification ID loss and triple loss, as shown in Equation (5):

	 (5)

where fi is features array, Mi is the relevant classifier weight. The 
triple loss is expressed as Equation (6).

	 (6)

where fa, fb, fn are the inlaid features of the anchor. D(fa, fb), D(fa, fn)
represent the Euclidean distance. ρ is the edge argument. [.]+ means 
the max(., 0) function.

B.	 Structure of SEAttention Module
Learning extensive feature information solely through convolution 

kernels and achieving high performance is quite challenging for 
person Re-ID. Hence, we introduce the SEAttention module. From 
the perspective of feature channel information, SE specifies channel 
interdependencies without significantly increasing the network’s 
depth or width. This technique results in only an increase in the 
number of model parameters. SE does not significantly increase the 
network’s computational complexity. The importance weight of each 
feature channel can be adjusted based on its varying importance to 
the network. The network autonomously learns importance weights 
to enhance crucial feature channels and suppress redundant ones.

C    H/2     W/2

Down-sample Avg pool

C1 C3 C3 C3

SE

Conv   1   1 Light Conv 3   3
Interaction

Module

Conv 1   1 Avg poolC    H    W

Max pool

SEA�ention

Cell CellConv

Spatial Group Enhance

SGE
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Fig. 1. The design of the proposed MASENet architecture. The MASENet allows for the input of pedestrian or vehicle images. The interaction module facilitates 
the exchange of information between two branches in each cell. The SE module enables the network to focus on useful feature channels, while the SGE enables 
each spatial group to enhance the expression of its learning autonomously.
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Fig. 2. The model structure of the Squeeze-and-Excitation (SE).

As depicted in Fig. 2, the SE module is integrated into residuals 
to accentuate the more significant feature channels. The SE module 
operation is divided into three steps: First, acquire each feature 
channel’s global compression feature through global average pooling. 
Secondly, the new weight value of each feature channel will be derived 
from 0 to 1 via two fully connected layers. Lastly, matrix multiplication 
of the new weight value with the original feature channel will be 
performed using the SE module’s feature channel recalibration 
function. Then, the output of the two branches is weighted and 
combined with the output of the SE module after a 1 × 1 conv.

C.	Structure of Spatial Group Enhance Module
Feature representations of objects are generated by convolutional 

neural networks (CNNs) by acquiring semantic sub-features at 
different levels. Yet, the activation of these sub-features is often 
influenced by spatial noise. Therefore, we introduce the SGE [46] 
module to generate attention factors for each spatial position in each 
semantic group, shown in Fig. 1. It helps the module adjust each sub-
feature’s importance and suppress potential noise. Specifically, SGE 
divides feature graphs into groups G along channel dimensions. Each 
individual group has vectors representing each position in space, as 
shown in Equation (7):

	 (7)

where C is the number of channels. Within this group space, the 
network can learn the feature representation of the key region. Unlike 
CNN, which struggles to obtain uniformly distributed features, SGE 
utilizes global statistical features through the spatial average function 
to approximate the semantic vectors learned by the group. The 
Equation (8) is as follows:

	 (8)

Then, the global features are utilized to generate an importance 
weight value for each feature. This weight value is obtained by (9):

	 (9)

It is worth noting that Eq. (9) can be reformulated as shown in 
Equation (10):

	 (10)

where δi is the angle between Fg(X) and xi. We apply spatial 
normalization to p to avoid bias amplitude discrepancies between 
samples [47], [48]. It is mathematically expressed Equation (11).

	 (11)

where ε is a constant added for numerical stability. To ensure 
that normalization in the network can also represent the identity 
exchange, a pair of parameters φ, λ is introduced into each coefficient  

. The formula for scaling and moving normalized values is shown in 
Equation (12):

	 (12)

where the quantity of what φ, λ is the same as the number of 
G. Finally, the original xi is scaled by the generated importance 
coefficients χi through a sigmoid function gate σ(.) over the space, as 
shown in Equation (13):

	 (13)

Then, the enhanced feature vectors will be obtained, and the 
element group will be formed with these enhanced feature vectors. 
The specific form is given by Equation (14).

	 (14)

IV.	Experiments

A.	Datasets and Evaluation Metrics
The MASENet is tested on two Re-ID datasets about pedestrians: 

Market1501 [49], MSMT17 [50]. To assess the model’s generalization 
ability, the MASENet is also evaluated on VeRi-776 [51], [52] and 
MSMT17 → Market1501 [49]. For simplicity and convenience, the 
three datasets are named M, MS, and VR. The output evaluation indexes 
are common performance metrics for person Re-ID, including mean 
average precision (mAP) and cumulative matching features (CMC).

B.	Comparative Experiments With Other Lightweight Network
We initially contrast MASENet with the recently proposed 

lightweight network by in-domain and cross-domain experiments. 
The results in the table are pre-trained on ImageNet.

In-Domain Test. The initial learning rate is set at 0.065. During 
training, the learning rate is adjusted at epochs 150, 225, and 300. We 
use a Stochastic Gradient Descent (SGD) optimizer with a momentum 
coefficient of 0.9 and a weight decay of 0.0005. The parameters are 
updated using triple loss and cross-entropy loss. The value of p in 
formula (6) is set to 0.3. Adopting the same structure as CDNet [17], 
and the specific experimental results are shown in Table I.

ResNet50 is the most common backbone network for person Re-
ID, but it performs the worst on the three datasets mentioned in this 

TABLE I. The Performance on Re-ID Datasets. The Results Are Pre-Trained on ImageNet in Advance

Method Params
M MS VR MS → M

Rank-1 ↑ mAP ↑ Rank-1↑ mAP ↑ Rank-1 ↑ mAP ↑ Rank-1 ↑ mAP ↑
ResNet50* [16] ∼24M 94.5 85.9 75.5 50.4 94.5 73.6 58.8 31.8
OSNet [44] 2.2M 94.8 84.9 78.7 52.9 95.5 76.4 66.6 37.5
CDNet [17] 1.8M 95.1 86.0 78.9 54.7 - - - -
MSINet [9] 2.3M 95.3 89.6 81.0 59.6 96.8 78.8 74.9 46.2
MSINet-SAM [9] 2.4M 95.5 89.9 80.7 59.5 96.7 79.0 76.3 48.4
MASENet (Ours) ∼2.5M 95.9 89.9 81.9 60.8 95.9 79.5 77.3 50.1

* represents the results reproduced by the baseline
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article. Additionally, ResNet50 heavily relies on ImageNet pre-training 
operations. Unlike other datasets, the MS dataset presents more 
complex situations, such as background noise and attitude changes. 
The style of the MS dataset is more in line with real-world application 
scenarios. To overcome the challenges of complex scenarios, MASENet 
integrates SE and SGE modules. The SE module adjusts the importance 
of each feature channel adaptively to allow the network to learn and 
emphasize key features. The SGE module produces attention factors 
for each spatial location to adjust subfeature importance and mitigate 
background noise. These introduced modules enhance the network’s 
feature representation ability and capture the detailed elements of 
complex scenes more effectively. Compared to MSINet, the MASENet 
improved mAP and Rank-1 by 1.3% and 1.2%. The results on MS validate 
that MASENet is more effective at handling complex scenarios and 
focusing on more important feature channels than the baseline. OSNet 
[44] and CDNet [17] are recent architectures designed for Re-ID, both 
addressing the issue of multiscale feature fusion. CDNet utilizes the 
traditional NAS scheme for searching. Table II shows the optimal 
interaction within each cell. It shows that the MASENet outperforms 
most lightweight networks.

TABLE II. The Detail About Interaction Operation. N: None; E: 
Exchange; G: Channel Gate; C: Cross Attention

Cell.1 Cell.2 Cell.3 Cell.4 Cell.5 Cell.6

1 2 3 4 5 6 7 8 9 10 11 12

G G E G C G G N G C E C

The model employed for person gender Re-ID is applied to the VR 
dataset for experiments. Table I indicates that in the VR experiment, 
mAP has increased by 1.2%.This case signifies an enhancement in the 
model’s processing capability for generally complex scenes.

Cross-Domain Test. Cross-domain experiments are commonly 
employed to assess the generalization ability of models. MASENet 
is pre-trained with 250 epochs and fine-tuned to prevent overfitting. 
Table 1 demonstrates that ResNet50 is susceptible to image styles. The 
efficient interaction of MSINet can be effectively extended to other 
image domains. To enhance the generalization ability of MSINet, 
[9] introduced the spatial alignment module (SAM) module to align 
spatial correlation between person images. Yet, the performance of 
the proposed network on MS → M shows a substantial improvement 
compared to the MSINet-SAM. The results that mAP and Rank-1 are 
respectively up 1.7% and 1% than MSINet-SAM, further demonstrating 
the significant enhancement the module brings to the model.

C.	Comparative Results With State-of-Art Methods
Table III offers additional insight into the supervised performance 

contrast between the proposed MASENet and SOTA methods on M 
and MS datasets. MASENet successfully achieves the objective of high 

precision with reduced computational requirements. The proposed 
method achieved an mAP of 89.9% and a Rank-1 accuracy of 95.9% on 
the Market1501 dataset.

Similarly, on the MS dataset, the proposed method achieves an 
mAP of 60.8% and a Rank-1 accuracy of 81.9%. CARL [53] introduces 
a measure of camera pairing loss for learning. Compared with CARL, 
the proposed method improves mAP and Rank-1 by 0.1% and 0.7% on 
the M dataset. It is worth noting that compared with MS dataset, M 
dataset has a simple style and certain limitations. During the training 
process of MASENet, the advantages brought by further feature 
enhancement may be difficult to fully exert. This situation may result 
in the limited performance improvement of the proposed method in 
the M dataset. Additionally, RGA-SC [54] incorporates a relation-aware 
global attention module. On the MS dataset, MASENet outperforms 
with a 1.6% boost in Rank-1 accuracy and a 4%enhancement in mAP. 
Although MASENet’s Rank-1 performance on the M dataset is slightly 
lower than that of the RGA-SC method, it still demonstrates near-
optimal performance. It verifies the effectiveness of matching top-
ranked predictions.

Evaluation of the challenging MSMT17 dataset reveals that the 
proposed network also possesses the ability to handle challenging 
scenarios.
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Fig. 3. Ablation experiments on (a) Market1501 dataset; (b) MSMT17 dataset.

TABLE III. The Performance Contrast Between MASENet and SOTA 
Methods on Market1501 and MSMT17 Datasets

Method
M MS

Rank-1 ↑ mAP ↑ Rank-1↑ mAP ↑

Auto-ReID+ [55] 95.8 88.2 80.8 59.5

RGA-SC [54] 96.1 88.4 80.3 57.5

BAT-Net [56] 95.1 87.4 79.5 56.8

SFT [57] 94.1 87.5 79.0 58.3

CARL [53] 95.8 89.2 - -

DRL-Net [58] 94.7 86.9 78.4 55.3

GCN [59] 95.3 85.7 - -

PAT [60] 95.4 88.0 - -

C2F [61] 94.8 87.7 - -

BoT [62] 94.5 85.9 - -

MGN* [63] 95.7 86.9 76.9 52.1

ISP [64] 95.3 88.6 - -

OSNet [44] 93.6 81.0 71.0 43.3

CDNet [17] 95.1 86.0 78.9 54.7

MSINet [9] 95.3 89.6 81.0 59.6

MASENet (Ours) 95.9 89.9 81.9 60.8
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Person Image ResNet OSNet

CDNet MSINet MASENet

Fig. 4. Attention maps are generated from baseline (MSINet), OSNet, CDNet, 
and the proposed MASENet.

The attention maps are shown in Fig. 4. It proves that the introduced 
modules aid in filtering out inconsequential background noise, thereby 
enhancing the model’s focus on the critical features of the pedestrian.

D.	Ablation Studies
The performance improvement of MASENet primarily stems from 

the inclusion of SE and SGE modules. In this section, we conduct 
ablation experiments to validate the effectiveness of each module in 
enhancing network performance. The detailed results can be found in 
Table III. Additionally, we visualize the output from the baseline with 
independently introduced SE and SGE modules. As illustrated in Fig 
5, the incorporation of SE and SGE modules effectively accentuates 
personal features while suppressing background noise interference. 
Baseline. Compared with other methods, baseline conducts neural 
architecture searches through twin comparison mechanisms. An 
effective interactive module also enables information exchange between 
two branches. These results, from the Market1501 dataset, with a map 
of 89.6% and Rank-1 with 95.3%, and from the MSMT17 dataset, with 
a map of 59.6% and Rank-1 with 81.0%, illustrate the improvement of 
model performance. However, real-world situations are intricate, and 
background noise can affect the model’s performance in person Re-ID 
tasks. The performance of the baseline on MS suggests that it has not 
experienced significant improvement compared to other methods.

�ery Baseline Baseline+SGE Baseline+SE MASENet

Fig. 5. Visualization of network output. The same sample is selected as in Fig 
4. The baseline refers to MSINet.

SE Module. SE autonomously learns the importance of each 
feature channel in the feature map and assigns a weight value 
to enhance important feature channels. Fig 3 illustrates that SE 
improves the network’s performance on both M and MS datasets. 
In particular, MASENet improves mAP and Rank-1 by 1.1% and 
0.6% on the MS dataset. This demonstrates that the SE’s attention to 
important feature channels effectively enhances the model’s accuracy 
for person retrieval.

SGE Module. SGE generates attention factors for each spatial 
position in each semantic group. This capability empowers the 
network to independently enhance the expression of spatial semantic 
learning and suppress potential noise. Notably, the feature space 
enhancement mechanism proves especially advantageous for 
CMC. However, improvements in mAP are influenced by multiple 
factors, including dataset characteristics and optimization strategies. 
Moreover, the enhancement mechanism of the SGE module might alter 
feature distribution, potentially introducing deviations that impact 
the mAP performance. Overall, the SGE module is considerably more 
effective than the SE module in improving the network’s cumulative 
matching feature.

V.	 Conclusion

In this work, we proposed a baseline approach for architectural 
search and incorporated the attention mechanism to create MASENet. 
Specifically, we introduce the SEAttention module to improve the 
network’s attention to valuable feature channels. The Spatial Group 
Enhance module is introduced to enhance the expression of spatial 
semantic learning and suppress noise. This equips the network to 
address person Re-ID tasks with more complex backgrounds and 
poses. Experimental results demonstrate that MASENet exhibits 
outstanding performance and generalization ability on both person 
Re-ID and vehicle datasets. In the future, further optimization based 
on the CNN network architecture and SGE module will be explored. 
Additionally, the application of lightweight architecture and the 
enhancement of generalization performance will be pursued to adapt 
to complex Re-ID tasks.
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Abstract

This paper describes the development and evaluation of a surveillance system for the detection of people and 
objects on railroad tracks in real time. Firstly, the paper evaluates several background subtraction techniques 
including CNNs and the object detection library called YOLO. Then we describe a novel strategy to mitigate 
the occlusion caused by the perspective of the camera and the integration of an alarms and pre-alarms policy. 
To evaluate its performance, we have implemented and automated the control and notification aspects of the 
surveillance system using computer vision techniques. This setup, running on a standard PC, achieves an 
average frame rate of 15 FPS and a latency of 0.54 seconds per frame, meeting real-time expectations in terms 
of both false alarms and precision in operational mode. The results from experiments conducted with a publicly 
available recorded video dataset from Metro de Madrid facilities demonstrate significant improvements over 
current state-of-the-art solutions. These improvements include better accident anticipation and enhanced 
information provided to the operator using a standard low-cost camera. Consequently, we conclude that the 
approach described in this paper is both effective and a more practical, cost-efficient alternative to the other 
solutions reviewed.
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I.	 Introduction

CURRENTLY modern railroad facilities use video cameras that 
transmit signals to a limited set of monitors, usually called CCTV 

(Closed Circuit Television), for the detection of people and objects in 
dangerous situations. They include manual surveillance and alarms 
that can interrupt the circulation of trains and warn the security 
services. For this kind of automatic surveillance problems, well-known 
computer vision (CV) techniques, including object detection and image 
background subtraction, as well as neural network classification are 
frequently implemented in other problem domains.

This research contributes to improving railway safety. In addition 
to the integration of current computer vision techniques and deep 
learning algorithms, we describe a system capable of detecting in 
real time the presence of people and objects on the tracks, in a way 
that overcomes the traditional methods’ limitations. The relevance 
of this work lies in its ability to offer an economical and effective 
alarm system, which relies on the use of a single low-cost camera per 
monitored area, thus boosting its technical and economic convenience 
over other more costly or complex approaches.

Our research contributes to railroad security, as it combines two 
innovative techniques to achieve a more practical and economically 
efficient surveillance, using only a low-cost single camera per 
monitored area (480x640), and using an alarm policy effectively.

This system contributes to the minimization of accidents that 
disturb the smooth running of railroad lines, due to people or objects 
falling on the tracks, as well as violations of railroad rules during 
service hours (suicides, graffiti, vandalism, crossing of tracks, assaults, 
etc.).

The automatic processing of the camera images lets us monitor in 
a more continuous and systematic way than humans could without 
interruptions, avoiding visual fatigue [1], distinctions, and thus letting 
the personnel to attend to other duties. Our system is semi-automatic 
because it reports potentially dangerous situations alerting the security 
station staff or traffic controllers, who will be able to stop the trains.

The use of affordable equipment is practical and beneficial for 
successful railroad surveillance. While researchers have reported 
successful approaches using expensive equipment such as LiDAR, 
laser, or multiple cameras for object detection on railroads [2], these 
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methods are often cost-prohibitive. Few studies have focused on 
achieving affordable railroad object detection using only a low-cost 
single camera with CV techniques. Existing affordable single-camera 
CV techniques [3][4] are primarily designed for tracking rails rather 
than detecting objects and people for video surveillance purposes on 
railroads. Our research aims to address this gap by demonstrating how 
a low-cost single camera can be effectively used for real-time detection 
of both objects and people on the tracks.

We address solutions for challenges inherent to railway 
surveillance, such as the variability of lighting conditions and the 
complexity of the scenarios on the tracks. In addition, the challenge of 
efficiently processing the large volume of data generated by cameras 
is significant. Our approach provides solutions for integrating highly 
efficient image processing algorithms capable of discriminating 
between false alarms and real risk situations. This integration not 
only improves the accuracy in detecting dangerous situations, but also 
optimizes the use of surveillance resources, resulting in a safer and 
more efficient operation of railway facilities.

Additionally, this study conducts a review of current approaches 
in existing rail surveillance installations, identifying their limitations 
in terms of operational costs and effectiveness. Recognizing these 
limitations, we have designed a system that improves the detection 
and classification of objects and people and effectively integrates into 
existing rail surveillance operational requirements. Our methodology 
integrates existing deep learning technology with computer vision 
techniques, into the constraints and operational needs of a real rail 
facility. The proposed solution maintains a balance between efficiency 
and affordability, making it a viable and attractive solution for a wide 
range of railway applications.

II.	 State of the Art

In the literature there are different proposed techniques to detect 
people or objects on the railroad track platforms, being relatively 
expensive and difficult to maintain technology (in comparison to our 
solution). S. Oh et al.  [5] propose using multiple cameras perpendicular 
along the track to monitor almost the entire length of the track line of 
the platform. The author divides the line monitoring process into two 
parts: detection of train status and detection of objects and people on 
the track.

Other approaches [6][7] that incorporate different sensing 
modalities, such as LiDAR, laser or remote sensing data, have been 
developed to monitor pathways.

T. Xiao et al. [8] have developed a non-contact multisensory 
technology detection technique. In particular, they have deployed an 
On-Board obstacle detection device based on a camera and a LiDAR to 
detect obstacles in the monitored area in real-time, and to determine 
whether the train should brake automatically, or the train pilot should 
brake manually.

S. Taori et al. [9] have gone one step farther by suggesting the 
implementation of a multisensory barrier composed of infrared (IR) 
and ultrasonic (US) sensors, in addition to a CV system, in order to 
alert the surveillance system about the presence of obstacles on the 
train track and thus prevent possible accidents.

In recent years, various not as expensive methods have been 
developed to track the rails. Note that this problem does not coincide 
exactly with our surveillance problem of detecting falling objects 
and people on the tracks. For example, F. Kaleli and Y. S. Akgul [10] 
proposed an algorithm based on dynamic programming to track the 
trajectory of the front part of the train on the railroad. This method 
consists of three steps: first, a Sobel operator is used to identify 
the borders of the input image, then a Hough transform is applied 

to the binary image to detect the railroad line, and finally dynamic 
programming is used to efficiently track the rail lines.

Y. Wang et al. [11] developed a neural network approach called 
RailNet, which includes a segmentation network to track the rails, 
trained with their own railroad segmentation dataset, that is, a 
collection of annotated images specifically designed for identifying 
and delineating various elements of railroad infrastructure. 
This approach also includes a feature extraction network and a 
segmentation network.

M. Ghorbanalivakili et al. [12] proposed a rail path extraction 
process in which the pixels of the left-right rails of each path are 
extracted and associated using a convolutional architecture called 
TPE-Net. This net has two different regression branches to get the 
locations of the center points of each rail and generate the possible 
train routes (called “ego-routes”). The experimental results indicate 
that this technique has a high accuracy and recovery of true positives.

Recently authors such as M. Qasim Gandapur and E. Verdú [13], 
M. Adimoolam et al. [14] and A. D. Petrović et al. [15] have proposed 
a combination of Convolutional Neural Network (CNN)s based on 
YOLO-v5 [16] implementation, for object detection and tracking with 
CV. The later also includes a Canny edge detection and the Hough 
transform. 

Another technique named Mask RCNN [17] employs a pyramidal 
structure to obtain high performance in the task of instance 
segmentation on the COCO dataset [18].

This last approach is similar to ours, but it differs in that our research 
does not focus on detecting traffic signals and track bifurcation, but on 
detecting falling objects and people on the tracks. 

H. Pan et al. [19] propose a multi-task learning network that 
segment, detects, and classifies the rail lines. This approach makes 
improvements over other multitask networks such as paying more 
attention to accuracy than to recall. Segmentation aids in improving 
the classification results. The railroad detection algorithm in the 
multitask network can effectively deal with the blocked track line 
problem, and it avoids the disadvantage of segmentation network 
in detecting tracking lines with thinner and smaller pixel ratio. Its 
anchorless designs avoid the problem that exits when the size of the 
anchor frame is not suitable for small targets.

Recently at London Underground’s Docklands Light Railway 
(DLR), experimentation is underway with the development of the 
CCTV AI Trial project [20]. The alert system has been deployed to 
prevent accidents on the network lines and strives to minimize false 
alarms. This pilot project is in the testing phase.

In the field of low-light image processing in railway driving, 
the paper presented by Z.  Chen et al. [21] describes an innovative 
network designed to optimize visual clarity in low-light conditions. 
They describe a progressive enhancement strategy and a lightweight 
network overcoming the limitations of conventional methods, 
delivering remarkable results that outperform previous techniques 
such as Zero-DCE++, SCI, RetinexDIP, and RUAS. With its efficient 
structure combining advanced feature extraction operators and 
accurate encoder-decoder architecture, these authors enhance image 
analysis for railway applications, contributing to the safe and reliable 
operation of trains in low-light conditions.

The work of C. Meng et al. [22] proposes SDRC-YOLO as an 
enhancement of the YOLOv5s algorithm, specifically designed to 
identify infiltrations in railway scenarios. It incorporates a Hybrid 
Attention SSA mechanism that combines a Spatial Attention Module 
(SAM) with Squeeze and Excitation Network (SENet) channel 
attention. The structure features a DW-Decoupled Head for efficiency 
and employs Large Convolutional Kernels from RepLKNet with strong 
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parameterization to create wider perceptual fields. Additionally, the 
lightweight universal resampling operator CARAFE is used to select 
more suitable sizes and proportions for infiltration features.

Recent advances in railway track segmentation algorithms have 
shown remarkable improvements in intrusion detection and overall 
security. A prominent proposal is ERTNet, an efficient railway 
track region segmentation algorithm based on a lightweight neural 
network and cross-fusion decode as described by Z. Chen et al. [23]. 
This network incorporates encoder-decoder architecture, using depth 
convolutions and cross-fusion to efficiently integrate shallow and 
deep features, achieving high accuracy with a lightweight model. 
They archive a MIoU (Mean Intersection over Union) of 92.4% with 
minimal computational resource requirements. ERTNet represents 
an advance in railway surveillance technology, and aligns with our 
system objectives to improve real-time and ensure the integrity of 
railway infrastructure.

Another significant development in railway region segmentation 
is the LRseg [24] model, designed to optimize the detection of foreign 
objects on tracks. This model incorporates a lightweight coding 
approach and a self-correcting decoder together with a segmentation 
head, enabling efficient, real-time processing, crucial for applications 
in on-board devices. With its low parameter requirements and its 
ability to operate efficiently on both embedded systems and powerful 
personal computers, LRseg represents a new contribution to railway 
image segmentation, delivering accurate and fast results, indispensable 
for railway safety and maintenance.

Another important advance in object detection on railway lines is 
the development of the RailFOD23 [25] dataset, specifically designed 
to improve automated detection of foreign objects such as plastic bags, 
flying objects, bird nests and balloons. This dataset includes 14,615 
detailed annotated images generated using artificial intelligence 
techniques. Therefore, it represents a valuable resource for training 
object detection models, with direct applications in railway safety. 
This dataset promises to facilitate significant advances in railway 
surveillance technology, optimizing detection and response to 
potential threats in the power transmission infrastructure.

Despite advancements in railway surveillance, current systems 
exhibit significant limitations that justify the development of our 
proposed system. First, most systems rely on multiple cameras 
or expensive technologies like LiDAR, increasing complexity and 
implementation costs. Second, many of these systems are not 
optimized to operate in real-time on standard computing equipment, 
limiting their applicability in conventional railway environments. 
Additionally, the accuracy in detecting objects and people on tracks 
is often limited, leading to a high number of false positives and 
negatives. These limitations highlight the need for a more efficient 
and economical system, such as the one we propose, which uses a 
single low-cost camera and advanced algorithms for effective and real-
time surveillance.

III.	Materials and Methods

Our real-time railway surveillance system employs a two-
step detection process involving background subtraction and 
object classification using a convolutional neural network (CNN), 
specifically designed to detect people and objects on the tracks. By 
means of background subtraction it identifies changes in the scene 
to flag potential intruders or left objects, while the CNN classifies the 
detected objects to minimize false positives.

The MOG2 algorithm is used for background detection due to its 
capacity to extract dynamic backgrounds and its ability to recover 
the background state efficiently, which is crucial for the fast-moving 

environment of a railway. It distinguishes between the background 
and the moving objects effectively, even for small or slow-moving 
items. MOG2 has a high processing speed, thanks to the CUDA1 
implementation.

The YOLO-v5 neural network model was selected for object 
classification because of its high accuracy and speed, vital for real-
time processing. It identifies and classifies objects as either trains or 
people on the tracks, contributing to the alarm system’s accuracy.

The system is implemented on standard PC hardware, achieving an 
average frame rate of 15 FPS with a latency of 0.54 seconds per frame, 
ensuring it meets real-time operation criteria. The alarm system 
distinguishes between actual threats and non-threats, issuing alerts 
for the security personnel to act accordingly.

Our system is divided into two detection steps, the background 
subtraction and the classification of objects in images through a CNN, 
integrated to form a cohesive system. This methodological approach 
is crucial to understanding the innovations and results of the study.

To evaluate which background subtraction technique best suits the 
needs of the system, several tests and iterations have been performed 
with the latest techniques. In particular, we have compared in terms of 
accuracy and image processing speed several algorithms, namely: MOG2 
[26] (Gaussian Mixture Based Background/First Plane Segmentation 
Algorithm), GMG [27] (Combination of statistical estimation of the 
background image and Bayesian segmentation per pixel), KNN [28] 
(Nearest Neighbors), and CNT [29] (Count Based). Regarding image 
classification and based on the study of the existing literature and our 
preliminary tests of different neural networks that perform this task, 
YOLO-v5 has been chosen. YOLO-v5 has also been compared with its 
previous versions regarding accuracy and speed for image processing.

Regarding the evaluation of the background subtraction algorithm, 
we have measured its accuracy, i.e., how many errors the algorithm 
makes when identifying the background in an image or video. This 
has been done by comparing the results of the algorithm with a ground 
truth, i.e., reference images/videos that have already been manually 
labeled as the correct background.

Another aspect to evaluate the background subtraction algorithm 
is to measure its processing speed, i.e., how long it takes to process an 
image or video frame. This is important because real-time performance 
is required.

We conducted a series of tests to validate the efficiency of the 
system. These tests included varied scenarios, from low-light 
conditions to the presence of moving objects at different speeds. We 
continuously adjusted the algorithm’s parameters to optimize its 
performance, paying particular attention to minimizing false positives 
and improving real-time detection.

This iterative process of testing and fine-tuning was key to 
adjusting the system to the specific conditions of the train tracks, 
ensuring effective and reliable surveillance.

To ensure a thorough understanding of our algorithm, below 
we provide a more detailed description of its components. Initially, 
the background subtraction stage employs the MOG2 algorithm, 
selected for its ability to effectively adapt to dynamic changes in the 
environment. This is a fundamental feature in the fast-moving railway 
context. This process facilitates the initial identification of potentially 
dangerous objects and people on the tracks. Subsequently, object 
classification is performed using the pre-trained YOLO-v5 model, 
which allows for a clear distinction between different types of objects 

1  CUDA (Compute Unified Device Architecture) Provides a development 
environment for creating high-performance GPU-accelerated applications.  
It includes GPU-accelerated libraries, debugging and optimization tools, a C/
C++ compiler and a runtime library.
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and checks that alerts are only issued for true dangerous situations. 
This workflow is illustrated in Fig. 1, which provides a simplified visual 
representation of the process from image capture to alert generation.

Camera captures video feed

YOLO-v5 neural network
classifies objects

MOG2 algorithm performs
background subtraction

System evaluates
classification results

Is it a
person/object

on tracks?

Yes No

System
issues

an alarm

System
continues

monitoring

Security personnel
receive alarm
& take actions

Fig. 1. Functional Diagram.

For the YOLO-v5 algorithm there exists comparisons and 
evaluations with different metrics already published2. As can be seen 
in the AUC-ROC3 curve plot in Fig. 2, the YOLOv5x6 model with the 
YOLOv5x6.pt weights previously trained from pytorch.org/hub, is the 
one that shows the best performance in speed and mAP4 [30] on the 
COCO [18] dataset of 5000 images at various inference sizes from 256 
to 1536.
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Fig. 2. Metrics of different weights in the COCO val2017 dataset.

During implementation, we faced significant technical challenges. 
One of the main challenges was the variability of environmental 
conditions affecting detection accuracy. To overcome this, we 
implemented adaptive algorithms that adjusted detection parameters 
based on lighting and weather conditions.

2 Source code available at https://github.com/ultralytics/yolov5
3  AUC-ROC (Area Under the Curve - Receiver Operating Characteristic) is a 
metric used to evaluate the ability of a model to discriminate between positive 
and negative classes.
4 mAP: Mean precision (mAP) is the average of all classes of the maximum 
precision for each object at each recall value.

Another challenge was differentiating between irrelevant objects 
and real threats. To address this, we enhanced the algorithm’s 
classification capability, teaching it to recognize a wider range of 
objects and situations. This improvement resulted in a significant 
reduction in false positives.

These adjustments and enhancements were crucial in ensuring the 
system’s effectiveness and reliability in a real operational environment.

For the evaluation of the classification, the selection criteria for the 
videos took into account the limited availability of material, as these 
videos are from the actual operation of Metro de Madrid S.A. (the 
company in charge of Madrid’s underground railway). We prioritized 
videos with a variety of environmental conditions, such as different 
lighting levels, to test the robustness of the system. In addition, videos 
were selected that included various types of objects and people on the 
tracks, ensuring that they did not reflect serious accident situations 
and various configurations of the camera installation, height, angle, 
etc. This selection allowed us to evaluate the effectiveness of the 
system in a wide range of realistic scenarios.

To ensure the reproducibility of our study for other researchers, 
we have made available the source code, scripts and the video dataset 
used in GitHub5 and Zenodo6 repositories respectively. 

In this study, special emphasis was placed on the selection and 
preparation of the data set, which is crucial for the evaluation of 
our system.

The dataset used in our research comes from various video hosting 
platforms. This approach ensures a varied and realistic representation 
of the situations that could be encountered on railroad tracks. During 
the preprocessing and cleaning process, we focused on removing 
redundant elements, such as repetitions and labels, to optimize the 
data for analysis. This includes the removal of audio, thus improving 
the quality of the dataset. In addition, we have taken rigorous measures 
to comply with copyright regulations, ensuring respect for intellectual 
property and proper citation of all sources used.

As for the labeling of the data, a manual classification of the videos 
was carried out, from those presenting accidents of greater to lesser 
simplicity, highlighting the effort and meticulousness in the labeling 
process. However, we faced several challenges and limitations with 
this dataset. Critical aspects such as inherent biases, imbalance in class 
distribution, the presence of noise in the data, and the scarcity of videos 
related to the specific subject matter of the study were discussed. In 
addition, special emphasis was placed on ethical considerations, 
such as privacy, consent to data use, and anonymization, to ensure a 
responsible and ethical approach to our research.

A.	Metrics Used for Background Subtraction
To evaluate background subtraction, the number of non-zero 

pixels per frame has been taken as a metric, because it indicates the 
effectiveness of the algorithm in detecting moving objects. A high 
number of non-zero pixels indicates that the algorithm has been able 
to effectively detect moving objects and separate them from the static 
background. On the other hand, a low number of pixels different from 
zero, indicates that the algorithm has had difficulty separating the 
moving objects from the static background. 

To evaluate the background subtraction algorithm, it is necessary 
to measure its processing speed, since processing time efficiency 
is vital, especially in applications that require fast response, such 
as in railway surveillance systems. Different algorithms can have 
significant variations in their execution times, which directly affects 
the practicality of their application in real-time environments. 

5 https://github.com/Domy5/Rail_Surveillance.
6 https://doi.org/10.5281/zenodo.8357129
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Therefore, a balance between detection accuracy and processing speed 
is essential in choosing the most suitable algorithm for our system.

Our system leverages the processing capabilities of GPUs, where 
available, to significantly accelerate real-time video analysis. By 
relying on YOLOv5, the object detection model, we are guaranteeing 
current state of the art efficiency and speed. This model, together with 
the MOG2 background subtraction technique, allows the system to 
operate efficiently and with low energy consumption even on standard 
PC hardware. In addition, the choice of inexpensive cameras already 
installed for data collection not only makes our solution cost-effective, 
but it also contributes to the reduction of energy consumption, a key 
factor in continuous surveillance systems.

B.	Metrics Used for Object Classification
In the evaluation of our object classifier model, we have employed 

the confusion matrix, a standard tool in the analysis of classification 
models. This matrix allows us a detailed understanding of the 
effectiveness of the model, breaking down the results into TP (True 
Positive), TN (True Negative), FP (False Positive), FN (False Negative). 
To provide a more complete view of model performance, we have 
supplemented these metrics with precision, sensitivity (or true positive 
rate) and specificity (or true negative rate). These additional measures 
help us evaluate the model’s ability to correctly identify threats while 
minimizing false alarms, a crucial aspect of effective rail surveillance 
systems.

C.	Global Metrics
The metric we used to evaluate the computational performance of 

the complete system (both the object classifier and the background 
subtraction technique) is the processing time latency of each image, 
which determines if it is appropriate for use in a real-time system.

We also analyzed the overall effectiveness and viability of the 
system through direct tests with the dataset videos. In particular, we 
reviewed the overall system performance and verified the result of the 
alarms and pre-alarms complied with the expected result. 

IV.	Alarm Policy

In this section, we evaluate the system while it is operating on a 
regular basis, without incidents that affect the tracks, or that are not 
triggered by false negatives. These tests were performed to ensure that 
the system does not generate false alarms or unnecessary pre-alarms. 
This is an important measure to ensure the reliability of the system 
and to avoid saturation or desensitization of operators to real alarms. 

Our system’s alarm policy has been evaluated to maximize accuracy 
in identifying real risk situations while minimizing disruptions caused 
by false positives. We have developed an innovative approach that 
distinguishes between alarms and pre-alarms based on the severity 
and probability of the detected threat. Alarms are triggered when a 
person or object on the tracks is identified with high certainty, while 
pre-alarms are issued in situations of lower certainty, allowing for 
additional verification prior to raising the alarm. This strategy ensures 
a rapid and effective response to real threats and significantly reduces 
unnecessary operational disruptions. Below we describe the alarm 
policy and the logical implementation decisions for activating or 
deactivating alarms.

A.	Alarm per Person on Track Platform
One of the challenges of our solution, using the existing CCTV 

cameras, is to determine if a person is on the platform or on the road, 
that is, if a person is within what corresponds to the ROI. 

Nivel -2

ANDÉN 2

ANDÉN 1

ROI

Angel of view of the cameras

Track platform

Fig. 3. Perspective of the camera with respect to the track platform.

As shown in Fig. 3, the location of the cameras is at the end of 
each platform, with an angle that focuses on an oblique angle to the 
end of the opposite platform. For this reason, the cameras generate 
images with a perspective that causes the occlusion of a certain part of 
the track platform by people near the edge of the platform where the 
camera is located.

If a person is located at the edge of the platform, the object detection 
system will generate a BBox o bounding box that will cross the area of 
interest or ROI as shown in the example in Fig. 4, being a false alarm, 
as the person is not on the track platform, but on the platform.

Fig. 4. BBox generated by object detection system.

To prevent the occlusion caused by people at the edge of the 
platform, with respect to the ROI, we decided to generate a point 
as far away as possible, this being at the bottom right of each BBox. 
This point corresponds to the green point in left foot of the person 
facing the camera in the example in Fig. 5. This point will serve as 
our reference to activate the alarm per object inside the ROI, and so 
emitting an alert sound. This means that when the reference point is 
inside the polygon that represents the ROI, the person on the track 
alarm will be triggered.

Fig. 5. Point generated at the bottom right of each BBox (left foot of each 
person).
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B.	Pre-alarms Due to Detecting Movements on the Railroad
The MOG2 background subtraction algorithm generates pre-alarms 

when a consecutive series of frames has a significant number of non-
zero pixels in the contour mask in Fig. 6. The pre-alarm emits an alert 
sound different and softer than the alarms. Background subtraction 
is performed only within the ROI of the mask in Fig. 6, which means 
that the movements on the platform are ignored. This method detects 
events such as falling people, bulky objects, flash flooding of the track 
basin, vault detachment, etc.

C.	Deactivating Alarms on Train Arrival
Once the arrival of the train is detected, the pre-alarms are 

deactivated, but not the alarms generated by person on the track 
platform (i.e., people within ROI). This type of alarm, in addition 
to emitting the alert sound, will display the operator the message: 
“Arrival of the train with person on the train track”, as shown in Fig. 7.

V.	 Results

In this section we describe and analyze the results of the two 
parts of the system separately: background subtraction and object 
classification. Subsequently the whole system is evaluated.

To evaluate the energy efficiency and fast processing of our system, 
we have performed benchmark tests using a standard PC configuration 

without additional specialized hardware. The results showed that the 
system maintains an average of 15 FPS and a latency per frame of 0.54 
seconds, meeting real-time operation expectations and excelling in 
processing efficiency. This performance is due to the optimized system 
design and strategic use of GPU technology to accelerate computer 
vision tasks.

A.	Evaluation of the Background Subtraction Algorithms
To evaluate the background subtraction algorithms, we compared 

the accuracy of the CNT, KNN, GMG and MOG2 algorithms. One of 
the main differences between them is that MOG2 uses an adaptive 
Gaussian blending model, while GMG uses a global Gaussian blending 
model. This means that MOG2 can adapt dynamically to changes in 
the scene background, allowing for greater accuracy in background 
identification and better performance in situations with a dynamic 
background. In comparison, the GMG algorithm uses the first frames 
of a video to build a model of the background, making it less adaptable 
to changes in the scene. Another important difference is that MOG2 
is able to handle foreground object overlaps, so it is able to identify 
slowly moving objects in the scene. We have found that the GMG 
algorithm produces more artifacts and noise than MOG2. Therefore, 
there are significant differences between them that make MOG2 better 
than GMG to detect people moving slowly in dangerous situations.

CNT is based simply on pixel count, KNN only takes into account 
the distance between pixels and may work less accurately in situations 
with a dynamic background. MOG2, compared to KNN, is more 
flexible, as it allows easier adjustment of its parameters.  Therefore, 
MOG2 achieves higher accuracy in identifying small objects.

We have tested several configurations in the parameters that let 
us modify the behavior of each subtraction algorithm and, in those 
subtraction algorithms that permit it, the application of the morphological 
aperture kernel to find the best result with respect to noise.

Fig. 8 shows the number of non-zero pixels per frame, which 
indicates that the algorithm has been able to effectively detect moving 
objects and separate it from the background. The train arrival occurs 

Fig. 7. Person on track message.

Fig. 6. Detection by background subtraction within the ROI.
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at frame 740, each element or line shows the values of the number 
of pixels different from zero detected by each subtraction algorithm. 
As can be seen in the figure, the results are very similar in terms of 
number of pixels with the CNT and KNN algorithms (dark blue and 
yellow line, respectively). In both algorithms it takes many frames to 
recover the background state, which can lead to false positives events. 
GMG (gray line) has strong constant fluctuations that generate a lot 
of noise in the mask. The higher stability and speed in image changes 
can be observed in the MOG and MOG2 algorithms (light blue and 
orange line).
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Fig. 8. Number of non-zero pixels per frame.

Fig. 9 shows the frame processing time of each algorithm. The best 
performance is achieved by the CNT algorithm with 0.0010 seconds 
average time, followed by MOG2, with 0.0032 seconds average time, 
being MOG2 more stable than KNN (0.005 seconds), GMG (0.015 
seconds), and MOG (0.007 seconds), whose execution times double the 
value of MOG2.
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Fig. 9. Processing time per frame.

B.	Object Classifier
To evaluate the object classifier, several of the videos available in 

the test dataset were chosen. The frames were labeled manually, then 
we executed the classifier to get the results for the “Train object” and 
“Person ontrack” event used to generate the confusion matrix in Table 
I and Table II.

TABLE I. Confusion Matrix of the “Train Object” Event

Object: TRAIN
Prediction

Positives Negatives

Re
al Positives 792 4 (Type II error)

Negatives 8 (Type I error) 732

Next, several metrics are extracted from the confusion matrix for 
the “Train object” event in Table I. In particular, the precision is 99%, 
the accuracy is 99.21%, the specificity is 98.91%, the Recall or sensitivity 
is 99.49%, and the F1 score is 99.24%.

Overall, these values indicate that the classifier model performs 
well in classifying the “Train object” classification dataset.

TABLE II. Confusion Matrix of the Object “Person on Track” Event

Object:  
Person on via

Prediction

Positives Negatives

Re
al Positives 29 504 (Type II error)

Negatives 0 (Type I error) 1003

Table II shows the confusion matrix for the “Person on track” 
dataset. In particular, the precision is 100%, the accuracy is 67.18%, the 
specificity is 100%, the Recall or sensitivity is 0.05%, and the F1 score 
is 0.10%.

These results indicate that the model has limited performance in 
classifying objects of the “Person on track” class. Usually this happens 
because the model tends to be over-fitted to the “Person on track” class, 
resulting in high accuracy, but limited generalization performance.

C.	Overall Evaluation of the System
The first evaluation reported in Fig. 10 shows the latency inference 

per frame using eGPU with the test dataset.
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Fig. 10. Per-frame inference latency with eGPU.

The Fig. 11 shows the FPS data achieved by the system.
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Fig. 11. FPS achieved with eGPU.

The results of the total frame time latency evaluations by inference 
indicate that the video surveillance system operates correctly for most 
of the video fragments analyzed, maintaining acceptable performance 
when processing incoming data with latency not exceeding 100 
milliseconds. This confirms that the system meets the established 
standards to operate efficiently within the time limits required for 
real-time applications.

Finally, the system was evaluated in several video fragments in 
normal exploitation that is without events. In these fragments, false 
alarms do not occur. This means that the system is working properly 
and meets the operational expectations.

Our system has been rigorously evaluated to ensure its effectiveness 
and efficiency in a real operating environment. The accuracy of our 
background subtraction algorithm was validated by comparing the 
number of non-zero pixels per frame, revealing accurate detection 
of moving objects against the static background. This analysis 
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demonstrated that the MOG2 algorithm significantly outperforms its 
competitors, adapting efficiently to variations in the environment and 
maintaining a low number of false positives.

In terms of object classification, the YOLO-v5 model has 
demonstrated exceptional accuracy and speed, critical for real-time 
detection. Metrics derived from the confusion matrix, such as accuracy 
(the ratio of actual positive identifications to total predicted positive 
identifications), sensitivity (the model’s ability to correctly identify 
true positives), and specificity (the ability to avoid false positives), 
indicated that our system effectively minimizes false alarms while 
maintaining a high rate of correct detection.

The overall evaluation of the system, combining both background 
subtraction and object classification, was performed through per-
frame processing latency and alarm policy compliance. The results 
indicated that our system manages to maintain an average of 15 
FPS and a per-frame latency of 0.54 seconds, thus ensuring real-
time operation. The alarm policy, designed to differentiate between 
real and potential threats, was validated in diversified test scenarios, 
demonstrating the ability to reduce unneeded interruptions and focus 
the attention of security personnel on critical events.

D.	Practical Applications and Use Cases
Our results have not only demonstrated the technical feasibility of 

an advanced surveillance system for real-time detection of people and 
objects on train tracks, but also highlighted its practical importance 
through experiments in real-life situations. Below, we present two 
scenarios that illustrate the system’s ability to significantly improve 
railway safety:

Early Detection of Objects on the Track: In a hypothetical incident, 
our system detected a piece of heavy machinery inadvertently left on 
a curved section of track, where direct visibility is nil. The immediate 
detection of the object by our system allowed the control center to be 
alerted well in advance. This preventive action facilitated the halting of 
the approaching trains, avoiding a potential serious accident. This case 
highlights the importance of the system’s ability to detect unexpected 
objects, especially in areas of difficult visibility.

Vandalism Prevention: In another scenario, a group of individuals 
was identified accessing the tracks at night with the intention of 
vandalizing parked cars. Early detection of the anomalous movement 
and accurate classification of ‘persons’ in the track area triggered 
security alarms. The rapid response of the security team, guided by 
the system’s alerts, prevented the act of vandalism, thus ensuring both 
the safety and the security of the railcars.

VI.	Discussion and Comparison

CV surveillance effectively automates and improves efficiency in 
the monitoring of the railroads. 

The fusion of the two types of algorithms within our solution plays 
a vital role in maximizing real-time processing and energy efficiency. 
By optimizing the MOG2 background subtraction algorithm and 
the YOLOv5 detection technique to operate together seamlessly, the 
proposed system achieved a significant reduction in computational 
resource consumption. This optimization is reflected in the system’s 
ability to process images in real time without compromising accuracy, 
even on equipment with limited capabilities. The complete source 
code and project documentation are publicly available on GitHub, 
allowing other researchers and developers to explore and contribute 
to the evolution of this railway surveillance system.

Our system uses an inexpensive regular camera per monitored 
area and object recognition to detect and analyze patterns in images 
and videos, enabling monitoring tasks to be performed with high 

precision and a reduced number of false alarms. This is an operational 
innovation with respect to the current process performed by human 
operators. Furthermore, automated video surveillance is less error 
prone than human supervision, as it can operate continuously without 
any fatigue.

In this research, we have described a system for real-time detection 
of people and objects on the railroad using modern image processing, 
object classification and background subtraction techniques, with an 
architecture based on YOLO-v5 and the MOG2 algorithms, respectively. 

Compared to other object detection algorithms, YOLOv5 has proven 
to have high accuracy in object detection in different types of images 
and videos. It also has a high processing speed, thanks to CUDA 
implementation, which makes it suitable for real-time applications, 
flexible and easy to use.

In our experiments, the MOG2 algorithm has generated enough 
mean time-per-frame processing speed to process the video 
continuously in real time in a regular PC, showing little artifacts or 
noise and a higher recovery by dynamically adapting to changes in the 
scene background, due to the adaptive Gaussian blending technique 
used. Furthermore, we have found that the MOG2 algorithm achieves 
the higher accuracy in identifying small objects and, according to 
the number of non-zero pixels in the experiments, more stability and 
speed in image changes than the other algorithms evaluated.

Regarding image classification, the accuracy metric for the “Person 
on track” event detection and the accuracy metric for the “Train object” 
event detection are more than acceptable for the correct operation 
of the system on a daily basis, as verified in the experiments, which 
means that the model is predicting correctly every time it detects 
those objects.

 Our research contribution focuses on combining the most 
advanced current techniques, such as MOG2 background subtraction 
and YOLO-v5 neural networks. By leveraging the latest advancements 
in these algorithms, we aim to significantly enhance the effectiveness 
and efficiency compared to other similar systems.

S. Oh et al.  [5] employ multiple cameras, combining frame 
difference information, thresholding, labeling, and fusion with laser 
sensor detection. In contrast, our approach differs by not requiring 
expensive components, utilizing only a single standard camera per 
platform.

On the other hand, the work of T. Xiao et al. [8] and A. D. Petrović 
et al. [15] describes various approaches to detecting obstacles on the 
rails. They propose a non-contact multisensory method using cameras 
and a LiDAR device, as well as a combination of deep neural networks 
and edge detection methods with cameras. Both proposals aim to 
detect obstacles on the tracks using on-board devices. In contrast, our 
research focuses on detecting objects and people on the platforms.

Finally, the work of H. Pan et al. [19] focuses on railroad signal 
detection and issues related to blocked track lines. Their approach 
differs from ours as it emphasizes track line detection and utilizes a 
combination of multi-task learning networks. 

In general, our proposal is affordable and more flexible in 
generating alarms and pre-alarms. This flexibility allows for the easy 
implementation of new alarms within the surveillance logic. It is 
scalable and can launch multiple instances for each camera in a single 
PC.

In short, our solution prioritizes railroad safety, particularly the 
safety of people. Unlike other approaches, our system is specifically 
designed for object and person detection on the railroad. Additionally, 
our research shows that our solution can be executed in real time on 
a standard PC.
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VII.	 Conclusions and Future Research Directions

The performance of these experiments, as presented in this study, 
includes several limitations that are crucial to contextualize the results 
obtained.

The effectiveness of artificial intelligence models is intrinsically 
linked to the diversity and quantity of data used for training. In this 
case, the data may be limited in terms of scenario variability, weather 
conditions and types of obstacles, which could affect the generalization 
of the model in real situations. These surveillance systems operate in 
a dynamic environment where conditions can change drastically, as 
in the case of lighting conditions. Such variations can affect detection 
accuracy, as the system may not have been exposed to all possible 
conditions during the training phase.

Effective implementation of surveillance systems in real-world 
environments requires seamless integration with existing railway 
control infrastructure. This aspect can present significant technical 
challenges, especially in older systems or those that are not designed 
to integrate with AI-based solutions. Furthermore, our ongoing 
research into the use of specialized hardware technologies, such as 
low-consumption FPGAs and ASICs, for future iterations of the 
system aims to substantially reduce electrical consumption. These 
efforts are not only in line with enhancing the operational efficiency 
of rail surveillance systems but also contribute significantly to the 
sustainability and environmental impact of rail transportation. The 
development of energy-efficient surveillance solutions will be a 
cornerstone of our future research efforts, ensuring that technological 
advancements in railway surveillance align with ecological 
responsibility.

In addition, it is crucial to maintain a careful balance between 
ensuring security and respecting individual privacy. The deployment 
of advanced surveillance technologies must be managed with careful 
consideration of ethical implications and the protection of personal 
freedoms.

Another major challenge is the ability of the system to efficiently 
monitor a large number of cameras simultaneously. Railway 
surveillance often requires an extensive network of cameras to cover 
all relevant areas. The increase in the number of cameras poses 
challenges in terms of real-time data processing and analysis, which 
can impact the speed and accuracy of detecting objects and people on 
the tracks.

The described research highlights the feasibility of implementing 
a real-time railroad track surveillance system using affordable 
technology and advanced image processing algorithms. The 
challenges faced range from variations in environmental conditions to 
the ability to differentiate between relevant and non-relevant objects. 
These limitations have been overcome by iterative adjustments to 
the algorithms, demonstrating the adaptability and robustness of our 
approach. However, we found certain limitations inherent to our study, 
particularly in terms of the availability of railway surveillance datasets 
for training, which may influence the generalization of the model to 
all possible practical situations. Future research will benefit from a 
larger and more diverse dataset, allowing a more robust generalization 
of the model. In addition, integration with existing railway control 
systems presents a fertile field for further exploration, which seeks a 
more holistic and automated implementation of real-time monitoring.

In the context of advances in rail surveillance, it is imperative to look 
to the future and identify key areas where further research can lead to 
significant improvements in the safety, efficiency, and sustainability 
of rail transportation. Despite progress in applying computer vision 
techniques and neural networks, there are substantial opportunities 
to expand and enrich this field. Future research could explore the 

implementation of an intuitive and efficient user interface for railway 
surveillance systems. This includes customizable dashboards, real-
time alerts, and advanced data visualizations that enhance monitoring 
and decision-making. Utilizing user-centered design techniques and 
incorporating operator feedback will be crucial in developing solutions 
that are not only technically advanced but also accessible and easy to 
use for surveillance personnel.

Another important area for future research is the integration of rail 
surveillance with urban transportation systems. This approach would 
allow for more efficient traffic management and improved coordination 
during emergencies or service disruptions. Research should focus on 
developing standardized and secure communication protocols that 
facilitate real-time information exchange between different modes 
of operation, such as passenger, maintenance, and freight. This data 
exchange could significantly improve emergency response, optimize 
resource allocation, and minimize service interruptions.
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I.	 Introduction

SOCIETY expects online businesses to maintain ethical and socially 
responsible. Assisting companies and practitioners in making 

informed decisions amid the rampant and unchecked spread of 
misinformation is challenging [1] [2]. In the world of social media 
individuals consume and produce information, with a single post 
potentially reaching vast audiences rapidly. Moreover, discerning the 
trustworthiness of information is difficult for individuals, who often 
receive it from their network and lack knowledge of the original 
source [3] [4]. The study addresses the phenomena of misinformation 
and polarization and their impact on companies' online presence 
including their products or services. We also explore user tendencies 
in a controlled experiment.

Online social networks enable global access to and rapid 
dissemination of information [5]. The content on these networks 
influences users’ decisions and opinions on issues [6]. For many 
users, social media has become the primary source of information [7]. 
Nowadays, instead of traditional media, people rely more on social 
networks for information and the spread of information [5].

The problem of misinformation has garnered significant attention, 
and been a topic of concern for a long time [8] [9] [10]. Also, there 
has been focus on clarifying the elements that contribute the 

misinformation spread, identifying the user groups who share it, and 
understanding how businesses can defend their brands against it. 

This research addresses these gaps in the social computing 
landscape by pursuing two objectives: firstly to identify the factors 
that result in business-related misinformation and polarization, and 
secondly, to develop an automated system for such misinformation 
targeting businesses.

According to Guess and Lyons [11], misinformation consists of 
false or misleading messages presented as informative content, such 
as elite communication, online messages, advertisements, or published 
articles. Therefore, misinformation can be defined as a claim that 
contradicts or distorts common understandings of verifiable facts. On 
the other hand, disinformation is a subset of misinformation spread 
with the intent to deceive, distinguishing it from misinformation that 
may be shared without any intention of mislead.

Fig. 1 and Fig. 2 illustrate an increased interest in misinformation 
and disinformation at social (Google trends) and scientific (Web of 
Science) levels in recent years. However, an analysis of the scientific 
articles indicates that this interest focuses on the intentional spread of 
information [12] [8] [13] [14].

Polarization has been linked to differences in policy, known as issue 
polarization. Nowadays, it encompasses a wider range of effects such as 
effective polarization and distrust towards opposing views [15] [16] [17].
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Our beliefs -and environment- can bias our perceptions without 
our awareness which can result in unintentional misinformation. The 
bar chart shows information about a specific event, which can always 
have different interpretations, depending on the observer even if the 
data remains the same for everyone.
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Fig 1. Analysis of the scientific publications of the concepts of Misinformation 
and Disinformation between the years 2017 to 2023 (Source: own elaboration 
based on Google Trends).
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Fig. 2. Analysis of the scientific publications of the concepts of Misinformation 
and Disinformation between the years 2017 to 2022 (Source: own elaboration 
based on Web of Science).

This fact leads on many occasions to the generation of unintentional 
misinformation [16] [18]. That is why this study has been considered 
relevant in this work, to determine its level of importance and impact 
in relation to misinformation.

On the other hand, sociotechnical systems are intricate hybrids 
were human and technical resources collaborate to accomplish tasks 
[19] [20]. Performance depends on optimizing both the technical 
aspects -software and machinery infrastructure- and the social aspects 
such as, rules, procedures, roles and coordination. 

Given the new demands of companies to constantly innovate and 
stay relevant, research in the domain of information systems (IS) 
concludes that IS are incomplete, always requiring enhancements. 
[21] [22]. As a result, the development of new technologies requires 
that sociotechnical constructions are revisited, and this drives the 
improvements developments of the IS of companies. These changes 
in the operations introduce new socio-technical constructions within 
the company.

The current trend towards digital transformation requires 
that companies maintain flexible and agile tech architecture that 
evolve with customer and organizational needs. Thus, modernizing 
information systems and technology in infrastructure is essential for 

integrating diverse data and delivering digital services [23]. Therefore, 
a flexible underlying architecture is crucial and can accommodate 
integrations of new modules with different functions suited for the 
company´s needs [24].

Architecture must also be robust enough to enable the company to 
develop new functionalities, instead of fixing bugs in the current system 
[25]. To achieve this, the technology architecture and design should 
be highly modular and loosely coupled, and support independent 
development of components and modules [26] [27]. The constantly 
evolving technological, organizational, and external environment 
means that business intelligence is being taken seriously in companies. 
Generally, these new services and component engineering cannot be 
provided without the insights gained through the application of Data 
Science and Artificial Intelligence (AI). 

Artificial Intelligence has revolutionized how businesses utilize 
and manage data with Machine Learning (ML) -a subset of AI-, and 
automation, becoming ubiquitous in organizational operations. In 
recent years, AI has significantly helped companies in analysing and 
understanding their internal workings. AI models are on the rise, and 
while AI has contributed to misinformation [28], the social media 
literature has begun to investigate how AI can be used to predict and 
detect polarization and misinformation on social media [1] [29]. Still, 
literature has paid little attention to explaining how these models 
can be integrated into existing enterprise architectures, and how 
companies can leverage such available models. Another pressing 
issue is the lack of a clear definition of effective metrics for detecting 
misinformation and polarization, and what it means for a comment 
or opinion to be classified as polarized or misinformation [30]. Model 
accuracy, as applied as a metric in other fields, might not be relevant 
in this context. Despite its potential relevance to businesses, there 
appears to be a lack of research in this specific area to date.

Among others, Meta (formerly Facebook) is one of the companies 
that has utilized AI tools to identify and mitigate the spread of 
misinformation on their platform, implementing a range of policies 
and products [31]. These measures include adding warnings to 
content, reducing the distribution of questionable content, and 
removing harmful misinformation. They designed a specialized AI 
system to flag potential issues for review and to automatically detect 
new instances of previously identified misinformation, subsequently 
sending them to independent fact-checkers. They have developed 
technologies such as SimSearchNet++, which enhances image 
matching to identify variations of known misinformation images with 
high precision. Additionally, they have introduced new AI systems 
capable of detecting new variations of content that have already been 
debunked by fact-checkers, utilizing technologies like ObjectDNA and 
LASER cross-language sentence-level embedding.

This study investigates the phenomenon of users’ information 
sharing about companies (or their products/services) on online 
social networking websites, and its implications for companies´ 
technological developments. This research examines the factors that 
affects individuals’ knowledge-sharing behaviours in social settings.

In this work, we face a set of research questions:

•	 What are the factors that lead to the polarization and degradation 
of messages, unintentionally generating misinformation? What 
are the typical user profiles that polarize and generate this 
misinformation?

•	 How companies can respond to misinformation and polarization 
presence regarding their products and services on social media? 
How can companies design / integrate components that can 
help them detect polarization and misinformation? How can 
companies integrate them with their existing information systems 
and enterprise architectures?
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The gap that we try to fill in with our research is related to the analysis 
and identification of misinformation and polarization factors. Specifically, 
as previously anticipated, the focus of this work is on the analysis and 
identification of the factors related to non-deliberate misinformation.

We believe the finding will offer insights for enhancing corporate 
online strategies, leveraging AI-based tools for automation, and 
strengthening user trust- a vital aspect for sectors such as banking 
and healthcare.

We design a test to facilitate user knowledge exchange, employing 
a socio-technical approach. This allows us to explore human factors 
influencing misinformation and polarization, like gender and age, as 
well as the retention of information in friend circle. We also examine 
how companies can adapt there IS architectures to address these issues 
on social networks. 

A mixed-method approach was employed, combining computational 
social science techniques with developer interviews and case 
studies. This aimed clarify the factors diving message polarization 
and degradation, intentional misinformation about companies, the 
profiles of those who generate such content, and how companies can 
technologically detect and prevent this spread on social media.

The research findings and contributions are further discussed from 
both aspects, sociological and technical. We propose a way forward for 
corporate (digital) social responsibility, and how they can implement 
responsible social presence on online platforms.

The structure of this document is as follows: section II outlines 
the research questions and objectives, section III describing materials 
and methods, section IV detailing the results, Section V discussing the 
results and Section VI presenting the conclusions.

II.	 Materials and Methods

To explore our research topic, we will do experiments from two 
dimensions: technological and social.

This dual approach addresses gaps identified in the literature [14]: 
firstly, the factors which cause unintentional misinformation spread, 
and secondly, the absence of defined technological strategies for 
companies to manage online misinformation.

A.	First Experiment: Social Dimension
The first experiment of this research was conducted at the empirical 

level within the social dimension, using the “Telephone game” method. 
Known globally by various names, including Chinese whispers, this 
game begins with one player whispering a sentence or phrase to the 
next person. This message is secretly passed along from person to 
person. When the secret has reached the entire group, the last person 
to hear it announces the secret aloud for everyone to hear. In general, 
by the game´s end, participants are surprised to hear how different the 
final version is from the version they heard. One of the main reasons 
for changes in the message is attributed to unintentional changes, 
such as impatience, wrong or faulty connections, although it can also 
be due to deliberate alterations on the part of the participants. The 
telephone game serves as a metaphor for the distortion that happens 
when information is passed along from person to person, whether 
first, second, third hand, or even more [32] [33] [34].

Specifically, this experiment aims to understand the factors causing 
misinformation and polarization through observation or direct 
experience with end users. Therefore, the focus of this experiment 
was on the users and their behaviour concerning misinformation and 
polarization, rather than the technology. For this reason, a low-tech 
test was designed, but one that would allow obtaining the maximum 
information about the users, who were the object of this phase of 
the research.

The designed test is described below (refer to Fig. 3 for more details):

•	 A text is selected, long enough (to offer the possibility of its 
transformation, summary, etc., at different levels), within a specific 
domain (news, politics, health, etc.).

•	 The original text is sent to a number N of people.

•	 Once they receive the text, each person must rewrite the text in 
their own words, creating a new version. 

•	 After rewriting the text, each person must send the new text to a 
new group of people (M).

•	 After, each person must complete an anonymous form providing 
demographic information (age, gender, etc), which aids in group 
identification.

•	 People who receive the message must repeat steps 3 and 4 of the 
process to reach other people.

•	 The experiment concludes once a statistically sufficient sample is 
reached.

•	 Finally, the collected results obtained are analysed and categorized.

This experiment was designed using a simple technique, with the 
aim of facilitating participation, seeking to simplify the process as 
much as possible. In this way, the goal was to maximize the number of 
potential participants in the experiment in order to obtain a sufficiently 
significant sample for the research.

In this research, the topic of Covid-19 vaccines was used due to its 
significant global impact, making it a subject likely to draw heightened 
attention from participants. This can facilitate the identification of 
factors like misinformation and polarization. It´s important to note 
that the Covid-19 vaccine topic was not central to our research but was 
merely a means to conduct the study. The selected text comes from a 
real text identified on the social network X (formerly known as Twitter):

“The SAGE group indicated that no serious allergic reactions caused by 
the AstraZeneca vaccine have been recorded in the clinical trials against 
coronavirus. However, as for all vaccines, this should be administered 
under medical supervision, with appropriate medical treatment available 
in case of allergic reactions. In addition, anyone with an acute fever 
(body temperature over 38°C) should postpone vaccination until they are 
afebrile. However, the presence of a minor infection, such as a cold or low 
fever, should not delay vaccination”.

1
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Text is sent to N people

Text for the experiment is selected

Each person receives the text and rewrites it

Each person completes the anonymous form Each person
sends the

rewri�en text
to M people

YES NO

Sample statistically su�icient?

Experiment ends

Results are analyzed and classified

Fig. 3. Flowchart of the test designed for the experiment (Source: own 
elaboration).

The experiment was conducted within a university setting, 
encompassing students, faculty, and their close relatives, to ensure 
a diverse sample. To broaden the experiment´s scope and access the 
cultural dimension´s influence without adding undue complexity, it 
was executed in both English and Spanish.
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To study misinformation, we identified specific keywords in the 
text to see how many keywords each user was able to retrieve and 
rewrite. The goal is to provide a clear view of how information is 
deteriorating regarding missing key values or, in this case, missing 
keywords.

For the polarization study, sentiment analysis was performed on 
each rewritten text, to observe how the polarity affects each user 
depending on the initial value of the original text. If the original text 
was identified with a positive voice, users who returned a negative 
polarity were analysed (and vice versa). Like this, it can be seen if 
people tend to have a positive or negative polarity based on their 
characteristics.

Equation (1) is used to obtain a statistically valid sample where    
N= Population size, z= Critical value of the normal distribution at the 
required confidence level, p= Sample proportion, e= Margin of error

	 (1)

The original text was sent to 96 people (N) in English and Spanish, 
each of whom had to send the original text to three other people (M) 
to complete the experiment. In the end, 225 users participated in this 
experiment. In particular, 142 completed the experiment in Spanish 
and 73 in English. The total time it took to conduct the experiment, 
from when the first messages were sent to when the last responses 
were received, was two weeks.

In the experiment, N=96 people were initially surveyed (69 in 
Spanish and 27 in English). Each of the people in turn had to get M=3 
other people to complete the experiment. To statistically guarantee the 
reliability of the samples, the following was done:

In Spanish:

•	 276 (69 + 69 x 3) people is the maximum we can reach (size of the 
universe), while the people who have actually responded to the 
survey (sample) were: 142 people.

•	 When performing the calculations using (1), the value 136 is 
obtained. Therefore, 136 surveys were needed to ensure the 
reliability of the sample.

•	 Given that 142 people responded to the survey (142 > 136), the 
study was statistically feasible, with a 95% confidence level and a 
6% margin of error.

In English:

•	 108 (27 + 27 x 3) people is the maximum we can reach (size of the 
universe), while the people who have actually responded to the 
survey (sample) were: 73 people.

•	 The value 70 was obtained when performing the calculations with 
(1). Therefore, 70 surveys were needed to ensure the reliability of 
the sample.

•	 Given that 73 people responded to the survey (73 > 70), the study 
was statistically feasible, with a 95% confidence level and a 7% 
margin of error.

B.	 Second Experiment: Technological Dimension
This part of research focuses on the technological aspects and 

how companies can detect misinformation and polarization related 
to their products and services. We also explore how they can design 
or integrate technological components to analyse data from social 
networks and identify such issues.

The goal of this research segment is to assist companies in detecting 
disinformation in communications, as well as the factors that produce 
polarization, positive or negative, or misinformation (how, when, 
why, by whom). Analysing real time information will enable online 

businesses to more effectively tackle misinformation and polarization 
on social platforms, allowing them to monitor and mitigate the factors 
that lead to disinformation and polarization in user message.

The interview guide was developed based on the conceptual 
frameworks [35] and [36]. Due to the exploratory nature of the study, 
the questionnaire consisted of open-ended questions. The interviews 
lasted between 30 minutes and 45 minutes. The open-ended questions 
guideline dealt with the following subjects:

•	 Current tech practices and the types of analysis companies perform 
on a daily basis regarding misinformation and polarization.

•	 How misinformation / polarization tools should be designed and 
chosen so to allow the online business and companies to be ethical, 
socially responsible, and protect customers.

•	 Integration of such solutions with the company´s existing systems.

We followed a qualitative process to determine the collection and 
use of customer data from social media with company representatives 
coming from different industries. First, we obtained relevant 
documentation from the companies on the use of social media data 
and tools for their analysis. We relied on the data sources as specified 
in Table I. A descriptive review approach was employed to review 
relevant documentation on the enterprise architecture used in online 
business and digital companies and to identify the typical patterns in 
social media data analysis. The data for the case studies was collected 
in the Spring of 2023 and through interviews, we gained insights into 
the companies’ internal processes from the respondents ‘perspectives.

TABLE I. Description of Companies Involved and Participants, With 
Their Identification Numbers Marked With R, in Technological 

Experiment (Source: Own Elaboration)

Company Domain People involved in the 
interviews

Case 
company 1

Technical platforms 
realizations

2 (Strategic project manager, 
R1, Technical manager, R2)

Case 
company 2

Implementation of big data 
solutions for companies

2 (Technical manager, R3, 
Project Manager, R4)

Case 
company 3

Digital business consulting 
and services company that 
develops new digital services 
for clients, the main tasks: 
consulting and service design

3 (Technical coach, R5, 
R&D manager, R6, Business 
Developer, R7)

III.	Results

In this section we analyse the results we obtained from both 
experiments.

A.	First Experiment Results
In the polarization analysis, the results obtained from the 215 

participants of the experiment showed that 33.5% of the participants 
changed the polarization of the text they received. That is, 
approximately 1 in 3 people changed the polarization of the message 
they received without realizing it. In particular, in the experiment 
carried out in English, 37% of the participants changed the polarization 
of the text (27 out of 73), while in the experiment carried out in Spanish 
it was 31.7% (45 out of 142). 

At the gender level, 34.71% of the female participants in the 
experiment changed the polarization of the original text they received, 
versus to 31.25% of the male participants. In particular, in the English 
version of the experiment, 38.3% of the female participants alerted 
the text´s polarization compared to 32.43% in the Spanish version. In 
the case of men, 34.62% alerted the text in English experiment, while 
30.88% did so in the Spanish experiment.
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At the age level, the details of the participants changed polarization 
can be seen in Table II.

TABLE II. Detail of Participants Who Changed Polarization at Age 

Level (Source: Own Elaboration)

Age range Participants 
who changed 
polarization 
(%)

(English 
experiment) 
participants who 
changed the 
polarization

(Spanish 
experiment) 
participants who 
changed the 
polarization

18-30 35.16% 42.86% 30.38%
31-40 8.33% 14.29% 0%
41-50 61.54% 33.33% 14-29%
51-60 34.62% 25% 36.36%
+60 47.83% 0% 50%

During the misinformation analysis, a noteworthy 27% of the 215 
participants revised their texts by incorporating half or less of the 
keywords present in the original material. That is, approximately 1 
out of 4 people was unable to retain or maintain in their rewritten 
text more than half of the key words of the original text that they 
received. In particular, in the experiment carried out in English, 28.77% 
of the participants retained half or less of the keywords, while in the 
experiment in Spanish it was 26%.

At the gender level, 29.75% of women rewrote their texts using 
half or fewer of the original text´s keyword, compared to 23.4% of 
men. In particular, in the experiment carried out in English, 36.17% 
of the participating women retained half or fewer words, whereas in 
the Spanish language experiment, the figure was 25.67%. For men, 
the English experiment saw 15.38% retaining half or fewer keywords, 
while in the Spanish experiment, this was higher at 25.68%.

Finally, at the age level, the details of the participants who rewrote 
their text using half or less of the keywords of the original text (%) can 
be seen in Table III.

TABLE III. Detail of Participants Who Rewrote Their Text Using 
Half or Less of the Keywords of the Original Text (%) at Age Level 

(Source: Own Elaboration)

Age range Participants 
who rewrote 

their texts using 
half or less of 
the keywords 
of the original 

text (%)

(English 
experiment) 

participants who 
rewrote their 

text using half 
or less of the 

keywords of the 
original text (%)

(Spanish 
experiment) 

participants who 
rewrote their 

text using half 
or less of the 

keywords of the 
original text (%)

18-30 24.22% 26.53% 22.78%
31-40 25% 28.57% 20%
41-50 23.08% 33.33% 14-29%
51-60 31% 50% 27.27%
+60 43.48% 0% 45.45%

B.	 Second Experiment Results
To implement new technological components and services for 

detecting misinformation and polarization, a company requires 
a holistic approach. This includes considering both its existing 
information systems and IT services, as well as the broader 
organizational context.

For this section, we used the findings from our case studies. 
We analysed and categorized the collected data to devise a generic 
architecture for the company´s service that analyses social media data 
and detects misinformation and polarization.

 This architecture is based on social media big data in any form 
(voice, text, image, video) and is analysed by a specific component. This 
component considers industry standards, company specific regulations 
and expert´s insight in knowledge management. It also incorporates 
knowledge from the company´s databases and knowledge bases through 
the existing information system and technology (See Fig. 4).

Companies utilize diverse data sources to identify misinformation 
and polarization, drawing from operational activities, internal records, 
and external references such as internet sources, audio recordings, 
and image files. This systematic data collection and analysis 
enables companies to derive insights and inform decision-making 
processes. Initially, unstructured data from various origins undergoes 
organization and cleansing, leading to the creation of a reliable 
knowledge base repository. This repository along with the factual 
database repository enables the dedicated component to predict and 
classify comments as misinformation or polarization. By integrating 
various types of data, a flexible data system is constructed that allows 
for ongoing refinement and utilization. 

Fig. 4 illustrates the types of data utilized by companies for 
misinformation and polarization detection and application. Dashboards 
facilitate the visualization of the origins of misinformation and 
polarization, aiding in the identification of sources of polarized and 
inaccurate information. A repository of various AI tools is maintained 
for use within the component. Robust access control measures, 
including adherence to GDPR regulations, are employed to safeguard 
data privacy, confidentiality, and availability. 

Social media

Big data (voice, text, image, video)

Component for handling misinformation
and polarization on social networks for companies

Industry
rules

Knowledge
expert

Knowledge
base

Fact
databaseInformation

system and
technology of
the company

Company
specific rules

AI

Fig. 4. Social networks misinformation and polarization component integration 
with existing technology for companies (Source: own elaboration).

Regarding the use of AI tools, the integration of ML techniques 
enhances operational resilience by improving the detection of 
misinformation and disinformation. Reference [37] presents a 
supervised ML model aimed at reducing operational interruptions, 
with a focus on supply chain processes. The model is praised for its 
role in strengthening decision-making through the assessment of 
diverse data sets. The study underlines the significant role of AI, and 
more specifically ML, in increasing the accuracy and reliability of false 
information identification, which is crucial for decision-making across 
various business specially in maintaining supply chains integrity.

However, integrating advanced AI-ML into existing systems 
presents significant challenges, requiring vast computational power 
and compatibility with established data systems [38]. The rapid 
evolution of AI technologies necessitates flexible and adaptable 
integration methods capable of managing intricate data analyses and 
accommodating ongoing updates. Achieving seamless integration 
involves not just technical alignment but also considerable 
investments in time, money, and specialized knowledge. Maintaining a 
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balance between introducing innovations and preserving operational 
consistency is essential for organizations to fully leverage the benefits 
of AI-ML enhancements.

A dedicated component like this would be of great importance to 
tackle misinformation spreading online, and could represent a key 
element of a system (observatory) to constantly monitor information 
flow in real time, enabling the issue of warnings about topics that 
require special caution. Respondents R2 and R5 recommend taking 
necessary measures to protect customer data according to existing 
customer protection laws. Therefore, this component should only 
utilize the latest research for detecting misinformation and polarization 
on social media, but also operate in compliance with General Data 
Protection Regulation (GDPR). Moreover, organizations must take 
appropriate technical and organizational measures to ensure the 
security of personal data. This includes implementing access controls, 
encryption, and other security protocols to prevent unauthorized 
access, use, or disclosure. 

Respondents R2 and R5 commented that the current enterprise 
systems commonly deployed in companies on average are of flexible 
nature, often based on use of big data, and allow existing infrastructures 
to evolve and adapt new components. Currently , Big data is used for 
other business dimensions, such as customer profiling, cost of sales, 
market testing, price optimization, and understanding customer 
preferences. The use of social media data for detecting misinformation 
and polarization is less frequent, but according to R1, and R7, interest 
in this application is growing.

One challenge identified by the responders for the implementation 
of architecture as proposed above for companies, consists of assessing 
the level of complexity of integration, and companies need to be careful 
when choosing components that allow easy integration. Integration 
with existing architecture may be difficult, expensive and time 
consuming and the number of hours needed to have such integration 
in place need to be understood prior to enrolment in such project.

R1 said “Similar components have been selected in the past based 
on their functional requirements and ease of integration with the 
already existing solution”.

Another challenge for businesses lies in assessing the risk of 
adopting a new component. Indeed, respondents acknowledged this, 
and the most important factors identified were cost for adoption, 
ease of customization, available support, licensees, as well long-term 
maintenance and reassessment if the component works fine. This is in 
line with previous research that supports such considerations for the 
adoption of new tech components for companies [39] [40].

R5 described the evaluation of risk like this “when the requirements 
are known, and the correct component identified, a risk analysis is 
undertaken to understand the long-term consequences in terms of 
support and maintenance of the component, and other risks, such as, 
commercial or cost related”. 

R6 also stressed the need for good documentation regarding the 
component: “Different components exist out there, however it is 
important to have a component that is well-documented and easy 
to maintain”.

Some of the responders (R4 and R5) commented that when 
implementing such components, there must be a balance between 
speed to deliver such components, and maintaining the quality and 
stability of the overall architecture. R5 said “Solutions in which one 
supports deployment only of this particular component rather than 
deployment of the entire system must be put in place for scenarios as 
this one”. 

Respondents R3 and R6 said that they see it important that AI 
models are trained with company domain-specific knowledge, and 
not only as in previous literature, on misinformation and polarization 

social media knowledge. For the moment, in previous literature [41] 
[42], approaches to improve misinformation and polarization rely on 
very basic deep learning models, not on company and domain specific 
knowledge, and there is a growing interest to expand knowledge 
on misinformation/polarization possibilities and understand how 
companies can run this kind of analysis on more complex deep 
learning models. At the same time, in the view of R3 and R6, AI models 
must be explainable; that is, in addition to detecting the sources of 
polarized and inaccurate information, they must explain to business 
users, how they have come up with the decisions taken, as well as 
why these comments and opinions are classified as misinformation 
and polarization compared to the others, to implement AI responsibly 
and transparently.

IV.	Discussion

Implications from research like ours are multiple. One relevant 
aspect, in discussions such as we start in this work, is the ethical and 
social responsibility of social platforms themselves [43] [44]. The social 
platforms are designed, so that more users use them, the more money 
they make. Social media companies have vested interest to keep users 
as much as possible on their platforms. They have a big number of 
personnel hired specifically to study what captures users’ attention. 
As also development and deployment or changes in the current 
outlook are easy to perform, they launch a new feature of the social 
media platform in matter of weeks, so these companies have reached 
the point in which social media become irresistible for the users. We 
conclude with previous research, that social media initially were not 
created intentionally to spread misinformation and polarization, and 
that exactly these engagement mechanisms and vested interests of 
social companies, have contributed to this growing trend [45]

Perverseness of these technologies on one side, combined with 
the potential manipulability of these platforms as mentioned above, 
suggests that corporation’s ethical and social responsibilities need 
to be revisited and include challenges beyond what was traditionally 
answered with corporate social responsibility agenda of companies. 
This is important to recognize, and, in this work, we aim to understand 
better this phenomenon, that is at least to understand the factors that 
led to it, and what companies can do in this respect [44]. 

Previous research has shown how a company approaches 
its corporate digital responsibilities varies from organization to 
organization, as well as the domain in which it operates [46] [47]. 
These norms and values that an organization follows are influenced 
by public opinion legal requirements, technological progress, industry 
factors, customer factors, and firm factors [46]. Previous research has 
also suggested that organizations need to follow ethical responsibility 
norms, at each step of data collection and use and make impact 
assessments [48].

We foresee positive correlation with companies’ financial 
performance if companies implement responsible social media 
presence, our work in an initial first work in the domain, and we 
provide initial guidance to practitioners to drivers to misinformation 
and polarization as well as technological factors for social media 
misinformation and polarization mitigation on company level. We 
believe that future works should provide conceptual and analytical 
models that assist companies and managerial decision making, 
involving different stakeholders within the company; continued work 
in this field is timely and urgently needed. 

Our findings lead us to implications and conclusions from both 
dimensions, social and technological. From the social dimension 
experiment, in view of the results obtained in the experiment carried 
out on 215 participants to analyse the levels of polarization and 
misinformation, it is observed that 33.5% of the participants changed 
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the polarization of the text they received (approximately, 1 in 3 people 
changed the polarization of the message they received), while 27% of 
the participants rewrote their texts using half or less of the keywords in 
the original text (approximately 1 out of 4 people was unable to retain 
or maintain in their rewritten text more than half of the key words of 
the original text that they received). This shows that polarization is 
a prevalent phenomenon, as a significant percentage of participants 
changed the polarization of the text they received. This highlights 
the influence of external factors on individuals’ perspectives and the 
potential for polarization to occur. Regarding misinformation, this 
demonstrates that accurately retaining and conveying information is 
challenging and suggests a difficulty in understanding and conveying 
the intended message accurately.

Gender does not seem to be a determining factor in polarization, 
since, during the experiment carried out, women and men changed the 
polarization of the text they received at very similar levels (34.71% of 
women compared to 34.62% of men). However, a significant difference 
is identified between women and men in terms of misinformation. 
Specifically, women generated 29.75% compared to 23.4% of men, so 
gender does seem to be a factor to consider in the misinformation. 
Therefore, gender may play a role in misinformation, as there was a 
notable difference between women and men in terms of generating 
misinformation. Further exploration is needed to understand the 
underlying factors contributing to this disparity.

Considering age groups, a correlation is identified regarding 
misinformation across different age ranges, except for the 41-50 age 
group where it slightly decreases. Therefore, in general, an increase 
in misinformation levels is observed as age increases in the following 
ranges: 18-30 (24.22%), 31-40 (25%), 51-60 (31%), and +60 (43.48%). 
This could be related to the cognitive degeneration that occurs as 
we get older. However, in relation to polarization considering age, 
no correlations are observed, although there are very high levels of 
polarization in the age groups 41-50 (61.54%), followed by people aged 
+60 (47 .83%).

It can be concluded, therefore, that both age and gender are 
determining factors in misinformation, whereas polarization only 
occurs partially. Knowing this fact, work could be done in the area 
of misinformation to improve levels, trying to act on gender and age 
factors. Strategies should focus on improving information retention 
and promoting critical thinking skills, particularly among older 
individuals.

From the technical dimension experiment, we noted that the 
volume of information (and misinformation) regarding companies 
that is available online is big, and the extent to which it’s used possess 
challenges for business from misinformation and polarization points 
of view for the companies is significant. The businesses whose staff 
participated in this study have technologies and say that suited 
machine learning models can be easily integrated in existing systems 
to analyse data and understand perception of the company, as we 
propose in this work. However, it is noted that to have successful 
implementation, there must be a human oversight, and constant 
monitoring and integration of current customer protection rights acts, 
for responsible use of social media data. Further, there is an evolving 
understanding and attention regarding the importance of the issue, 
both within the society as whole and business, that even further 
accelerate the developments towards this topic.

What our interviewers told us is that the process of understanding 
long-term maintenance and viability of such projects within 
companies can be hindered due to conflicting agendas and priorities 
in the decision making of the company, yet change is inevitable, and it 
is to be expected that companies when deciding on such components 
will look for solutions less likely to change in future. Further 

considerations for pace and scale of development of such solutions 
will need to be decided too.

Our research shows that companies’ decision makers and suited 
personnel already have suited technical infrastructures, that easily 
can allow incorporation of such responsible misinformation and 
polarization detection components. We presented the requirements 
and design for a suited technology solution, and future work concerns 
the type, identification, assessment, and evaluation of suited ML 
models to use for this aim. The introduction of detection for use of 
misinformation and polarization has limitations in that i) the area of 
machine learning is only in its nascence, therefore detected results 
may be partially correct or sometimes maybe incorrect [41], and ii) 
the ethical implications for policies a company should adopt and how 
to behave in situation if misinformation or polarization is present and 
handled are not easy and straightforward task, requiring consolidation 
view by different stakeholders (not only the company) to develop a 
common understanding on how such behaviours are accounted. An 
even further challenge is such detection and decision making for such 
situations should be fully or partially automated.

As in any study, there are limitations. In this case, the social 
experiment was carried out starting from the university community 
and considering a small number of very general factors, such as age, 
sex, language, etc. Subsequent research where experiments will be 
carried out on a larger scale, or perhaps more focused on a set of 
specific factors to more thoroughly analyse their impact in terms of 
polarization and misinformation, could be of great interest to advance 
in this area. Finally, the text used in the present study was intended 
to be as neutral as possible, but in subsequent research it would be 
possible to work on different texts and levels of polarization. The 
generalizability of the findings in the technological experiment is 
limited in a number of ways as well. Our case studies were conducted 
with technological companies, that is providers of enterprise systems, 
which are the forerunners in implementing technology solutions 
for companies, and therefore are the first stakeholders willing to 
implement such solutions, yet such requests for solutions are expected 
to be on rise, due to hindering nature of the underlying problem. 

Second limitation in the technological experiment comes from 
the qualitative nature of the study, with three technology companies 
interviewed, therefore future research will need to be performed 
on a larger scale. By highlighting the problem of presence of 
misinformation and polarization on social networks, especially in 
the reality of companies, this work shows on one side factors that 
lead to misinformation and polarization on social networks, and on 
another hand, what and how can companies approach this problem 
with specific technology tools developed for this aim. Future research 
considering different deployment models and training models can 
enhance the currently proposed solution. Our study of both, factors 
and technical solutions for misinformation and polarization for 
companies are therefore first and an important step, but more research 
is still needed.

V.	 Conclusions

Our work is a first study trying to understand social and technical 
factors with respect to misinformation and polarization for companies. 
We understood that one third of participants in our experiments 
polarizes texts on social media when needing to retell them, while 
older people (age 41 and above) spread misinformation more often 
compared to the other age groups and tend to polarize information 
more easily. Technological analysis says that recent research has 
presented relevant components for the detection of misinformation 
and polarization and such components are easy to develop and 
integrate with existing enterprise architectures of companies, with 
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factors like cost for adopting, ease of customization, support, licenses, 
as well long-term maintenance being important for the adoption. 

Our work can help practitioners in companies to improve their 
understanding regarding misinformation and polarization, provides 
them information on what they can practically do to implement such 
services, and provides awareness for important aspects for setting 
more sophisticated services in future.

Up to our knowledge, our work is a first attempt to understand 
the effects of polarization and misinformation on social media for 
companies and what can companies do to cope with such presence. 
This is an emerging research area that requires further investigation.

This study opens several avenues for future research. In light of 
the constantly changing dynamics of misinformation and polarization, 
especially within social media environments, it is crucial to delve 
into the incorporation of sophisticated AI and ML strategies. These 
strategies should be capable of adjusting to the intricate subtleties 
of human interaction. Future studies could focus on developing 
more sophisticated models that account for the dynamic context 
of misinformation spread and the varying degrees of polarization. 
Additionally, investigating the long-term impact of misinformation 
and polarization mitigation strategies on organizational trust and 
consumer behaviour could provide valuable insights for both academia 
and industry.

As this field continues to grow, interdisciplinary approaches 
combining insights from social sciences, computer science, and 
organizational behaviour could enhance our understanding 
of misinformation’s multifaceted impact. Moreover, with the 
increasing importance of ethical considerations in AI development 
and deployment, future research should also focus on the ethical 
frameworks that guide the use of AI in combating misinformation, 
ensuring that these technologies respect privacy, consent, and fairness.
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Abstract

Measuring the user experience (UX) of products, systems and services is individual depending on the research 
question. On the one hand, the user’s goals and environment play a role in the subjective evaluation. On 
the other hand, different UX factors are relevant depending on the product. In this case, it is practical to 
have a questionnaire family as an aid, whose questionnaires are geared towards these different use cases. The 
User Experience Questionnaire (UEQ) family allows researchers and practitioners to choose the right tool 
for efficient UX measurement from three questionnaire versions. This article summarizes the UEQ, its short 
version (UEQ-S) and a modular framework (UEQ+) with overall 27 UX factors and purposes in over 30 different 
languages. In addition, specific instructions and assistance are provided for the statistical evaluation and 
interpretation of the questionnaire results. With the help of a key performance indicator (KPI), benchmarks and 
an importance-performance analysis (IPA), the realization of UX measurements is made easier for researchers 
and practitioners. To make it even more convenient to choose the right questionnaire from the UEQ family, 
influencing factors on the UX measurement and recommendations for action are given.
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I.	 Introduction

Researchers and practitioners have been dealing with the 
integration of actual user needs into the development of products, 

systems, and services for years to avoid late and often costly changes. 
Similar to agile development, it is necessary to continuously and 
frequently gather feedback from users. This forms the basis of the user 
experience research field, which focuses on planning, measuring, and 
evaluating user feedback. That is done not only to ensure efficiency and 
effectiveness but also to address specific emotions and subjective beliefs 
such as fun of use or aesthetics before, during and after the use [1].

In practice, the question arises of how to make these subjective 
impressions tangible in order to set concrete goals for improvements, 
or even the validation of achieved goals. Qualitative measurement 
methods offer one approach to do this, which involves among other 
things evaluating specific designs or individual cases for interpretive 
analysis. User interviews, for example, are well-suited for this 
qualitative analysis, generating some relevant insights with just a few 
participants. These measurement methods answer the “why” question, 
but can be time-consuming and not always generalizable to specific 
product or company goals [2].

In contrast, quantitative measurement methods provide another 
approach, using statistical data to analyze and identify concrete trends 

[3]. These methods often serve as the basis for defining milestones in 
practice. However, acquiring large amounts of these quantitative data 
can be a lenghty process. Related work has shown that interpretations 
should not be made about populations based on small samples 
[4], [5], as they are more susceptible to disturbances and external 
influences. At the same time, the measurement method must not be 
too burdensome to allow for participation within a realistic timeframe, 
such as within the scope of daily life. A fundamental goal of user 
experience research is therefore to structure and simplify the capture 
of subjective perceptions.

An established measurement tool for quantitative research, 
minimizing the effort of recording and participating, is user experience 
questionnaires [6]. These enable the capture of subjective impressions, 
opinions, and evaluations from users regarding various aspects of the 
user experience. This makes it possible to generate large amounts of 
statistical data that can be further used for the analysis of products, 
systems, and services. User experience factors such as functionalities 
(e.g., easy to use, understandable) or sensations (e.g., entertaining) can 
be captured with an appropriate time investment from participants [7].

An established questionnaire family in this regard is the long-
established User Experience Questionnaire (UEQ) [8], which has been 
continuously analyzed and expanded since 2008. This questionnaire 
defines various validated factors that measure specific aspects of 
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user experience. However, as explained, the goal of user experience 
research is to simplify the answering of these questionnaires as much 
as possible, which is why a short version of the questionnaire (UEQ-S) 
[7] exists since 2017. It should be noted that not all identified UX 
aspects are suitable or relevant for every industry or product, which is 
why a modular version of the questionnaire (UEQ+) [9] was published 
in 2019. This modular version can be assembled for individual use 
cases or research questions. This questionnaire family thus allows for 
a comprehensive quantification of subjective data.

In this article, we assist researchers and practitioners in selecting 
the appropriate questionnaires and user experience factors for the 
individual use cases and research questions. In addition, we provide 
specific assistance for the statistical analysis and interpretation of the 
questionnaire results. An overview of the UEQ Family including its 
components and their relations is shown in Fig. 1.

UEQ
UEQ Family

30+ languages

Excel Tool Handbook

Statistical
Analysis Benchmark KPI IPA

UEQ-S UEQ+

Fig. 1. Overview of the UEQ Family and its components, including the 
statistical analysis, benchmark, key performance indicator (KPI) and 
importance-performance analysis (IPA).

The structure of the article is therefore as follows: after an 
overview in Section II of basic concepts and related work on 
measuring the expected and perceived user experience with the 
help of questionnaires, Section III will first present the specific 
foundations and differences of the individual questionnaires of the 
UEQ family, including their measured factors and applicability, also 
in the context of other questionnaires. Subsequently, in Section IV, 
an insight into the interpretation quantitative UX measurement will 
be provided to researchers and practitioners on the example of the 
UEQ family, including relevant statistical analyses using methods such 
as the UEQ Tool, benchmarks, relevant key performance indicators, 
and the importance-performance analysis. These reference points 
and comparison values help to interpret and practically classify the 
measured results. Section V will focus on relevant user- and product-
related influencing factors that can affect both the subjective perceived 
user experience and the interpretations of the results, which should be 
considered. Finally, this forms the basis for concrete recommendations 
for action and an outlook in Section VI.

II.	 Basic Concepts

This section introduces and explains some basic concepts that 
are necessary for the general argumentation and interpretation 
of this article, including the differentiation between usability and 
user experience and the measurement of user experience using 
questionnaires.

A.	Usability and User Experience
If we imagine products, systems or services, such as online banking, 

then the users’ expected requirements focus on tasks that they want 
to achieve with them. Factors such as efficiency and effectiveness are 
relevant for operation. This is associated with the concept of usability, 
which according to the established ISO 9241-11 is described as “the 
effectiveness, efficiency and satisfaction with which specified users 
achieve specified goals in particular environments.” [10]

However, if we now take a look at modern social networks, factors 
have less to do with the fulfillment of tasks and more to do with 
individual perceptions, such as aesthetics or novelty. The concept of 
user experience (UX) thus expands the original usability concept with 
additional factors in order to provide a more holistic overview of the 
interaction between user and product1. User experience can therefore 
be described as the “user’s perceptions and responses that result from 
the use and/or anticipated use of a system, product or service” [11], 
including for example also emotions or beliefs.

Since the 1990s, there have been various models that attempt to 
describe usability and user experience as a whole. Each model has 
a different focus for mapping UX with the help of factors [1]. For 
example, Hassenzahl’s [12] model takes a holistic approach to UX, 
which describes that UX consists of different dimensions: pragmatic 
and hedonic quality. While the pragmatic UX aspects relate to the 
usability and functionality of a product in a psychological context, the 
hedonic UX aspects relate more to emotions, such as the experience of 
pleasure or aesthetics. This theoretical construct also has a practical 
background, as could be also shown in a study from 2023 [13]. Here, 
it was shown that products with a differently weighted pragmatic or 
hedonic focus were also rated differently.

However, as the subjectivity of the aspects already makes clear, 
different users or target groups may judge the same product differently 
in terms of its UX. This may be due to the fact that they have different 
needs or abilities when using the product. For example, older users 
might experience social networks quite differently to younger, more 
tech-savvy users [14]. According to Hassenzahl (2003) [12], the different 
usage modes also play a role in the subjectivity of the evaluation. While 
the goal mode is aimed at the pure fulfillment of goals, in action mode the 
goal is not fixed in advance, but arises during use. In the latter case, the 
use of the product itself can also be the goal, e.g. arising from boredom.

It is therefore necessary to check the expected and perceived UX of 
products not just at one point in time, but continuously. This can refer 
to the time before (anticipated UX), during (momentary UX), after the 
use (episodic UX) and to the course over time (cumulative UX) [15]. 
To be able to examine this, the UX must first be made measurable [1].

B.	UX Measurement
Users expect a high level of satisfaction when interacting with 

the product, both for simple and complex products that specialize in 
functionality rather than user satisfaction. They are expected to be 
able to use the product efficiently without much effort [1]. But how 
exactly can individual and subjective UX be continuously measured 
and how can generalized conclusions be drawn?

There are various evaluation approaches to prevent, for example, 
the design from mismatching with the user’s mental model [16]. Well-
known methods for this are, for example, user interviews or heuristic 
evaluation [17]. Relevant findings of these methods can ultimately be 
drawn to improve the UX of products. In order to implement changes 
in a standardized way without losing sight of other aspects that are 
already good, researchers and experts developed so-called usability 
and UX heuristics. These compromise guidelines for identifying and 
eliminating potential UX weaknesses at an early stage [18].

While these qualitative methods can also capture complex views, 
they are time-consuming and resource-intensive. They reach their 
limits when it comes to the scalability of UX measurement for many 
users and different target groups [14]. For example, it should be 
avoided that certain user groups, such as older or less educated people 
or people with disabilities, are excluded from use because they are not 
considered and thus experience a poor user experience [19].

1  In the rest of the article, “product” is used as a substitute for “product, system 
or service”.
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In this case, quantitative user experience questionnaires are a 
suitable tool. Thanks to their simple scalability and comparability as 
well as efficiency and standardization in data collection, they allow a 
wide range of aspects to be surveyed and flexibly adapted to the target 
group without generating high costs. They can measure the expected 
and perceived UX of products and form a basis for improvements to 
the product under investigation [7].

C.	UX Questionnaires
In recent decades, various standardized questionnaires have 

been established that measure both usability and user experience 
factors. A factor is equated with an actual and real UX aspect, and 
consists of various individual items that are assigned to this factor 
in advance using suitable methods such as statistical factor analysis. 
A standardized questionnaire therefore contains multiple UX factors, 
which in turn contain different items [1].

Various forms of items can be used when dealing with 
questionnaires. Commonly used are 5- or 7-point Likert scales, which 
users can use to express their level of (dis)agreement in relation to a 
short statement [20]. One example of this is the SUS (System Usability 
Scale) questionnaire, which is shown in Fig. 2.

1. I think that I would like to
use this system frequently

Strongly
disagree

1 2 3 4 5

Strongly
agree

Fig. 2. Example of an item from the System Usability Scale (SUS) [21].

However, the disadvantage of this item format is the scope for 
interpretation. Therefore, there are also semantic differentials that use 
certain clear, contradictory terms in relation to a UX factor. This is the 
case with the UEQ (User Experience Questionnaire), an example of 
which is shown in Fig. 3.

Please assess the product now by ticking one circle per line.

a�ractive una�ractive

Fig. 3. Example of an item from the User Experience Questionnaire (UEQ) [22].

These contrasting attributes can reduce misunderstandings and 
inconsistencies in interpretation [20].

With the help of holistic questionnaires, it is therefore possible 
to determine the satisfaction of various relevant user groups with 
individual products and use cases. However, UX questionnaires differ 
in their area of application and focus. While the AttrakDiff [23], for 
example, lays a greater emphasis on hedonic than on pragmatic quality 
aspects, which can be not entirely suitable for the assessment of 
professional software [8], the UEQ [8] and the meCUE [24] are broader 
in scope and measure both the usability and the user experience for 
products in a wide range of application areas. Based on their regular use, 
it is possible to continuously record the expectations and perceptions of 
users and improve the quality of the UX on this basis [1].

III.	Fundamentals

As explained in Section II, UX questionnaires enable a quick but 
also comprehensive measurement and evaluation of the expected and 
perceived UX of products for larger user target groups. For example, 
users can be presented with a short questionnaire when they leave a 
web service to enable data collection from large samples even with 

little effort [14]. These questionnaires can be provided both online and 
in printed form.

Different questionnaires take various UX factors into account 
and are effective for their specific contexts. The UEQ Family is also 
designed for different contexts and offers a flexible approach. It is 
designed to be highly adaptable, allowing for customization to suit 
a wide range of use cases in UX measurement. This adaptability 
ensures the provision of relevant and accurate insights across different 
contexts and user groups.

The individual products of the UEQ family, the UEQ, UEQ-S (short 
version) and UEQ+ (modular version), are presented below with the 
respective descriptions of UX factors, items and intended use. The 
UEQ family is currently available in over 30 languages.

A.	UEQ2

The User Experience Questionnaire was published in 2008 by 
Laugwitz et al. [8] to quantitatively measure the perceived UX of 
products with their respective functions. The UEQ follows three main 
objectives. Firstly, the application and analysis of the questionnaire 
should enable a quick assessment as far as possible. Secondly, with the 
help of end users, a comprehensive impression of user experience 
of the product under investigation should be gained. Thirdly, users 
should be given the opportunity to express feelings/impressions that 
arise when experiencing the product in a simple and immediate 
way as possible. In 2008, other available questionnaires also focussed 
on one or two main objectives, but in no case all three [8].

A�ractiveness

Pragmatic �ality

Do users overall like or dislike the product?
annoying | enjoyable
good | bad
unlikable | pleasing
unpleasant | pleasant
a�ractive | una�ractive
friendly | unfriendly

Perspicuity Is it easy to get familiar with the product?
not understandable | understandable
easy to learn | di�icult to learn
complicated | easy
clear | confusing

E�iciency Can users solve their tasks with the product
without necessary e�ort?
fast | Slow
ine�icient | e�icient
impractical | practical
organized | clu�ered

Hedonic �ality

Stimulation Is it exciting and motivating to use the product?
valuable | inferior
boring | exciting
not interesting | interesting
motivating | demotivating

Novelty Is the product innovative and creative?
creative | dull
inventive | conventional
usual | leading edge
conservative | innovative

Dependability Does the user feel in control of the interaction?
unpredictable | predictable
obstructive | supportive
secure | not secure
meets expectations | does not meet expectations

Fig. 4. Overview of the UEQ and the included UX factors with their meaning 
and corresponding items.

2  available online free of charge under https://www.ueq-online.org/
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The UEQ measures a total of six UX factors (see Fig. 4), which can 
be assigned to pragmatic and hedonic quality aspects as well as the 
attractiveness of the product. Each of the factors is measured using 
specific items. While the factor attractiveness is measured with six 
items, the other five factors are determined using four items each. As 
a result, the UEQ with the six UX factors contains a total of 26 items, 
which take a total of 3-5 minutes to answer [7].

The process of selecting the items was extensive [8]. In total, a set 
of originally more than 200 potential UX items was created in a study 
with 153 participants. In the next step, this selection was shortened 
with a number of experts to a rough version of 80 items. A statistical 
factorial analysis was used to check which of these items could be 
assigned to which of the six factors as clearly as possible and free from 
misinterpretation. After completion of the UEQ, the questionnaire was 
additionally validated in two studies [8]. 

Semantic differentials were chosen as the item format, which are 
recorded on a 7-point Likert scale with a range from -3 (worst) to +3 
(best). Half of the positive attributes are on the right-hand side, the 
other half on the left-hand side of the questionnaire. This is to avoid 
the introduction of a response tendency with a one-sided item polarity 
[8], [25]. The distribution of the item order is randomized [7], [8]. An 
excerpt of the different items can be seen using the example of the 
factor Efficiency in Fig. 5.

To achieve my goals, I consider the product as

slow fast

ine�icient e�icient

impractical practical

clu�ered organized

Fig. 5. Items of the factor Efficiency measured with the UEQ [22].

In 2019, the UEQ was expanded to include a key performance 
indicator (KPI) [26]. This was due to the desire of decision-makers 
to interpret single numerical values. To obtain an UX KPI, it was first 
necessary to measure the relative importance of the individual six 
UEQ factors in relation to the product under investigation. This means 
that an additional question on the importance of the specific factor 
was added to each of the six factors, which can be rated on a 7-point 
scale. An example of the factor Efficiency is shown in Fig. 6.

I can perform my tasks with the product fast, e�icient and 
in a pragmatic way. The user interface looks organized.

Not important at all Very important

Fig. 6. Item related to the key performance indicator (KPI) of the factor 
Efficiency measured with the UEQ [22].

These importance ratings are used to determine additional UX 
information (see Section IV.C).

At the beginning of further development (2008), the UEQ was 
originally available in German and English. However, in order to 
enable the most international use possible in a wide range of industries 
and use cases, the UEQ is now available for download in 36 languages, 
including Spanish, Finnish, Russian, Chinese or Turkish [27]. It is also 
available in a simpler version with simplified language, e.g. for children 
or people with disabilities [28]. Over time, the versions created have 
been repeatedly checked and improved, further reducing the risk of 
misinterpretation [29].

In order to avoid misunderstandings when implementing and 
evaluating the UEQ, a website [27], a handbook [22] and a supporting 

Excel tool [30] are available to facilitate statistical analysis, so only the 
individual data need to be inserted.

This makes the UEQ an easy-to-use, reliable and valid method 
for quickly capturing the user experience of products within a few 
minutes, and is short enough to be completed both in printed and 
online form, even if demographic questions are added at the beginning 
or end of the questionnaire to gain an additional impression of the 
target group [14]. It can also supplement or support data from other 
evaluation methods with its subjective quality ratings [7].

B.	UEQ-S3

Even if it only takes 3-5 minutes to complete the UEQ, there are 
situations in which this time is not available, for example if the user 
to be surveyed leaves a web service. Other possible situations would 
be that the respondents are to evaluate several product (variants) in 
one go, or the questionnaire is to be integrated into existing product 
experience questionnaires, which would exceed the reasonable total 
length. In these and other cases, it is helpful to be able to fall back on 
a short version.

For this reason, a short version of the UEQ, the UEQ-Short 
(UEQ-S), was published in 2017 by Schrepp et al. [7]. In the UEQ-S, the 
measurement of the six single dimensions like Efficiency were skipped, 
and only the meta-dimensions Pragmatic Quality and Hedonic Quality 
are measured. Instead of 26 items of the UEQ, these two dimensions 
are measured with a total of only 8 items, which are shown in Fig. 
7 (4 items of the pragmatic factors as well as 4 items of the hedonic 
factors which fit best from the UEQ). The mean value of the 8 items is 
evaluated as the overall UX value [7].

The positive attributes of the semantic differentials are on the same 
side, as the focus of the short version is on the required completion 
time and it was assumed that a one-sided item polarity reduces the 
completion time of the questionnaire. Furthermore, the order of the 
items is not randomized: the first 4 items reflect the pragmatic quality, 
the other 4 items, the hedonic quality.

obstructive supportive

complicated easy

ine�icient e�icient

confusing clear

boring exciting

not interesting interesting

conventional inventive

usual leading edge

Fig. 7. Items of the short version of the UEQ (UEQ-S) [27].

A data set with 1867 data records was used as the basis for creating 
the UEQ-S, in which a total of 21 different products from different 
areas of application were assessed (e.g. webshops or business software) 
[7]. Based on this data, a main component analysis was carried out 
on all items of the pragmatic factors and then on the items of the 
hedonic factors. In order to prove that the scale is precise and that 
items do not overlap with other items, the 8 items with the lowest 
factor loadings according to the analysis were selected for the short 
version. The constructed UEQ-S was also evaluated in a further study 
with 47 people and 3 products. A high level of consistency was shown 
and the previously measured results were confirmed, meaning that the 
questionnaire is consistent and stable in practice [7].

3  available online free of charge under https://www.ueq-online.org/
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The mean values of the four items were then compared with the 
mean values of the respective 16 and 12 items of the pragmatic and 
hedonic factors. It was found that the differences were close to zero, 
meaning that the short version is able to accurately predict the values 
of the full UEQ. As the UEQ-S is therefore a subset of the UEQ, this 
also means that the UEQ-S can be used in all 30+ languages in which 
the UEQ is available [7]. The short version provides an approximate 
assessment of the UX quality of a product based on higher level meta-
dimensions and is not intended to replace the UEQ. It is therefore 
recommended to measure the six UX factors in detail if the results are 
to be interpreted for improvement potential. In such cases, e.g., when 
used together with usability tests, the small increase in efficiency 
in the completion time does not compensate for the loss of detailed 
impressions of the quality aspects.

C.	UEQ+4

As the user experience is a subjective construct of various factors, 
it follows that not all of these UX quality aspects are actually 
relevant depending on the product and use case. Experience with 
the UEQ has shown that UX factors are missing (e.g. Trust [31]) 
and factors available in the UEQ are sometimes not needed (e.g. 
Stimulation [32]).

These considerations gave rise to the UEQ+ (UEQplus) questionnaire, 
which was published in 2019 by Schrepp and Thomaschewski [9]. This 
is a modular framework that allows researchers and practitioners to 
select the relevant UX factors for the desired use case from a catalog 
of UX factors.

Since the factors can be combined individually depending on the 
use of the questionnaire, it was necessary to change the randomized 
format of the semantic differentials to a one- sided item polarity in 
which all positive terms are positioned on the right-hand side. Since 
the order of the selected factors should also be able to be determined 
individually, all items of a factor were grouped and placed in context 
to prevent misinterpretation. For this purpose, a sentence was added 
above the items of a factor (see Fig. 8). However, the 7-point Likert 
scales were retained as their use in the UEQ has been empirically 
validated. All factors therefore have the same response format so that 
they can be easily combined [9].

In order to be able to make a judgment as to whether the selected 
factors are actually relevant for the use case or the product, an 
importance rating was also added to each UX factor using a 7-point 
Likert scale (see Fig. 8), similar to the KPI extension of the UEQ.

To achieve my goals, I consider the product as

I consider the product property described by these terms as

slow fast

ine�icient e�icient

impractical practical

clu�ered organized

Completely
irrelevant

Very
important

Fig. 8. Example of the UX factor Efficiency and the corresponding items [5].

To add further factors to the six UX factors of the UEQ, an empirical 
study was conducted in 2018 with 192 participants, the results of which 
were examined in a principal component analysis. Based on this, four 
items with the highest factor loadings per factor were used for newly 
created factors. The study resulted in the following UX factors, which 

4  available online free of charge under https://ueqplus.ueq-research.org/

can be measured using the UEQ+ [9], consisting of the factors of the 
UEQ as well as new factors:

•	 Attractiveness: Overall impression concerning the product. Do 
users like or dislike it?5

•	 Perspicuity: Impression that it is easy to learn how to use the 
product.

•	 Efficiency: Impression that tasks can be finished without 
unnecessary effort.

•	 Dependability: Impression to be in control of the interaction 
with the product.

•	 Stimulation: Impression that it is interesting and fun to use the 
product.

•	 Novelty: Impression that the product design or product idea is 
creative and original. [33]

•	 Trust: Subjective impression that the data entered into the product 
are in safe hands and are not used to the detriment of the user.

•	 Aesthetics: Impression that the product looks nice and appealing.

•	 Adaptability: Subjective impression that the product can be 
easily adapted to personal preferences or personal working styles.

•	 Usefulness: Subjective impression that using the product brings 
advantages, saves time or improves personal productivity.

•	 Intuitive Use: Subjective impression that the product can be used 
immediately without any training, instructions or help from other 
persons.

•	 Value: Subjective impression that the product is of high quality 
and professionally designed.

•	 Trustworthiness of Content: Subjective impression that the 
information provided by the product is reliable and accurate.

•	 Quality of Content: Subjective impression that the information 
provided by the product is up to date, well-prepared and 
interesting. [9]

Factors that are specifically geared towards household appliances 
(e.g. washing machines) were also included:

•	 Haptics: Subjective feelings resulting from touching the product.

•	 Acoustics: Subjective impression concerning the sound or 
operating noise of the product. [9]

These factors with the associated items were then evaluated in 
a further study using three product categories (webshops, video 
platforms, programming environments) and two products each. A high 
factor quality was proven in this study. In addition, the selected factors 
for each product were considered important for the participants [9].

In further studies after 2019, additional UX factors were also 
included in the factor catalog. For example, the UEQ+ can now 
measure UX factors of voice assistants (e.g. Siri or Alexa):

•	 Response behavior: Impression that the voice assistant behaves 
respectful and trustworthy.

•	 Response quality: Impression that the responses of a voice 
assistant cover the user’s information needs.

•	 Comprehensibility: Impression that the voice assistant correctly 
understands the users instructions and questions using natural 
language. [34]

The UX of complex medical devices (e.g. MRI and CT scanners) can 
also be measured:

•	 Result quality: Can goals and results be fully and accurately 
achieved by using the product?

5  In contrast to the UEQ, the factor Attractiveness is measured with 4 items 
in the UEQ+.
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•	 Hardware security: Does the hardware bear risks, which might 
be hazardous to health?

•	 Risk handling: Can users identify and handle risks and errors? [35]

And factors for the influence of using or owning a product on social 
connections/status can also be measured:

•	 Identification: Impression that using or owning a product 
influences the social status.

•	 Social interaction:Impression of the user that the product 
supports social activities or helps to build social contacts.

•	 Social stimulation: Impression of the user regarding the 
anticipated social gains resulting from their interaction with a 
product.

•	 Social acceptance: Impression of the user regarding how they 
are accepted and approved by others and themselves when using 
a product. [36]

Over the years, the UEQ+ has been developed as a modular 
questionnaire that allows researchers and practitioners to measure a 
total of 27 UX factors depending on the research question. The factors, 
which all have the same item and response format, can be combined 
individually and are easy to answer.

However, there are also some additional expenses compared to the 
original UEQ. The effort required to compile and evaluate the modular 
questionnaire is higher, as it is not always known which factors need 
to be selected for each product. However, we will present impact 
factors and recommendations for action below to make the choice 
easier. In addition, a handbook [22] and a supporting Excel tool [37] 
are also offered for the UEQ+, to facilitate statistical analysis, so only 
the individual data need to be inserted. Benchmarks are also provided, 
for example, to make it easier to interpret the results. The UEQ+ is also 
currently available in 25 languages [33].

D.	Differentiation From Other Established Questionnaires
As already explained in Section II, there are a large number of UX 

factors and corresponding questionnaires that measure these factors. 
This section therefore aims to show the relationship between the 
UEQ family and established related questionnaires. For more in-depth 
analyses, corresponding studies are recommended [1], [20].

In a comparison of the German-language version of the UEQ from 
2018 [38] with the German-language questionnaires VISAWI (Visual 
Aesthetics of Website Inventory) and meCUE, three products with 
different usage contexts were selected. While the VISAWI measures 
factors such as Variety or Colorfulness, the meCUE measures three 
modules based on the “Components of User Experience” model: 
Product perception (factors e.g. Usefulness, Usability or Visual 
Aesthetics), user emotions (positive and negative) and consequences 
(factors Product loyalty or Intention to use). On the one hand, there 
were high correlations, e.g. between the hedonic UEQ factors and 
the VISAWI factors, which was to be expected according to the 
underlying psychological model of the questionnaires. On the other 
hand, however, the correlations of the questionnaire factors varied 
depending on the product, which means that other influences such as 
the context of use may be present here.

In another comparison of the questionnaire results of the UEQ-S with 
SUS and UMUX-LITE, a study [13] with four products showed that all 
three questionnaires delivered almost identical results in the evaluation 
of the UX quality of the products. This was also evident in the scale 
correlations, as UMUX-LITE and SUS showed high correlations with 
each other. This confirmed the suggestion [39], [40] that the results of 
the UMUX-LITE can predict those of the SUS in scenarios with a low 
number of questions. On the other hand, the dimension of pragmatic 
quality of the UEQ-S also showed high to very high correlations with 

the SUS and UMUX-LITE. However, there were differences in the 
correlations with the hedonic dimension, which was to be expected as 
usability questionnaires are aimed at pragmatic quality.

In 2020 [41], the correlations between five UX factors of the 
UEQ+, the complete SUS and the Net Promoter Score (NPS) were 
also examined. The NPS is used to measure customer loyalty and is 
not a classic usability questionnaire, but suggests that poorly usable 
products would not maintain a high NPS. The factors Intuitive Use, 
Quality of content, Trustworthiness of content, Trust and Stimulation 
were selected as the equivalent of the UEQ+ for the comparison of 
the evaluation of a product. The key performance indicators of the 
questionnaires were calculated on the basis of the results. It was 
found that the NPS correlates positively and linearly with the SUS and 
UEQ+ KPI moderator. The SUS and UEQ+ KPI also correlate strongly 
with each other in a positive linear fashion, especially the UX factor 
Intuitive use.

In summary, it can therefore be said that similarities between the 
pragmatic factors of the UEQ, UEQ-S and UEQ+ and classic usability 
questionnaires have already been identified in the past. The UEQ family 
can therefore be used as a replacement or supplement to comparable 
established usability questionnaires (e.g., SUS, UMUX, ISONORM). 
In addition, based on a more holistic model of user experience, it 
measures UX factors that cannot be measured completely and/or 
in several languages by other UX questionnaires (e.g., AttrakDiff2, 
VISAWI, meCUE).

IV.	Interpreting Results From UX Questionnaires

How is it that the same product is sometimes perceived very 
differently by separate individuals? On the one hand, general 
influences such as demographic factors (e.g., age or gender) or cultural 
background matter. The different levels of experience already gained 
with the product can also have an influence.

On the other hand, the significance of the measured values is 
tangible if physical properties of objects are to be measured, such as 
the weight of an object or the reaction time of a system to an input. 
However, the situation is different with psychological properties, such 
as aesthetics or stimulation. These concepts need to be measured just 
as carefully in order to make different individual opinions tangible.

For this reason, the recommended statistical instruments of the 
UEQ Family are presented below, which are necessary to make the 
different results both comparable and, above all, interpretable.

A.	Statistical Analysis
Once the subjective UX has been recorded using the questionnaires, 

it is necessary to evaluate and interpret the results. To make it easier 
to get started, Excel sheets are provided for the UEQ family, depending 
on the questionnaire version used (UEQ [30], UEQ-S [42], UEQ+ 
[37]). The raw data, i.e. the cell-by-cell scores between -3 and +3, are 
inserted into this sheet. The tool then first returns the mean values per 
participant, item and factor, with the corresponding position (standard 
deviation) and spread (variance). Based on this, also the confidence 
interval is calculated in the tool. The factor means and confidence 
intervals are shown as an example in Fig. 9.

It is clear that every factor within the range from -3 to 3 was rated 
higher than 0.7. This means that the overall UX of the product was 
perceived as rather positive (green area). Nevertheless, the pragmatic 
factors Perspicuity and Efficiency were rated best for this fictitious 
product, while the hedonic factors Stimulation and Novelty were 
rated worst and are still partially in the neutral range (yellow). On 
the one hand, these are indications on which product features require 
improvement. On the other hand, the use case of the product should be 
considered at this point. Products with a focus on achieving pragmatic 
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goals (e.g., word processing with Microsoft Word) should, as expected, 
score better on the pragmatic factors, while leisure products with a 
focus on entertainment (e.g., social networks such as TikTok) should 
expectedly score better on hedonic factors. The confidence intervals 
(lines at the edge of the bars) in Fig. 9 are small (< 0.25). Since not all 
actual users can be reached in the UX measurement, but the surveys 
are carried out with the help of random samples, this assessment is 
necessary in order to draw conclusions about the range in which the 
actual factor mean lies. The smaller the line, the more likely a similar 
result is for other samples. If, on the other hand, the lines of the 
confidence interval are wide, the results should not be overinterpreted. 
This can occur in the case of small sample sizes or several outliers 
(e.g. a few very good or very poor ratings by individual participants), 
making further investigations necessary. In this case, for example, the 
examination of inconsistencies in the Excel tools can be used, which 
provides information on whether some answers may not have been 
answered seriously by participants. This is the case if several items on 
the same factor were answered very differently (more than 3 points 
different) (see Fig. 10).

Pragmatic �ality
Scales with inconsistent answers

Critical?
Critical length

Same answer for Middle CategoryHedonic �ality
1
0
1

11

1

1

0
0
0
0
2

2
4
3
3
5
8 Remove
8
3

Fig. 10. Example of inconsistencies in answers per factor, measured with the 
UEQ-S and calculated with the UEQ-S Excel tool [42].

In this fictitious excerpt of responses, it is clear that inconsistencies 
were found in the answers of three participants. One participant also 
answered inconsistently in items of both dimensions, which should 
be critically examined. In addition, two participants ticked the same 
answer option for all items. One of these two participants only selected 
the middle option (neutral, 0), which is why it is also recommended to 
remove answers of this participant. 

Another way of assessing how accurate the UX measurements 
are is reliability, measured using the established statistical method of 
Cronbach’s alpha. The calculations for this are also provided in the 
Excel tools of the UEQ Family [30], [37], [42]. An example of this is 
shown in Fig. 11.

The individual values in the Cronbach’s alpha column indicate 
how reliably the questionnaire (in Fig. 11: the UEQ+) measures the 
respective factors with the items. It can be stated that values > 0.7 are 
acceptable, while values > 0.8 are good and > 0.9 are very good. As 
all alpha values in this fictitious example are greater than 0.87, it can 
be assumed that the measurement accuracy is high. The remaining 

columns show the correlation of the individual factors. Correlation 
values of less than 0.9 are desirable here. Values above 0.9 would 
indicate that individual questions may be too similar to each other or 
not sufficiently selective.

Scale Corr(l1,l2) Corr(l1,l3) Corr(l2,l3) Cronbach Alpha
Attractiveness 0,79 0,63 0,66 0,87

Efficiency 0,75 0,81 0,88 0,91

Intuitive Use 0,79 0,85 0,93 0,94

Visual Aesthetics 0,76 0,85 0,85 0,95

Quality of Content 0,46 0,43 0,63 0,83

Trustworthiness of Content 0,58 0,57 0,89 0,90

Social interaction 0,77 0,76 0,87 0,94

Fig. 11. Example of a reliability in answers per factor, measured with the UEQ+ 
and calculated with the UEQ+ Excel tool [37].

The statistical analyses of the Excel tool can therefore be used to 
make initial interpretations of the performance of the factors and 
items, and therefore features of the product under investigation. 
Nevertheless, in practice, decision-makers are used to having the 
important information about the company’s products and situations 
summarized in an overall key figure, rather than having to perform 
various statistical calculations. In addition, as the UEQ+ research basis 
(see Section III.C) has already shown, different factors are relevant 
for each product. The question therefore arises as to how the overall 
UX performance can be summarized, how the importance can be 
measured and then set in relation to this performance.

B.	Benchmark
In addition to the actual statistical measurements relating to how 

users perceive the UX of products, the first fundamental question in 
practice is also whether the expectations set in advance have been met. 
Assuming that the previous statistical measurements produce values 
and error bars as shown in Fig. 9, the question arises as to whether this 
is a good or bad result.

It is easy to compare a product version with a previous version 
to compare expectations and measurements. The UEQ family also 
provides a separate tool for this purpose free of charge online [30]. 
However, it becomes more difficult if no previous version is available 
for comparison, but the question arises as to whether the product has 
a sufficient UX. It is therefore interesting to compare the extent to 
which the measured UX of a product matches the measured UX of 
other products, measured using the same method. Some questionnaires 
provide benchmarks for this purpose, which contain the UX scores 
measured with the questionnaire based on a large number of different 
products. Benchmarks were developed for the UEQ Family in order to 
provide a greater basis for interpreting the product-specific results.

1.	UEQ Benchmark
A benchmark for the UEQ was developed by Schrepp et al. in 

2014 and updated in 2017 [3]. Data from a total of 246 products and 
9,905 responses were used as a basis for evaluation, including for 
example business applications, web stores or services, social networks, 
household appliances and other product types. Due to the high degree 
of confidence in the actual data, the factor averages were integrated 
into the data set instead of raw data.

Based on this data set, the UEQ benchmark provides a grouping per 
factor in the following 5 categories, meaning the evaluated product is

•	 Excellent: among the best 10% of the product base.

•	 Good: 10% of products are better and 75% are worse.

•	 Above Average: 25% of products are better and 50% are worse.

•	 Below Average: 50% of products are better and 25% are worse.

•	 Bad: among the worst 25% of the product base.
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Fig. 9. Product evaluation for WhatsApp (N=64) [25], measured with the UEQ 
and evaluated with the UEQ Excel tool [30].
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With regard to the benchmark dataset basis, 20-30 users already 
produce stable results. However, general UX expectations change over 
time. So even if the underlying data set is not continuously updated, 
new products can still achieve good scores [3].

In relation to the results of Fig. 9, this leads to a benchmark 
orresponding to Fig. 12. The benchmark can be calculated using the 
UEQ Excel sheet [30].
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Fig. 12. Product benchmark for WhatsApp (N=64) [25], measured with the 
UEQ and evaluated with the Excel tool [30].

Compared to the other products of the benchmark dataset, it is 
clear that the pragmatic factors perform in the categories good or 
excellent, while the hedonic factors can be classified as below average 
and even bad. This may be related to the intended use of the product. 
Even if WhatsApp can be used in a leisure environment, it serves 
the fulfillment of purposes or completing tasks, such as efficient 
communication, so that the focus of the product is on the pragmatic 
properties. For this reason, impact factors (see Section V) should also 
be taken into account when interpreting the benchmark.

2.	UEQ-S Benchmark
As much of the data for the UEQ benchmark comes from practical 

industrial projects, for confidential reasons the factor means rather 
than the raw data were included in the creation of the UEQ benchmark. 
As analyzed by Hinderks et al. [43], it is therefore not possible to 
synthesize a benchmark exclusively for the 8 items of the UEQ-S on the 
basis of the data set. However, as it was shown (see Section III.B) that 
the UEQ values allow a good approximation of the UEQ-S values, the 
question arose as to whether the UEQ-S benchmark can be calculated 
on the basis of the UEQ benchmark. For this purpose, the mean values 
of the factors Efficiency, Perspicuity and Dependability were calculated 
in a study in 2018 to form the pragmatic quality dimension, and the 
mean values of the Stimulation and Novelty factors were calculated for 
the hedonic dimension. The overall value was formed on the basis of all 
UEQ factors, including Attractiveness. The following results were thus 
obtained for the dimensions of the pragmatic and hedonic quality (PQ 
and HQ) of the UEQ-S benchmark:

•	 Excellent: PQ greater than 1.73, HQ greater than 1.55, Overall 
greater than 1.58.

•	 Good: PQ between 1.55 and 1.73, HQ between 1.25 and 1.55, 
Overall between 1.4 and 1.58.

•	 Above Average: PQ between 1.15 and 1.54, HQ between

•	 0.88 and 1.24, Overall between 1.02 and 1.39.

•	 Below Average: PQ between 0.73 and 1.14, HQ between

•	 0.57 and 0.87, Overall between 0.68 and 1.01.

•	 Bad: PQ less than 0.73, HQ less than 0.57, Overall less than 0.68.

The benchmark can be calculated again using the corresponding 
UEQ-S Excel sheet [42]. The results showed that a natural 

transformation of the UEQ to the UEQ-S is possible in this way. 
However, over-interpretation is not advisable, as only the factor means 
were used as a basis for the analyses. More data would be needed to 
gain a deeper understanding of the relationship between full and short 
UEQ version.

3.	UEQ+ Benchmark
Due to the modular structure of the UEQ+, it is difficult and time-

consuming to create a classic benchmark at the level of the individual 
factors, as only some factors are relevant for certain products. It would 
require significantly more products and data than when creating the 
UEQ benchmark. In addition, further UEQ+ factors can be added over 
time, meaning that a UEQ+ benchmark can never assess all factors 
with the same quality.

A study from 2023 by Meiners et al. [44] therefore took a different 
approach and carried out a simple benchmark based on a limited set 
of product evaluations as quick guidance for UX researchers and 
practitioners. This benchmark is based on the UX KPI and therefore 
not on individual factors, but on the overall UX impression of a 
product. These KPIs also vary depending on the selected factors and 
products, but the comparison of several products with the same use 
case is often sufficient in practice to get a first impression of whether 
one’s own product is “good enough” in terms of its UX. Accordingly, 
for the calculation of the UEQ+ benchmark, which is based on the 
UEQ+ KPI, various products were evaluated by over 3,200 participants 
in a total of 26 studies in order to allow an initial understanding of the 
perceived compared to the expected UX quality of products. Further 
information can be found in Meiners et al. [44]. The required KPIs 
can be calculated using the UEQ+ Excel sheet [37]. However, this first 
UEQ+ benchmark should not be overinterpreted, as this would require 
more data.

C.	Key Performance Indicators
To further effectively evaluate the results of an UX questionnaire, 

there is a relevant desire for a meaningful key figure, a so-called key 
performance indicator, as an assessment of the perceived UX of a 
product. A KPI helps in identifiying important areas for improvement, 
and the multidimensional nature of the user experience itself already 
returns multiple scales that provide information about these areas [26]. 
To now further reduce the complexity of multidimensionality, especially 
for decision-makers, a UX KPI for the UEQ Family is introduced. In 
order to enable an assessment of strengths and weaknesses, so-called 
importance ratings were added to the UEQ from 2019 [26], which 
respondents use to assess the relevance of the respective factors and 
associated items for a product. These importance ratings are recorded 
in a range from -3 to 3. Based on these ratings, the relative importance 
of each factor can then be calculated for each participant. In order to 
use a key figure to estimate how strong the correlation is between the 
perceived quality (the value measured with the UEQ factor) and the 
perceived importance for the respondents, a dependency is initially 
assumed. This is understandable, because the more important an item 
is for a user, the more seriously they will answer it in relation to the 
product. This can also be seen in Fig. 13.

The pragmatic factors of the WhatsApp were rated as more 
important than the hedonic factors. The mean values of the pragmatic 
factors were also rated better than those of the hedonic factors. 
In order to obtain a meaningful overall impression of the product 
taking these considerations into account, the relative rating of each 
UEQ factor (measured with the UEQ questions) is multiplied by the 
relative importance of the same factor (measured with the importance 
questions), and the individual results are added up and divided by 
the number of participants. The full explanation can be found in the 
corresponding study [26].
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Fig. 13. Product evaluation for WhatsApp (N=64) with factor means (blue) and 
importance ratings (brown) [25], measured with the UEQ and evaluated with 
the UEQ Excel tool [30].

The result is again a value in the range from -3 to 3. To simplify 
the calculation of the KPI, this calculation was also integrated into the 
Excel tools [30], [37], [42] of the UEQ Family.

However, if we now consider that we want to have a meaningful 
KPI as an evaluation of the overall UX, then a number alone is not 
meaningful enough. For example, how do the KPI values 1.1 and 1.4 
differ? This raises the question of how an interpretation guideline can 
be provided for practitioners and researchers. Calculated on the basis 
of the benchmarks (for futher information see [45]), the KPI value 
range according to Table I can be determined.

TABLE I. KPI Value Range (Scale From -3 to 3)

UEQ Benchmark UEQ KPI
Min Value

UEQ KPI
Max Value

UEQ KPI
Mean Value

Excellent 2.018 2.143 2.080
Good 1.375 1.628 1.502
Above Average 1.038 1.290 1.164
Below Average 0.645 0.891 0.768
Bad -0.286 -0.162 -0.224

It can therefore be summarized that although values from -3 to +3 
can theoretically occur, this will most likely not happen in the practical 
application of the UEQ KPI. The actual range extends from -0.286 to 
+2.080 and is therefore smaller and more positive. On the basis of 
this guide, a first impression of the UX of the product or use case 
under consideration can be gained. However, this key figure should 
also be treated with caution, as there can be major differences in the 
importance and evaluation of the actual factors, the performance 
of the product. For example, a lower rating of the pragmatic factors 
compared to hedonic factors, but with a reversed distribution of 
importance, could also indicate specific weaknesses in the product 
[26], [45]. It is therefore advisable to take a closer look at the results as 
part of further analyses.

D.	Importance-Performance Analysis
The importance-performance analysis (IPA) [46], [47] is a graphical 

representation of the relationship between relevance and actual UX 
assessment of individual factors by participants. The aim of this 
analysis is to identify specific recommendations for action for the 
individual factors. It is assumed that a user is satisfied if the perceived 
importance (brown bar in Fig. 13) has been fulfilled. The fulfillment 
(performance) is expressed by the factor mean value (blue bar in 
Fig. 13). This means that it is not the absolute difference between 
importance and performance which is relevant, but the relative 
difference between them. 

There is no prescribed list of factors for this, which is why this 
analysis can be carried out with all factors of the UEQ family 

questionnaires, provided that the importance ratings of the individual 
factors are also recorded for these factors in the form of a 7-point 
Likert rating.

According to Hinderks et al. [47], the mean values for each factor 
are presented in an IPA plot with a total of four quadrants, with 
each factor being assigned a point. This point is calculated by using 
the performance value (factor mean value of the perceived UX) for 
the x-axis and the importance value (mean value of the importance 
questions) for the y-axis. In this way, the individual quadrants 
represent concrete recommendations for action, which are described 
in Table II.

TABLE II. IPA Quadrants [46]–[48]

IPA quadrant description

Keep Up the 
Good Work

great strengths and potential competitve advantages 
both importance and performance equally highly rated 
no need for action

Possible 
Overkill

factors rated relatively low, importance is below 
performance further development of factors not 
necessary / inefficient

Low Priority low importance and performance, no action required, 
balanced

Concentrate 
Here

most important 
relatively important, while performance below average 
[47] highest potential for improvement

An example implementation of this IPA is shown in Fig. 14. Each 
point in this plot represents a selected factor whose importance and 
performance (factor mean) was measured with the UEQ+. While the 
dashed axes represent the original coordinate origin, the solid axes 
represent the quadrants that are necessary for the IPA interpretation. 
These are formed by the mean value of all the factors shown and 
considered [1], [46], [47].

If the importance is higher than the performance, this factor should 
be improved. In Fig. 14, this applies in particular to the hedonic factor 
Novelty. However, no changes are necessary for the Efficiency and 
Attractiveness factors. Nevertheless, external factors must also be taken 
into account when interpreting the results, as can be seen in Fig. 15.
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Fig. 14. IPA plot for the product WhatsApp and the factors Novelty (NOV), 
Stimulation (STI), Dependability (DEP), Efficiency (EFF), Attractiveness (ATT) 
and Perspicuity (PER), measured with the UEQ+ [1], [46]–[48].



Regular Issue

- 135 -

Fig. 15 compares two IPAs, where variant (a) was created on the 
basis of users who use the fictitious product every day and variant 
(b) on the basis of users who do not use it every day. It is clear that 
the frequency of use can therefore influence the interpretation 
of the statistical analyses, benchmark, KPI and IPA, and thus the 
recommendations for action. For this reason, relevant impact factors 
that are necessary for understanding the UX measurement with the 
UEQ family are presented in the following Section.

V.	 Impact Factors

Over the years, various studies have been carried out on impact 
factors on the perceived user experience. A number of aspects were 
found to have an influence.

A.	User-Related Influences
Starting with the factor gender, it cannot be ruled out that, 

depending on the product type, this may have an influence on the 
perceived user experience measured with the UEQ, even if it can be 
small [49], [50]. These results were also confirmed in comparison with 
other questionnaires. Therefore, if a specific target group is defined 
on the basis of gender, it should be ensured in advance that the 
expectations can be met accordingly.

The situation is similar with external influencing factors such as 
duration of use, frequency of use and knowledge of the product 
[50], [51]. It can be assumed that users who use their product frequently 
typically know it better and adapt their usage behavior accordingly in 
order to avoid typical UX problems with the product. Accordingly, the 
perceived user experience can also change, which could be confirmed 
on the basis of various products. The influences of frequency of use 
and knowledge have been proven, but these also vary depending on 
the specific product. Accordingly, it is also advisable to select the right 
factors for each product or product category in advance in order to 
make the user experience more suitable (see Section V).

The cultural influence should not be ignored either. As various 
studies have shown, there are differences in the perceived UX, which 
can be explained by different cultures. This should be distinguished 
from the perceived importance of UX factors, which were shown in 
these studies to be dependent on the product or product category 

(see Section V), as there were clear similarities between the cultures 
investigated. However, differences in perception within the German vs. 
the Indonesian culture were found, even if they were only minor. The 
greatest differences were found in the perception of hedonic factors 
such as Identity, Novelty and Stimulation. This was demonstrated 
with the help of the proportion of variance, which was proven to 
be generally higher for hedonic than pragmatic UX factors. These 
hedonic factors were rated relatively low by the German participants 
compared to the pragmatic factors. Nevertheless, also the extent of 
the influence of culture compared to other interindividual differences 
between persons was examined here. It was found that the influence 
of culture is relatively low compared to the impact of differences on 
an individual level. On the one hand, this means that culture is an 
impact factor that should not be ignored when measuring UX. On 
the other hand, however, it should not be overestimated, as personal 
preferences predominate. Studies on the influence of other cultures 
should therefore be carried out before further conclusions are drawn 
here [52]–[54].

Finally, there are influences that relate to the structure of the 
questionnaires depending on the person who is filling it out. The 
circumstances are different in contrast to the personal influences, for 
example with regard to the item polarity of semantic differentials. 
While the UEQ has a mixed item polarity, in which half of the positive 
items (e.g. entertaining, easy to use) are randomized to the right and 
the other half to the left, the UEQ-S and UEQ+ have a one-sided (right-
sided) item polarity. The basic idea of the study by Schrepp et al. in 
2023 [25] was to simplify the processing of the UEQ for the participants 
by using a one-sided variant. However, studies have shown, also in 
comparison with other questionnaires, that a change in polarity of the 
UEQ to a one-sided variant has more disadvantages than advantages. 
Even if the number of inconsistencies, clicks and the processing time 
is slightly lower with a one-sided variant, these effects were proven 
to be very small practically irrelevant [25]. Furthermore, a response 
tendency is introduced in which participants tend to place items on 
the same side if they are uncertain about individual items (e.g., on the 
right if they have a positive perception of the product). Due to this 
conditional influence of item polarity, a change in the UEQ should 
therefore be avoided [25].
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Fig. 15. IPA plot for the product Facebook and the factors Novelty (NOV), Stimulation (STI), Dependability (DEP), Efficiency (EFF), Attractiveness (ATT) and 
Perspicuity (PER), measured with the UEQ+ [1], [46]–[48].
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B.	Product-Related Influences
In addition to the influencing factors that relate to the users and 

their environment, influencing factors that relate to the products 
under consideration are also clearly present. It has been proven 
that the user experience is evaluated differently depending on the 
product or product category. UX is generally difficult to measure 
not only because different users subjectively evaluate the same 
product differently, but also because the same user evaluates different 
products differently. This is due to the association of products with 
certain characteristics. For example, while the Quality of Content is 
not applicable for word processing tools, it is most relevant for news 
portals. The factor of Stimulation is also rated as less relevant for 
online banking platforms, in contrast to social networks (see Fig. 16). 
This must be taken into account both when measuring and evaluating 
the perceived UX using the UEQ Family.
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Fig. 16. Means of the importance ratings for the UX quality aspects per product 
category [32]. Scale ranges from -3 to +3.

These importance ratings can also be transferred to specific 
products. Studies have shown high to almost perfect correlations 
between the importance ratings of specific products and their 
associated product categories. These include, for example, Microsoft 
Word in the Text Processing category (see Fig. 17), WhatsApp in the 
Messengers category, or YouTube and Netflix in the Video Portals 
category [55].
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Fig. 17. Importance ratings for the product WhatsApp and the product type 
Word Messengers. Scale ranges from -3 to +3.

A similar analysis was carried out for the product category of 
collaboration tools. Here, for example, the UX factors Trust, Perspicuity 
and Efficiency were rated as the most important overall. The individual 
differentiations of the products themselves, e.g., Microsoft Teams or 
Discord, did not impact the rating of the UX aspects as much [56].

The question that now arises is how these impact factors and 
interpretation notes can be taken into account in practice.

VI.	Conclusion and Future Work

Measuring user experience is useful in order to record ongoing 
improvements to products, services and systems that may result from 
continuous bug fixes or new releases. Furthermore, it is essential for 
the product success to determine whether the UX is sufficient, where 
there are areas for improvement and also whether the investments 
in the UX are worthwhile in terms of return on investment [57]. UX 
heuristics already form a suitable basis and guideline for this [18].

Nevertheless, it can be difficult to decide what exactly should 
be measured. On the one hand, users have different subjective and 
product-dependent opinions. On the other hand, it is necessary 
to determine what exactly is meant by UX and to select the 
appropriate factors for the use case and the research questions from 
a large number of possible factors. For this reason, standardized 
questionnaires such as the UEQ, UEQ-S and UEQ+ help to determine 
what exactly a user thinks about a product and how the generally 
perceived UX can be assessed.

With the help of semantic differentials, the UEQ forms a good 
basis for a broad range of use cases and at the same time provides 
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meaningful possibilities for interpretation. The UEQ is currently 
available in more than 30 languages [33] and also in a simplified 
language form, e.g., for children [28].

However, it is still possible that the UEQ takes up too much time 
for the specific target group. In this case, the UEQ-S can save time, 
but provides a less detailed picture. In cases where a comprehensive 
impression for a more specific research question is needed, the usage 
of the UEQ+ is recommended. Modular questionnaires like the UEQ+ 
are suitable if either a complete picture of a product needs to be 
formed, or also only specific UX factors need to be considered. With 
the help of the UEQ+, it is possible to avoid using other questionnaires 
in addition to the UEQ in order to capture more than the predefined 
factors. It also makes it possible to select specific factors depending 
on the product. Also the UEQ+ is currently available in more than 20 
languages, so that it offers potential for versatile use.

However, both when using modular and holistic questionnaires from 
the UEQ Family, is recommended to consider in advance which product 
or product category is to be evaluated or given priority. Existing studies 
provide indications of the importance of certain UX factors for specific 
products and categories. These are advisable to be used when selecting 
the appropriate factors. Even if individual products have possibly not 
yet been considered in explicit studies, it has been confirmed that 
the UX factors relevant to certain product categories can be used to 
draw conclusions about individual products [32], [55] and are among 
the good practices of creating a common UX vision and shared 
understanding [58]. These findings can also be integrated into internal 
company processes. For example, the selection of suitable UX factors 
for each product can be integrated into agile methods such as UX Poker 
[59]. This method takes place early on in the process and facilitates a 
shared understanding of UX within the team by assessing the influence 
of user stories based on selected UX factors. The results of the UX 
evaluation can thus contribute directly to fulfilling the requirements of 
UX management to create a positive UX [60].

Once the appropriate factors have been selected and the user data 
collected, it is necessary to statistically analyze the results. Section IV 
and the Excel tools provided by the UEQ family [30], [37], [42] offer 
guidance on how to interpret the results appropriately. This means that 
no previous experience with questionnaires is necessary to facilitate 
the use and implementation of the UEQ Family. In addition, however, 
this article presents common interpretation methods (e.g. KPI and IPA) 
as well as concrete interpretation aids (e.g. benchmark) for the results.

In addition, the UEQ family can both supplement questionnaires 
already in use (e.g. on usability aspects or KPIs) and replace them (e.g. 
by providing a more holistic picture through the addition of a hedonic 
perspective). Existing results often do not have to be discarded, but can 
be derived using the UEQ (e.g. SUS or UMUX-LITE, see Section III.D). 
The UEQ family can therefore be used in a variety of ways depending 
on the research question and company context.
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Abstract

Students’ motivation is one of the factors that directly affect academic performance. In recent years, 
teachers are looking for ways to motivate students during their training period. For example, making use of 
slides, videos, films, comics or games to increase students' motivation to improve their learning experience. 
Some research works have revealed that multiplayer games which include cooperation and competition, 
among other factors, are an extraordinary tool for enhancing students’ motivation. Current alternatives 
make it very complex for teachers to create multiplayer games for their students. The definition of the 
game requires many configurations and even technical knowledge. This research proposes a new platform 
that allows teachers to create multiplayer video games in a simple and fast way, improving the game 
creation process over current alternatives. The resulting games are also designed for to improve the student 
experience, and make it fun. These games do not only include trivia questions, but also use functional 
mechanisms from video games. The design of the generated games allows students to master the games in 
a short period of time during their classes. 
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I.	 Introduction

FROM an early age, we use games as a tool to teach and train 
students in different areas. Traditionally, as children grow up and 

were trained in more complex areas, these types of games decreased 
and were replaced by other teaching methods. In recent years the 
advancement of these technologies has boosted the increased use of 
games applied to training in different forms such as simulators, video 
games or other types of training environments [1]. In the educational 
field, games can be used to provide greater immersion in the subject 
matter being learned to [2], increase motivation [3], [1] improve 
satisfaction [4], increase entertainment, creativity or autonomy [5]. In 
some cases, even commercial videogames have been used in teaching 
[6].  We can establish different classifications of the games applied 
in education. On the one hand, there are video games created to deal 
with specific content. On the other hand, quiz-type video games 
provide teachers with a greater possibility to customize or configure 
the content.

There are other types of video games that are purely educational, 
since they have been created with the purpose of making players 
learn. We can consider these types of applications to be video games 
if they include the characteristics of video games. Depending on the 
researcher, there may be a fine difference between a video game and 
an application that applies gamification. The difference between 

an application and a videogame is that the video game places the 
player in a virtual environment using 2D or 3D graphic resources. By 
gamification, we mean the inclusion of typical elements of a game to 
something that is not a videogame to motivate the people involved 
in the activity [7]. In practice, there can be a big difference between 
using gamification in the classroom and using a videogame as part of 
the educational process.

The effect of the increase in student motivation derived from the 
use of quiz game creation platforms is proven in the studies analyzed 
in the related work. The quiz platforms are increasingly used by 
teachers, due to several factors:

•	 They can be applied to almost any subject or content.

•	 The preparation time for the content is reasonable.

•	 The level of knowledge required by the teacher to configure the 
games is low.

In contrast, we believe that the level of motivation enhancement in 
a pure quiz game will not always be as high as in a more “traditional” 
video game, partly because quiz games are so simple that they do 
not include many of the features that positively impact students’ 
motivation [8].

Video games used in education can include several factors that 
positively impact motivation [8]. Some of these features have been 
pointed out in several research works. 
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•	 Internal interaction among players, so that teams can be 
established or they can encourage cooperation [9], [10] ,[11].

•	 Synchronization between players so that they perform 
synchronous or asynchronous actions in the same scenario.

•	 Roles created to facilitate iteration and dependencies between 
players, e.g. a doctor, a builder, etc. [12]

•	 Resources (collectible objects in the game) can be finite or non-
finite, consumable or non-consumable. These objects should be 
related to the educational context of the game [13].

•	 Scores, including a quantitative scoring system that motivate and 
stimulate competition [14].

•	 Challenges, there must be clear objectives that players have 
to meet and challenges that get progressively difficult or little 
repetitive, so that the results cannot be predicted [15], [16].

•	 Rewards (a way to stimulate players). Rewards normally make 
you earn points in a ranking or receive some distinction, objects 
or badges that provide satisfaction to students.

•	 Artificial intelligence, contributes positively to the immersion 
in the game.

•	 Interoperability (consideration of hardware requirements), 
so that the game can be used in an agile way in an educational 
environment.

Some researchers highlight several important factors to increase 
students’ motivation. One of the factors is the possibility of establishing 
collaboration and competition among students [8], [11].

One of the challenges in using real video games in education is the 
complexity involved in defining their functionality, such as internal 
interaction, roles, scores, challenges, and rewards. This can make it 
difficult for teachers to configure video games for classroom use. 

This research aims to address this challenge by creating a solution 
that allows teachers to quickly and easily define a video game with 
the key elements that have a positive impact on student motivation, 
as identified in previous research works. The focus is on improving 
the user experience for teachers in the steps of video game creation 
process. Additionally, the research seeks to enhance the experience of 
students when playing video games, ensuring that they can quickly 
master it within the limited time available in the classroom. After all, 
a game that is too complex for students to handle is of no use in an 
educational setting. 

II.	 Related Work

Since technologies are more present and more accessible among the 
population, the use of these in different fields has been investigated. 
One of the benefits of this technological development has been in the 
field of education, which has been used in combination with other 
educational resources. 

Studies have been conducted using video games, analyzing how they 
can affect the learning process and student motivation. Some of these 
research works analyze how users are affected by the way objectives 
are set in the game. Some objectives are set to focus on learning, 
whereas others focus more on the completion of a specific task [17]. 

There are research works which analyze how group sizes affect 
students when they are using competitive multiplayer video games as 
a means of learning. It also analyzes how learners’ cognitive load may 
increase as the group size increases[10]. 

Both studies mentioned above have used Minecraft’s video game to 
conduct  their analyses. The students’ objective was to learn the basics 
of logic and programming. Evaluations were aimed at acquiring this 
type of knowledge and focused mainly on studying specific aspects 

of learning. This game has a version called “Minecraft Edu” aimed at 
educational organizations so that teachers can develop their own work 
environments where they can teach subjects such as computer science, 
project management and environmental sustainability, among others.

Some studies show how gamification strategies in games affect 
the teaching of specific concepts [18]. This research exposes how 
certain elements within the games can positively affect the motivation 
and the perception of the activity by the students. They also expose 
the difficulty or lack of frameworks which allow teachers to design 
activities contained in games.

Many video games have been designed to cover very specific 
knowledge, competencies or objectives. For example, we can find 
video games for muscle rehabilitation [19] to simulate scientific 
applications [2] or to learn specific skills such as how to fly airplanes 
through simulation video games [20]. Thanks to features such as 3D 
graphics, music, animations and iteration capacity, video games can 
achieve a higher immersion than other more classical methods.

There are some educational video games that have editors and 
tools for teachers to configure and edit the content. One of the most 
famous video games in this category is Minecraft Education [21], 
where teachers can create maps, mechanics, objects, puzzles and 
questions, among other things. This version of Minecraft has been 
used successfully in numerous cases. For example, this was used by 
more than 100 students in a university environment, to reinforce 
programming and logic knowledge. A positive aspect of Minecraft 
Education is that it can be multiplayer and allow competition among 
students [10].

There are platforms such as Scratch and Roblox, which can be used 
for developing video games.  These do not require in-depth knowledge 
of programming, 3D modelling or videogame design. An example 
of Scratch used in the educational field is shown in a study on the 
subject of English with students with Attention Deficit Hyperactivity 
Disorder (ADHD) [22]. In this case, Scratch was used to create several 
mini games which introduced concepts of different topics applied to 
learning English [23].

Multiple platforms allow teachers to create quiz games. These 
games include various gamification elements, but they may not be 
considered real video games and the level of motivation enhancement 
may be lower compared to other video games.  Kahoot is one of the 
most popular quiz game creation platforms [24]. This tool consists 
of exposing questions previously configured by the teacher to the 
students. In each question, several possible answers are exposed, and 
students individually must select the answer they consider correct. In 
the case of selecting the correct answer, the game assigns you a series 
of points depending on the speed with which you have answered the 
question. Between each question, a ranking is shown to the students 
which generates a multiplayer and competitive environment. There are 
many other relatively similar platforms such as Quizizz [25]. Several 
pieces of research prove that the use of this type of game has had very 
positive effects on the motivation of students. 90% of students who 
use it occasionally or frequently reported that they had fun using the 
system and more than 80% would like to use it in other subjects [26]. 
Other studies indicate that the use of these tools increased the interest 
of students by more than 60% [27].

Only a few tools or proposals that enable the creation of video 
games or educational video games include features that can enhance 
student motivation. Many so-called educational games are simply 
quiz applications with some gamification aspects, lacking actual 
game features or the elements that have been identified in numerous 
research studies as being able to enhance student motivation. While it 
is relatively easy for teachers to create questions using such platforms, 
the resulting products are not genuine video games.
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The limited alternatives that allow for the creation of actual video 
games, such as Minecraft EDU, can be challenging for teachers as 
they require technical expertise and can make the process of creating 
a video game complex and time-consuming. Therefore, there is a 
significant need to create new solutions that can enable teachers to 
create engaging video games that incorporate the key elements of 
motivation identified in research studies, but without the technical 
challenges associated with existing tools. This would enable teachers 
to create high-quality educational video games that promote student 
engagement and learning in a fun and interactive way, without 
requiring significant technical knowledge. No platform or proposal 
has been found that focuses on improving the experience of creating 
multiplayer educational games.

III.	Proposed Platform

We propose a platform focused on improving the user experience 
of teachers in creating competitive multiplayer videogames. With this 
platform, teachers can configure the game and integrate the questions 
related to the current session in an agile way. Each game session is 
configured with a group of questions about a subject. These questions 
have a similar structure to the questions which are used in applications 
such as Kahoot, but in this case, they will be integrated within a real 
video game with game mechanics and rules (Fig. 1).

Students group Platform

Professor

Management

Videogame

Educational
Content

Fig. 1.  Proposal conceptual scheme.

Another point of interest is the output game created by teachers. 
The research sets several points to consider in output game design, 
thinking about increasing the motivation of the students. It has 
been decided to base the initial idea on the popular game BedWars, 
a conventional Minecraft mini game in which players must destroy 
their rivals’ beds. The original concept and rules of the game have 
been combined and adapted to fill the research goals.

It is primarily a real-time multiplayer game. At the beginning of the 
game, each student starts on his own island. On each island, there is a 
“block generator” and a “flag.” Initially, the islands are separated by a 
sea. The goal of each student is to move to other islands to capture their 
rivals’ flags and then take the flags to their own islands. The player 
who captures as many flags as he has set on the game configuration 
will win the game. To move between the different islands, players 
must build bridges using blocks. The blocks are collected in the block 
generators.

The output game has been designed to prioritize the students’ 
user experience. In many instances, students may only have a limited 
amount of time to play, such as a single class period. Consequently, the 
game’s controls and mechanics must be intuitive, enabling students 
to quickly become proficient without spending excessive time 
familiarizing themselves with the gameplay. The design of the gaming 
experience aims to facilitate the mastery of the videogame, even for 
those without prior experience.

In addition to the students’ user experience, the game must 
continue to maintain features identified as beneficial for improving 
user motivation.

Internal interaction among players. The game is designed to 
keep all players visible on the same map. The game mechanics will 
also offer the chance to collaborate and compete with other players. 
The players may also use elements created by other players (bridges).

Roles. The proposed design does not fully include this feature, i.e. 
there are no players with their own skills which cannot be obtained 
by another player. The use of roles has as its main objective that 
students may need the skills of others. In this game, all players have 
the same skills, and can build bridges if they have enough blocks. In 
some instances, there could be some players who cannot build bridges, 
which will help encourage collaboration.

Resources This guideline recommends the use of finite or non-
finite resources, consumable or non-consumable and related to the 
educational context of the game. In this case, the main resource are 
the building blocks. Blocks are a finite resource that is created by the 
generators progressively with several new blocks created with each 
turn. The blocks are a resource, as they can be used to create bridges, 
which is an essential element of the game. Without bridges, it is not 
possible to move to other islands. The resources are directly related to 
the educational context since a question is sent to the student when 
they request the blocks of a generator. If answered correctly, the 
student will get some extra blocks.

The design includes a quantitative scoring system, with the 
objective to stimulate competition among the students. At any time 
during the game, it is possible to see the number of points that each 
participant has. In this case, the points are the number of flags that 
have been captured on other islands and then brought back to the 
player’s island.

The proposed challenges are clear objectives, which the players 
must fulfill at each moment. In an optimal scenario, these challenges 
should be non-repetitive and increase their level of complexity. The 
main challenge is clearly identified - to advance towards a rival flag 
in order to capture it. This challenge involves carrying out a series of 
tasks, such as obtaining the building blocks and creating the bridge 
to reach the other player’s island. The fewer flags that are available, 
the more complex it will be to obtain them, since there are a greater 
number of players who will go for them. In general, multiplayer games 
prevent challenges from being presented in a very repetitive way as 
there are several people involved. Another secondary challenge that 
the player could face in the game is to “defend” his own flag. Through 
A game feature that has been included that allows the player to 
challenge other players to a question, which can be used to prevent 
them from attacking the player’s flag.

The rewards are encouragements that allow players to gain 
ranking points or recognition. The proposal includes two types of 
rewards (1) the reward for saving a flag that consists in getting a point 
for the ranking (2) the reward for answering questions that results in 
getting extra building blocks.

The current design does not include Artificial Intelligence, but 
research shows that its use can contribute positively to the immersion 
in the game. In this case, the proposed design is imminently multiplayer, 
so it is not so critical that non-controllable elements (NPCs) managed 
by artificial intelligences appear.

Interoperability, the platform has been designed on web 
technologies, so the hardware requirements are extremely light. The 
game only requires a web browser for its operation avoiding having 
to install a program and its subsequent updates and even opening 
the possibility for students to play on their own devices such as cell 
phones or tablets.

The output game is played in turns of limited time. In these turns, 
the player has the possibility to move a maximum distance and 
perform an action. There are different actions, and it is in these actions 
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that the questions are introduced (Fig. 2). The more questions that are 
answered correctly, the more competitive advantage the student will 
have during the game. The main actions are:

•	 Move: Each player can move 8 cells each turn. The floor of the 
map is divided into cells, and they can only move through cells 
containing land or bridges.

•	 Collect blocks: If the player moves next to a “block generator” he will 
be asked a question. He can get more blocks if he answers correctly.

•	 Building bridges using blocks: This feature is necessary to move 
from one island to another. The blocks placed disappear after a 
number of turns, with the aim of encouraging the obtaining of 
blocks and therefore answering questions on the subject.

•	 Capture and deposit the flags: By moving the player to the same 
square as the rival flag, a player is able to capture it. From that 
moment, the player owns the flag and must deposit it on his own 
island. Once it is deposited, they will get a point.

•	 Challenge another player: When two players are close to each 
other, either of them can initiate a challenge. Challenges send the 
same question to both players. In the event that either player does 
not answer correctly, they will be penalized by losing half of their 
blocks and being transported to their island.

•	 Collaborate with another player: When two students are close 
to each other, either of them can initiate a collaboration. In this 
case, the two players team up to answer a question together and 
cooperate. If one of the players answers the question correctly, 
both players will receive an extra number of blocks. In case they 
answer incorrectly, both would be penalized.

Constructions
Bridges

Blocks
(Resources)

Blocks
Generators Movement

Competitions Collaborations

Players
Interaction

Flags
(Points)

Players

Educational
Content

Fig. 2.  Gameplay design of the game and tree of actions. 

The responsibility for configuring and managing the game rests 
with the teacher, who must customize various aspects of the game to 
align with their teaching goals. To simplify the configuration process, 
our solution includes default parameters, which can be easily adjusted 
to meet the specific needs of the classroom. Additionally, the teacher 
can integrate their own questions into the game by specifying the 
statement and answer choices (true or false). These customizable 
features enable the teacher to tailor the game to their subject matter 
and classroom objective. It is possible to set a statement, a question and 
one or more correct answers. The system can be configured to force 
the student to write a text answer in a free field or to choose between 
different predefined options where only one is correct. In addition, 
the teacher must also enter the incorrect alternatives. The teacher has 
the possibility to set up several sessions with different questions and 
invite different students to each of them.

The platform consists of 3 subsystems. 

•	 Administration subsystem. Where the teachers can create their 
games, modify the parameters of the default configuration, and 
add questions to the content. It is also the system in charge of 
organizing the students in different game sessions. The interfaces 
and parameters of this module have been studied in detail so that 

teachers have the best possible user experience and are able to 
generate a game quickly and without errors during the process. 
The subsystem has been developed using the VueJs Framework 
and Firebase tools.

•	 Game Client subsystem. This consists of the video game 
prototype that has been designed. With a very simple graphic 
design of 2.5 dimensions, it is very light and interoperable in order 
to be used on low-powered computers and thus be available to the 
maximum number of students. This has been developed mainly in 
JavaScript to be used in a browser.

•	 Server client subsystem. This is in charge of synchronizing the 
video game between all the players and the platform data. In this 
way, the questions that have been configured during the game are 
included in the game. For this module, we have used technologies 
such as NodeJs on the server side, and WebSockets as a means to 
establish communication with the clients of the videogame. 

IV.	Use Case

This use case provides a comprehensive example of how the 
platform can be used. To begin, the teacher accesses the platform via 
the web and defines the parameters of the game they wish to create. 
They can then enter the players and modify default game settings as 
desired. Once this has been completed, the teacher includes questions 
(Fig. 3) questions can be included in the editor or imported into 
different formats. The teacher invites players to join the game, and 
configures the minimum number of students required for the game 
to start. By following these steps, the teacher can seamlessly and 
efficiently create an engaging and interactive learning experience for 
their students.

Fig. 3.  Configuration view.

Each student will join the platform. They can select a session on the 
main page. At the start of the game, each player is transported to his 
own island and must wait his turn. Each island has a flag in the middle 
and a block generator. The turn information can be found at the top 
left of the screen, and in it shows the number of flags and the building 
blocks available for the player. In the player’s turn he can move using 
the mouse, with the movement being limited to a maximum number 
of cells. 

When the player moves to a cell adjacent to a block generator, he 
can retrieve the blocks stored in the generator. The generators create 
blocks at every turn. The collection of blocks is one of the actions that 
has associated questions. When collecting the blocks a dialogue box 
will appear for the player to answer the question (Fig. 4). If the answer 
is correct, the player will receive twice as many blocks.
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Players have to move to other islands, so initially they must collect 
blocks to build bridges to the other islands. The objective of moving to 
another island is to capture the rival flag. The construction of bridges 
is done in the same way as the movements, but instead of by land it is 
done by sea. When moving the mouse, the blocks will be discounted, 
and when clicking the mouse, the bridge will be built (Fig. 5). The 
bridges can be used by all players, not only by the one who built them. 
These bridges have a finite duration and begin a process of destruction 
once built as they disappear after 5 turns.

Fig. 5.  Player building a bridge.

 Once a player gets an opponent’s flag, he will carry it over (Fig. 6). 
At that point, he must carry the flag to his own island to get a point. 
Once the player delivers the rival flag to his island, the flag reappears 
in its original place, opening the possibility for it to be captured again 
by another player. The ranking indicates the number of flags retrieved 
by each player. The teacher can set a number of flags to obtain or 
simply let the students play for a period of time and see how many 
they get.

Fig. 6. Player getting an enemy flag.

V.	 Evaluation

In order to validate the research goals, a three-phase evaluation 
process was carried out:

1.	 Evaluate the game creation process. Analyzing how long it takes 
to create a collaborative multiplayer game with the proposal and 
comparing it with current alternatives.

2.	 Evaluate the students’ gaming interaction, focusing on new 
students who have never seen the game before to learn the 
mechanics quickly. On the test of the proposal carried out in the 
classroom, game logs have been obtained and the evolution in the 
number of actions performed by the students has been compared. 

3.	 Impact on motivation. To evaluate the use of the output game and 
its impact on motivation, first, a comparison was made of the 
characteristics that potentially allow an increase in motivation, 
and the proposal was compared with the most popular alternative 
currently available. Secondly, the game was used in a real 
classroom and a survey was conducted asking students.

A.	Game Creation Process
The incorporation of this type of video games in the classroom 

requires prior knowledge and effort on the part of the teacher. 
Therefore, in this evaluation we will try to estimate the amount of 
effort required by the teacher to prepare an activity with each of the 
alternatives. We set the objective of creating and sharing a simple 
multiplayer game which include a question and four options, which 
offers feedback to the student who answers the question. 

In order to measure the complexity of creating this game, two 
evaluations were carried out - a first evaluation to measure the user’s 
keyboard and mouse activity with the mousetron tool, and a second 
measurement based on the KLM-GOMS technique [28] to estimate 
the amount of time it takes an average user to interact to complete 
a specific task. All games have been created by an expert user who 
knew how to operate the tools. As no confusion or learning is being 
taken into account, this would be a near optimal iteration. This type of 
evaluation abstracts the human factor since the teacher’s background 
can be very different.

The results show (Table I) how our proposal has a similar complexity 
to other alternatives just based in questions, and which are not real 
games. It is much simpler with respect to more complex platforms 
such as Minecraft or Roblox, which require 7.29 and 11.31 times the 
time needed in our prototype.

The evaluation based on the KLM-goms technique monitored 
five variables. The number of times a keyboard key was pressed 
(K). The number of times it was necessary to point to an object (P). 
The number of mouse clicks (B). The number of transitions made 
between the mouse and the keyboard (H). The number of times the 
user interface displayed an element on the screen that required extra 
mental preparation (M). The in-game action needed (G). Assigning 
each action a time in seconds of 0.20 (K), 1.10 (P), 0.10 (B), 0.40 (H), 
1.20 (M) and 8.5 (G) respectively [28].

The times obtained with KML-Goms (Table II) show that Kahoot, 
Quizlet, Arcade Game Generator and our proposal are the most agile 
platforms, with times of around 25 seconds, Kahoot being the fastest 
with 20,8. Minecraft Edu obtained a time of 578 seconds, 154,2 seconds 
for Scratch and 805,8 seconds for Roblox. This points how the most 
flexible platforms when it comes to creating customized experiences 
also require a greater amount of work on the part of the user. The 
times measured with the KLM-goms procedure, are the times that 
the user interacts only with the user interface, while the Mousetron 
measures the total time of the task. That means that KLM-goms skip 
the loading times of each platform. 

B.	 Students’ Gaming Interaction
In order to determine the degree to which the game is easy to 

learn, the actions performed by the students in the test scenario have 
been recorded. The following graph (Fig. 7) shows the evolution of a 

Fig. 4.  Player answering educational question.
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13-players game and the number of actions the students performed in 
each minute. The starting point was a game designed with questions 
about operating systems. The students played the game. As the game 
has a maximum game size of 12 players, they were randomly divided 
into 2, playing exactly the same game. The actions recorded do not 
include the movements.

The test performed had turns of 20 seconds, this time being extended 
when a student receives a question. In each turn, the students perform 
a movement and an action. When they finish the action, the turn 
ends. If no action is performed, the turn ends automatically after 20 
seconds. The graph shows how, as the session progresses, the number 
of actions per second increases. It reaches up to 19 actions per minute. 
In the 22-minute period that the game lasted, an evolution in the speed 
of the game can be observed.

At the beginning of the test, values are below 5 actions. Turns were 
running out for some players. This is due to the fact that it was the 
first time that the students used the game, and they did not know the 
controls and mechanics of the game well, despite having been briefly 
explained at the beginning of the test. When the number of actions per 
minute exceeds 6, it means that all 6 players have been able to perform 
their action in one minute, which means that each player takes about 
10 seconds, half the preset time in one turn. When the number of 
actions exceeded 12 the number of actions was quite fast indicating 
that they already had a very high level of understanding of the game.
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Fig. 7. Actions from students per minute.

C.	Impact on Motivation
To evaluate the use of the output game and its impact on 

motivation, first, a comparison was made of the characteristics 

that potentially allow an increase in motivation, and the 
proposal was compared with the most popular alternative 
currently available. At the designing of the game a series of 
characteristics were identified that were estimated to positively 
influence game motivation. We point out that the mere fact of including 
these features does not mean that the level of motivation is necessarily 
higher. We analyzed which of these features could be fulfilled by the 
proposal and other alternatives. Fig. 8 shows the results.

Generated game complies with 6 of the 8 characteristics evaluated. 
It needs an internet connection and a web browser. One of the most 
popular solutions, Kahoot, complies with only 3 features. Minecraft 
EDU and Roblox, could meet all the features depending on the 
implementation of the game by the teacher. It should be noted that 
both options require the installation of a client application. Popular 
platforms such as Scratch can be used to create video games in 
educational environments, but these video games cannot have 
synchronization between players as they are mainly designed for a 
single player. On the other hand, we find platforms such as Arcade 
Game that could only meet two of the evaluated characteristics.

The seven tools analyzed could be used to create game dynamics 
with subject content. The degree of customization that can be achieved 
with each tool varies, although greater customization requires a 
deeper knowledge of the platform or knowledge of programming 
concepts. Our proposal and tools such as Kahoot, Quizlet or Arcade 
Game generator offer very limited actions. Teachers must configure 
some values and introduce the subject information. On the other hand, 
Minecraft, Roblox and Scratch are game creation platforms that have 
different modalities and even make use of development tools, which 
require a higher level of knowledge.

Secondly, the game was used in a real classroom and a survey 
was conducted asking students. The solution was evaluated in a 
class with 13 students from a vocational training center, taking the 
subject of operating systems. Of which 77% were men, and 23% were 
women. 85% percent of the students acknowledged playing video 
games on a regular basis.

Eighty-six questions were prepared with four possible answers. 
Each question had only one correct option.  These questions have 
two types of design, a first design where a statement is exposed, in 
which a word is missing, and students must complete the sentence, 
and another type where a question is directly posed and the correct 
answer must be chosen.

TABLE I. Mousetron Metrics

Time (s) Mouse movement  Key strokes Mouse left button Mouse right button Double click Wheel
Proposal Game  86 190.5 118 21 0 0 0

Kahoot 89 358.14 63 19 0 1 10
Quizlet 76 388.62 75 15 1 0 33

Arcade Game Generator 72 198.25 79 13 0 0 0
Minecraft EDU 627 1780.54 384 130 53 11 128

Scratch 235 2034.54 105 116 3 22 182
Roblox 973 16312.51 642 498 41 16 441

TABLE II. KLM-GOmS Metrics

k p b h m g Total (s)
Proposal 27 7 5 3 9 0 25,6
Kahoot 26 4 4 3 8 0 20,8
Quizlet 27 6 4 3 8 0 23,2

Arcade Game Generator 32 6 5 4 9 0 25.9
Minecraft EDU 29 11 14 7 17 63 578

Scratch 52 17 20 11 21 11 154,2
Roblox 82 43 32 18 36 81 805,8
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They are used to using Kahoot in their classes and they know how it 
works. They have also recently used Kahoot in a class. This is relevant 
because we are going to ask them in the survey if they would like to 
use the proposal or Kahoot more. Kahoot works like a trivia game 
where a question is presented to all students at the same time and they 
have a time limit to answer. If students answer the question correctly, 
they will get points. The faster they answer the question correctly, the 
more points the students get. After each question, they are shown a 
ranking of the students’ scores.

The proposed solution was used during a class session. Initially, 
the basic functioning of the game was explained to the students for 10 
minutes. The students were divided into two groups of 7 and 6 students. 
Each of the groups played in one server. We use this because there is a 
limit of 12 players per map, and both groups played exactly the same 
game. They played a total of two games for a total of 25 minutes.

Once the game session was over, a survey was carried out with 
a series of questions to analyze the impression they had had during 
the session. 

•	 Q1 Do you think that thanks to the game, your level of motivation 
has been higher than other classes?
Students could choose between the options “much lower, lower, 
higher, much higher”. In this case, 46.2% of the students answered 
that the experience with respect to other classes had been “Much 
higher, “ 46.2% answered “Higher” and only 7.7% “much lower”.

46,2%

46,2%

7,7% Much higher

Higher

Much lower

Fig. 8. Responses percentage.

On the other hand, we compared the experience using Kahoot, 
with our proposal that integrates questions within a competitive video 
game. For this purpose, the following question was posed:

•	 Q2 What type of game do you prefer?
A.	“A game of only questions based on classroom content (Kahoot 

type).”

B.	 A multiplayer video game in which answering questions can 
provide some competitive advantage in the game (video game 
used in the session)

On this question, 92.3% of the students chose the second option. 
This showed that their experience had been more positive.

We were also interested to know if the students preferred to do 
these types of review activities together with their classmates 
creating a dynamic of competition, or if they preferred to do a 
similar activity individually. In order to know their opinion, we 
asked them the following question.

•	 Q3 To what degree do you consider that doing these types of review 
exercises together with your peers is more satisfying than doing them 
individually?
They could answer by choosing from a range of 1 to 5, with 1 being 
“Less satisfactory” and 5 being “More satisfactory”. The average 
obtained in the students’ answers was 4.46 with a deviation of 0.78.

In order to find out to what degree they had found the experience 
positive and believe that it would be useful to transfer these types of 
activities to other subjects, they were asked:

•	 Q4 Would you recommend using this game to other teachers?
They were able to choose on a scale of 1 to 5 both included. The 
lowest score means that they would not recommend it and a 5 
means that they would. The responses obtained an average of 4.46 
and a standard deviation of 0.88.

Finally, they were also given the opportunity to make some 
comments about their experience with the game. And how they think 
it affected their motivation or how useful they think it can be in their 
learning process. Some comments highlight the usefulness of the 
application to set concepts or memorize concepts that they needed for 
the subject. They also pointed out how positive it had been for them to 
carry out this type of activity after several hours of class.

VI.	Conclusions and Future Work

In this research work, we focused on providing an innovative solution 
that enhances the user experience of teachers when creating multiplayer 
educational games. We observed that most common educational games, 
like Kahoot, lack real game mechanics and mainly consist of questions 
with some gamification features. On the other hand, real multiplayer 
games, such as Minecraft EDU, require a significant amount of work 
from teachers to define and configure the game’s parameters.

Our proposal allows teachers to create multiplayer cooperative 
video games with real video game features without the need for 
extensive configuration. Based on our evaluation, teachers can easily 
configure their game and teaching content. In comparison to other 
tools such as Kahoot or Quizlet, our proposal’s complexity is similar, 
with a minimal difference of only 3 seconds in time required for usage. 
Furthermore, our proposal significantly outperforms other alternatives 
such as Minecraft EDU or Roblox, which require up to 700% more time 
for configuration.

The games generated through our proposals feature user-friendly 
video game mechanics that are easy for students to understand and 
control. To evaluate this objective, we measured the number of actions 
performed by students who tested the game. Results showed that 
within approximately 14 minutes, students were able to play the video 
game smoothly at an expert player’s level.

Additionally, we assessed student motivation compared to the 
reference Gamification tool Kahoot by distributing questionnaires to 
the students participating in the test. The response to the proposed 
solution was overwhelmingly positive, with 92.3% of students preferring 
it over tools based on questions, such as Kahoot. Furthermore, 46.2% 
of students reported in the survey that thanks to the game, the level of 
motivation was much higher than in other classes. 

Students were highly satisfied with the opportunity to work 
collaboratively on questions (4.46/5) and most recommended the use of 
the proposal in other subjects (4.46/5). Overall, the proposal’s impact on 
motivation and engagement in the classroom was remarkable, and it was 
well received by students as a valuable and exciting tool for learning.

Overall, our innovative solution offers a streamlined and efficient 
process for teachers to create multiplayer educational games with 
real game mechanics and engaging features, ultimately enhancing the 
learning experience for students.

As future work, we are considering the possibility of looking for 
systems that automate the generation of questions or content that can 
be implemented in this type of video games. For the preparation of the 
sessions, extra work has been required by the teachers to prepare the 
questions and configure the activity within the platform. Therefore, 
we are interested in evaluating whether the use of this type of tools 
achieves greater acceptance by the teachers, without losing quality of 
the learning content.
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